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Preface

This book includes extended and revised versions of a set of selected papers from
WEBIST 2012 (the 8th International Conference on Web Information Systems
and Technologies), held in Porto, Portugal, in 2012, and organized by the Insti-
tute for Systems and Technologies of Information, Control and Communication
(INSTICC), in cooperation with and ACM SIGMIS.

The purpose of the WEBIST series of conferences is to bring together re-
searchers, engineers, and practitioners interested in technological advances and
business applications of Web-based information systems. The conference has five
main tracks, covering different aspects of Web Information Systems, including:
Internet Technology; Web Interfaces and Applications; Society, e-Business and
e-Government; Web Intelligence; and Mobile Information Systems.

WEBIST 2012 received 184 paper submissions from 41 countries on all conti-
nents. A double-blind review process was enforced, with the help of 183 experts
from the International Program Committee; each of them specialized in one of
the main conference topic areas. After reviewing, 25 papers were selected to be
published and presented as full papers and 57 additional papers, describing work-
in-progress, as short papers. Furthermore, 31 papers were presented as posters.
The full-paper acceptance ratio was 14%, and the total oral paper acceptance
ratio was 45%.

The papers included in this book were selected from those with the best re-
views also taking into account the quality of their presentation at the conference,
assessed by Session Chairs. Therefore, we hope that you find these papers in-
teresting, and we trust they may represent a helpful reference for all those who
need to address any of the research areas mentioned above.

We wish to thank all those who supported and helped to organize the confer-
ence. On behalf of the conference Organizing Committee, we would like to thank
the authors, whose work mostly contributed to a very successful conference, and
to the members of the Program Committee, whose expertise and diligence were
instrumental to ensure the quality of the final contributions. We also wish to
thank all the members of the Organizing Committee, whose work and commit-
ment was invaluable. Last but not least, we would like to thank Springer for
their collaboration in getting this book to print.

December 2012 José Cordeiro
Karl-Heinz Krempels
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Efficient Parallel Algorithms for XML Filtering  
with Structural and Value Constraints 

Panagiotis Antonellis, Christos Makris, and Georgios Pispirigos 

Department of Computer Engineering and Informatics, Faculty of Engineering, 
University of Patras, Patras, Greece 

{adonel,makri,pispirig}@ceid.upatras.gr 

Abstract. Information seeking applications employ information filtering tech-
niques as a main component of their functioning. The purpose of the present  
article is to explore techniques to efficiently implement scalable and efficient in-
formation filtering techniques, based on the XML representation, when both 
structural and value constraints are imposed. In the majority of the provided im-
plementations the use of the XML representation appears in single processor  
systems, and the involved user profiles are represented using the XPath query 
language and efficient heuristic techniques for constraining the complexity of the 
filtering mechanism are employed.  Here, we propose a parallel filtering algo-
rithm based on the well known YFilter algorithm, which dynamically applies a 
work-load balancing approach to each thread to achieve the best parallelization. 
In addition, the proposed filtering algorithm adds support for value-based predi-
cates by embedding three different algorithms for handling value constraints dur-
ing XML filtering, based on the popularity and the semantic interpretation of the 
predicate values. Experimental results depict that the proposed system outper-
forms the previous parallel approaches to the XML filtering problem. 

Keywords: XML filtering, Parallel algorithms, Semantic similarity. 

1 Introduction 

Information retrieval and information filtering are two different modes of information 
seeking activities. In information retrieval the users actively participate in the seeking 
for knowledge by posing queries to a collection of a given documents, while in infor-
mation filtering  the user information needs are represented as profiles and the docu-
ments are pushed to the users. In a general sense the purpose of information filtering 
is to dynamically generate information and push it to the information consumer. In-
formation filtering appears into three different forms: content based filtering where 
the incoming information is mainly filtered with content analysis, collaborative filter-
ing where the incoming information is filtered for a user taken into account the usage 
history of other users with similar profiles, and hybrid filtering that combines both 
collaborative filtering and content based filtering; in this work we focus on content 
based filtering. Information filtering systems (also known as publish/subscribe sys-
tems) [1] mainly provide two main services: document selection (i.e., determining the 
subset of incoming documents that match the stored user profiles) and document 
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routing (i.e., delivering matching documents from the data sources that produce them 
to the users). In order to implement efficiently these services, information filtering 
systems rely upon representations of user profiles, that are generated either explicitly 
by requesting from the users to state their interests, or implicitly by employing me-
chanisms for tracking the user access patterns and automatically construct his/her 
profile. Initial attempts to represent user profiles and match them against new data 
items, typically employed “bag of words” representations and keyword similarity 
techniques that are closely related to the well known vector space model representa-
tion in the Information Retrieval area. These techniques, however, often suffer from 
limited ability to express user interests, being unable to fully capture the semantics of 
the user behavior and user interests.  As an attempt to face this lack of richness in the 
representation there have appeared lately [2, 3, 5, 6, 11] a number of systems that use 
XML representations for both documents and user profiles and that employ various 
filtering techniques to match the XML representations of user documents with the 
provided profiles. 

The basic mechanism used to describe user profiles in XML format is through the 
XPath query language [17]. XPath is a query language for addressing parts of an 
XML document, while also providing basic facilities for manipulation of strings, 
numbers and booleans.  XPath models an XML document as a tree of nodes; there 
are different types of nodes, including element nodes, attribute nodes and text nodes 
and XPath defines a way to compute a string-value for each type of node.  

The process of filtering XML documents is the reverse of searching XML 
documents for specific structural and value information. An XML document filtering 
system stores user profiles along with additional information (e.g. personal 
information of the user, email address, etc.). A user profile can store either only 
structural criteria or both structural and value criteria. When an XML document 
arrives, the system filters it by exploiting representation of the stored profiles in order 
to identify with which of them the document matches. After finishing the filtering 
process, the document can be forwarded to users with matched profiles.  

The purpose of the present work is to explore techniques to efficiently implement 
scalable and efficient representation and filtering techniques, based on the XML re-
presentation, where both structural and value constraints are imposed.  

2 Background 

2.1 Related Work 

In recent years, many approaches have been proposed for providing efficient filtering 
of XML data against large sets of user profiles. Depending on the way the user pro-
files and XML documents are represented and handled, the existing filtering systems 
can be categorized as follows: 

Automata-Based Systems. Systems in this category utilize Finite State Automata 
(FSA) to quickly match the incoming XML document with the stored user profiles. 
While parsing the XML document, each node element causes one or more transitions 
in the underlying FSA, based on the element's name or tag. In XFilter [2], the user 
profiles are represented as queries using the XPath language and the filtering engine 
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employs a sophisticated index structure and a modified Finite State Machine (FSM) 
approach to quickly locate and examine relevant profiles. A major drawback of XFil-
ter is its lack of twig pattern support, as it handles only linear path expressions. Based 
on XFilter, a new system was proposed in [6] termed YFilter that combined all of the 
path queries into a single Nondeterministic Finite Automaton (NFA) and exploited 
commonality among user profiles by merging common prefixes of the user profile 
paths such that they were processed at most once. Unlike XFilter, YFilter handles 
twig patterns by decomposing them into separate linear paths and then performing 
post-processing over the intermediate matching results. In [16] a parallel implementa-
tion of YFilter for multi-core systems (shared-memory) is proposed by splitting the 
NFA into smaller parts, with each part assigned to a single thread. A distributed ver-
sion of YFilter which also supports value-based predicates is presented in [13]. In this 
approach the NFA is distributed along the nodes of a DHT network to speed-up the 
filtering process and various pruning techniques are applied based on the defined 
value predicates on the stored user profiles.  Finally in [9] a parallel XML filtering 
that supports fine-grained filtering of the incoming XML documents is described. A 
user can submit an hierarchy of filters and ever incoming XML document will be 
filtered against the stored filter hierarchies. In addition, the algorithm identifies exact-
ly which parts of the incoming XML documents match with the filters of each user 
and only those parts are actually send to the user. 

Sequence-Based Systems. Systems in this category encode both the user profiles and 
the XML documents as string sequences and then transform the problem of XML 
filtering into that of subsequence matching between the document and profile se-
quences. FiST [11] employs a novel holistic matching approach, that instead of split-
ting the twig patterns into separate linear paths, it transforms (through the use of the 
Prüfer sequence representation) the matching problem into a subsequence matching 
problem. In order to provide more efficient filtering, the user profiles sequences are 
indexed using hash structures. In XFIS [3] it is employed, a holistic matching ap-
proach which eliminates the need of extra post-processing of branch nodes by trans-
forming the matching problem into a subsequence matching problem between the 
string sequence representation of user profiles and XML documents. 

Stack-Based Systems. The representative system of this category is AFilter [5]. AFil-
ter utilizes a stack structure while filtering the XML document against user profiles. 
Its novel filtering mechanism exploits both prefix and suffix commonalities across 
filter statements, avoids unnecessarily eager result/state enumerations (such as NFA 
enumerations of active states) and decouples memory management task from result 
enumeration to ensure correct results even when the memory is tight. XPush [10] 
translates the collection of filter statements into a single deterministic pushdown au-
tomaton using stacks. The XPush machine uses a SAX parser that simulates a bottom 
up computation and hence doesn't require the main memory representation of the 
document. XSQ [15] utilizes a hierarchical arrangement of pushdown transducers 
augmented with buffers.  In [14], the author presents a system for evaluating XPath 
queries in a distributed environment, consisting of a large number of small mobile 
devices. Although the proposed system is efficient in such environments, it cannot be 
actually applied in a single multithreading machine. 

Although all of the previously described works have been used successfully for 
representing a set of user profiles and identifying XML documents that structurally 
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match with the user profiles, little work [9], [12], [13] has been done to support value 
matching, that is evaluation of value-based predicates in the user profiles. This is a 
very usual problem in real world applications where the user profiles except for just 
defining some structural predicates, also introduce value-based predicates. A modern 
XML filtering system should be able to handle both types of predicates and also scale 
well in case of a large number of stored user profiles. 

2.2 Paper Motivation and Contribution 

Most of the research work in the area of XML filtering has been in the context of a 
single processing core. However, given the wide spread of multi-core processors, we 
believe that a parallel approach can provide significant benefits for a number of real 
world applications. In addition, most of the existing approaches concentrate only on 
the structural characteristics of user profiles, although in many real-world applications 
the value predicates may be more important. 

Based on this motivation, we propose a parallel approach to the problem of struc-
tural and value-based XML filtering for shared-memory systems, based on the YFilter 
algorithm. The main contributions of the proposed parallel algorithm are: 

• Parallel execution of the NFA constructed by the YFilter, by utilizing all the cores 
of the processor. 
• Dynamic work load balancing based on the currently active states of the NFA. 
• The support of value-predicates in user profiles; we propose approaches for han-
dling efficiently value constraints by dynamically pruning the NFA based on the most 
“popular” states and by exploiting semantic information concerning the values at-
tached to the value constraint predicates. 

In our knowledge, this is one of the few works in parallel XML filtering that deal with 
support of value-based predicates, mainly inspired by [13]. However though inspired 
by their work we must emphasize that their evaluation of the value predicates is done 
in a different way from ours, by apriori identifiying those predicates that may result in 
the most rejections. We extend this by embedding semantically enhanced criteria, 
while in our popularity based approach, the decision of which value predicates to use 
is automatically readjusted after filtering each incoming XML document. 

Concerning the difference of our approach to [9], in their approach the paralleliza-
tion is only applied inside the matching of each filter hierarchy, whereas in our ap-
proach the parallelization is applied in the global matching algorithm. In addition, the 
matching of value-predicates is applied at each step of their filtering process, while in 
our approach the matching is done efficiently only in the NFA states where it is ac-
tually needed. 

3 YFilter Overview 

The YFilter algorithm constructs a single NFA for a large number of queries and uti-
lizes this NFA to filter a continuous stream of incoming XML documents [6]. 

In Figure 1 we present an example of such a nondeterministic finite automaton 
(NFA) constructed from eight user profiles. The user profiles have been chosen  
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appropriately to represent the different types of supported structural relationships. 
Each intermediate NFA state is represented with a circle, while each final NFA state 
(e.g. a state that leads to accepting a specific user profile) is represented with a double 
circle. The user profiles associated with each final state are shown with curly braces 
next to the state. Finally, each edge transition is triggered when a matching element 
(tag) name is encountered during the parsing of the incoming XML document. 
 

 

Fig. 1. Example NFA constructed from a set of user profiles 

 

Fig. 2. Active states during parsing of an incoming XML document 

As we can easily observe, YFilter greatly reduces the number of states by sharing 
the common prefix paths of the stored user profiles. YFilter uses an event-driven me-
thod along with a stack of active states. Each level of the stack represents possible 
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states of the NFA for the XML part of the XML document that has currently already 
been seen. As shown in Figure 2, once it receives a start-of-element event, the filter-
ing algorithm follows all matching transitions from all currently active states. When 
checking an available edge transitions, if the incoming element name matches the 
transition or the transition it is marked by the * symbol, the corresponding state will 
be added to the new active state set. After all possible transitions have been checked, 
the new active state set is complete, and it is pushed on the stack as a new level. 
Whenever an accepting state is reached, it will output the user profiles’ list in this 
state. When an end-of-element event is received, the active states stack is popped one 
level. 

It is vital to note that the actual operations required, when a start-of-element event 
is received, are checking the available transitions for each state in the top level of the 
active states stack. For example, when the start-of-element event for element <c> is 
received, the filtering algorithm checks the available transitions for the states: 2, 4, 5, 
7,  which result in the states 4, 6, 8, 9, 10, 11 to be activated and pushed in the top of 
the stack. 

4 Parallel Structural and Value Filtering 

In this section we describe our new parallelized XML filtering algorithm, based on 
YFilter. The actual NFA execution is split into the different threads using a dynamic 
load balancing technique, which always ensures that each thread is assigned with the 
same work load. The proposed algorithm, in addition to structural filtering, also sup-
ports value filtering based on the value-predicates defined in the stored user profiles. 
In particular our algorithm supports three different ways in supporting value-
predicates, all of which are novel contributions, inspired by ideas presented in [13]. 

4.1 Parallelized NFA Execution 

Our goal was to truly parallelize the YFilter algorithm in a balanced way in order for 
each thread to be assigned with a similar amount of workload during the filtering 
process. Existing approaches are based on statically splitting the constructed NFA 
into parts and assigning each specific part at each thread [16]. Similar approaches also 
exist for distributed NFA execution on top of DHT networks [13]. However, this type 
of work splitting does not ensure that each thread will actually have the same work-
load, as the actual state transitions may occur only in a very small part of the whole 
NFA. In such a case some threads may remain idle, while others are working, thus the 
NFA execution is not truly parallelized.   

For example consider the NFA of Figure 1, split in four parts: {0, 1, 2}, {3, 4, 5}, 
{6, 7, 8} and  {9, 10, 11, 12}, with each part statically assigned to a single thread. 
When the start-of-element event for element <c> is received, the thread #1 will check 
one state (state 1), the thread #2 check two states (states 4, 5), the thread #3 will check 
only one state (state 7) and the thread #4 will remain inactive as none of the currently 
active states belong  to its NFA part. Thus, the actual workload is not equally split to 
the four available threads. 
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Based on this notion, the proposed filtering algorithm achieves balanced work 
splitting, by dynamically assigning tasks to each thread during NFA execution. As 
mentioned before, whenever a start-of-element event is received, the algorithm has to 
check the transitions of each state included in the top level of the active states stack. 
Although each active state does not have the same number of candidate transitions 
with the rest states, we make the assumption that the number of tasks is equal to the 
number of active states at that time. Based on this assumption, the proposed filtering 
algorithm creates a task for each active state and pushes them into a queue. Whenever 
a thread is idle, it is assigned with the next available task (e.g. active state) from the 
queue. The only drawback of this approach is that in cases that a state has a big num-
ber of candidate transitions, the corresponding thread may be late and thus the 
achieved parallelization will be not the best one.  

For example, consider a system with three threads and the NFA of Figure 1, when 
the start-of-element event for element <c> is received. The currently active states are 
four (states 2, 4, 5, 7) and thus the thread #1 will be assigned with state 2, the thread 
#2 will be assigned with state 4 and the thread #3 will be assigned with state 5. Each 
thread will check the available transitions of its assigned state with the character <c> 
and in case of a match, it will activate the appropriate new state by pushing it on top 
of the stack. The first thread that will finish its job will be also assigned with the re-
maining state 7. From the above example, it is clear that the proposed dynamic paral-
lelization of the NFA execution achieves best results due to actual work balancing 
based on the currently active states, unlike the existing approaches which are based on 
statically assigning NFA subsets to each thread.  

A slightly different approach can be utilized if the fan-out of the NFA (e.g. number 
of edges per state) is quite small: in such a case the actual cost of checking all the 
transitions of each state is quite small, so the overhead of creating a separate task for 
each active state may overcome the benefits of the actual parallelization. So, it is bet-
ter to split the set of active states into a list of subsets, based on the number of threads, 
and assign a subset to each thread.  

For example, consider again a system with two threads and the NFA of Figure 1, 
when the start-of-element event for element <c> is received. Instead of assigning 
the state 2 to thread #1, the state 4 to thread #2 and waiting for them to finish in 
order to assign the rest of the states, we can directly assign the states 2, 4 to thread 
#1 and the states 5,7 to thread #2. That way, we reduce the cost of task initialization 
for every separate active state, thus achieving a further improvement on the total 
filtering time. 

This variation decreases the overhead introduced of task creation and assignment 
by creating the least number of tasks. However, if a specific subset of states includes 
much more transitions than the other subsets, the rest of the threads would have to 
remain idle for quite a long time, thus increasing the actual filtering time. Based on 
the above notions, the proposed filtering algorithm uses this approach only if the 
number of transitions is about the same for every state during NFA construction, 
based on a predefined threshold of 15%, which was depicted after experimental  
testing. 
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4.2 Evaluation of Value-Based Predicates 

In the previous section, we described how the structural matching is parallelized by 
assigning each thread with a subset of the active states to check. In this section, we 
concentrate on the evaluation of value-based predicates. Consider for example the 
user profile q:   

paper[@year=2011]/author[text()=”James”], 

which selects the papers of author “James” during the year 2011. In order to filter an 
incoming XML document against the user profile q requires to check if the docu-
ment’s structure matches the profile’s structure and also whether the value predicates 
of the user profile q are satisfied by the XML document.  

A naïve approach is to integrate the value predicates directly on the constructed 
NFA, by adding extra transitions for the predicates, thus considering the value predi-
cates as distinct nodes [12]. However, this approach would lead to a huge increase in 
the number of states and also destroy the sharing of path expressions for which the 
NFA was selected to begin with, as the value predicates usually form a larger set than 
the structural constraints of the user profiles. Other approaches, such as bottom-up 
and top-down [13], have been proposed to address this problem. The common idea 
behind those approaches is the selection of a small subset of the value predicates for 
pruning the NFA execution, based on some predefined selectivity criterion. However, 
in real world applications, the incoming XML documents have been usually generated 
by different sources and thus vary both in structure and content. In such cases, a se-
lected value predicate may be good for pruning the NFA execution during the filtering 
of a specific set of XML documents and bad for another set of XML documents. 
Thus, deciding on which value predicates to utilize during the NFA execution is not 
straightforward and has a strong impact on the efficiency of the filtering algorithm. 

Based on this notion, our proposed filtering algorithm utilizes a novel step-by-step 
approach for supporting value-based predicates.  We propose three new approaches 
for handling the problem at hand.  

Our first approach introduces the idea of "popular" NFA states, that is the NFA 
states that have been activated a lot during the filtering of the various incoming XML 
documents.  More precisely, we keep a counter for each NFA state that counts the 
number of activations for that state and we select the top 10% states as the most "pop-
ular" states. For example, in Figure 3, the state 4 has been activated two times, while 
the state 3 has been activated zero times. The value of the threshold can change to 
balance the pruning of the NFA, but it is initialized to 10% which resulted in better 
results during the experiments. The idea of utilizing the most "popular" states has the 
benefit that dynamically defines the set of NFA states that trigger value predicate 
checking (and thus may stop the NFA execution), only based on the set of previously 
filtered XML documents and not some user-defined selectivity criterion, like in [13]. 
Thus there is no need for a-priori knowledge of the semantics of incoming XML doc-
uments in order to decide the those states. This approach is based on the idea that a 
state that has been activated a lot during the filtering of previous XML documents has 
a greater possibility to be activated during the filtering of subsequent XML docu-
ments, and thus an unsatisfied value predicate in that state will stop the NFA execu-
tion (prune this execution path). 
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Our second approach builds on the selectivity estimation formulae of [13] by em-
bedding semantic information in the calculation as it is provided by WordNet [4], and 
by employing the Wu and Palmer similarity metric. In particular we define as the 
semantic selectivity of a text or attribute predicate [pred =v] the fraction of elements e 
reachable by any path, whose value is semantically close to v. By the term semanti-
cally close we call those values whose Wu and Palmer distance between their respec-
tive senses is greater than a user defined threshold; in the case of polysemous values 
we take the average value of the Wu and Palmer similarity metric between all combi-
nations of the senses of the respective values.  

We remind the reader that WordNet is a lexical database of English words, orga-
nizing English nouns, verbs, adjectives and adverbs into equivalence classes termed 
synsets (synonym sets) that are interlinked into a semantic networks with various 
relations (semantic and lexical); there are also versions of WordNet for various other 
languages besides English (see [20]). Moreover the Wu and Palmer semantic similari-
ty metric between two senses si, and sj in the semantic network of WordNet is defined 
as: 
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where LCA() denotes the Least Common Ancestor of the respective nodes, and 
depth() the depth of the involved node in the hierarchy.  

Finally our third approach (hybrid) combines the two first approaches by employ-
ing a selective criterion that linearly combines the popularity and the semantic simi-
larity criterion, into a unified criterion. Concerning the weight of significance of the 
involved factors in the linear combination, we have experimented with various choic-
es tending to finally let them be equal.  

With regards to the practical aspect of the implementation and for all variants of 
our value-based predicate selection technique, during the NFA construction, at each 
state we store a set of the corresponding value-based predicates along with the query 
id of each predicate. This set of predicates will be used during the filtering in order to 
decide whether the current execution path will continue or stop. Whenever an incom-
ing XML document arrives, we parse it and create a list of candidate predicates based 
on the text data of nodes and attributes. This list of candidate predicates will be used 
during candidate checking at the filtering procedure. Checking a set of predicates 
assigned to a state against the list of candidate predicates contained in an XML docu-
ment may be a slow procedure, due to the big number of candidate predicates. Thus, 
instead of checking the predicates at each active state, the filtering algorithm applies 
the candidate checking only on the most selective states, where the selectivity crite-
rion will be one of the three described before. During this check, we check if at least 
one of the state predicates is included in the list of document’s candidate predicates. 
In such a case, the execution path will continue normally on this state. On the other 
hand, if none of the state predicates is part of the candidate predicates, then there is no 
need to continue this execution path as none of the corresponding user profiles are 
satisfied, thus the state is not activated. 

The only drawback of this approach is that at the end of filtering process, all the 
matched user profiles must be checked against the incoming XML document based  
on their value-based predicates, as the filtering algorithm does not check the value 
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predicates in all the states. However, usually the number of matched user profiles is a 
small portion of the total number of stored user profiles and thus the cost is very small 
compared to the cost of checking the value predicates at each NFA state.  

5 Experiments 

We tested our filtering system against the most relevant to our algorithmic setting 
parallel approach to XML filtering [16]. In that article the authors propose a method 
for statically splitting the NFA into subparts and assign each subpart to a separate 
thread. However, this approach does not support value-based predicates, so for the 
sets of experiments that compared its performance with our technique we were re-
stricted to use structural-only user profiles. Our filtering system was implemented in 
Java using the freeware Eclipse IDE. In order to obtain comparable and reliable re-
sults, we also implemented the other parallel algorithm in Java as well.  

In our experiments we used three different datasets: DBLP dataset [18], Shakes-
peare’s plays dataset [19] and synthetic Treebank data generated by an XML genera-
tor provided by IBM [7]. We also generated three user profile sets, one set for each 
dataset, using the XPath generator available in the YFilter package. The final set of 
user profiles consisted of the three different user profile sets, each set constructed 
from the corresponding XML dataset. We used that approach in order to emulate a 
real-world filtering system where the stored user profiles are usually different from 
each other and the same also stands for the incoming XML documents. All the expe-
riments were run on a quad-core hyper threading (thus 8 threads) Linux machine run-
ning Kubuntu 11.04 with 8 Gb RAM.  

In order to calculate the speed-up gained by the proposed parallelization compared 
to the parallel algorithm presented in [16], we measured the average filtering time of 
an XML document with size approximately 5500 nodes through 7000 stored user 
profiles, by varying the number of threads between 1 and 8 (Experiment 1). In addi-
tion, we measured the average filtering time as the number of stored user profiles 
increases between 1000 and 10000, for 4 threads (Experiment 2).  As far as the val-
ue-predicate filtering, we utilized the synthetic Treebank data and the DBLP dataset 
to create a mixed set of 100 user profiles with various value-based predicates. We 
filtered a set of 50 XML documents and calculated the Recall, Precision and F-
measure of the filtering results for the 3 proposed techniques and the technique de-
scribed in [13] (Experiment 3). 

Figure 3 shows the results of the first experiment. As it can be easily observed both 
approaches achieve a speed-up of the total filtering process as the number of utilized 
threads increases. However, although our approach starts slower (for 1 thread), it 
turns out that it takes greater advantage of the increasing number of threads and final-
ly achieves better filtering times after the 4 threads. In fact the achieved speed-up in 
filtering time is 7 (14000ms to 2000ms) for 8 threads, while the other algorithm ac-
tually achieving a speed-up of 2.5 (10000ms to 4000ms) for 8 threads. The results can 
be easily explained, as the overhead for creating a separate task for each active state 
can slow down the total filtering process if the number of threads is small (in the cur-
rent experiment: 1- 3 threads), but as the number of threads increases, the proposed 
dynamic parallelization works efficiently and the total filtering time is greatly re-
duced. On the other hand, the approach proposed in [16], which is based on splitting  
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the NFA into subsets and assigning each subset into a separate thread, cannot achieve 
the same speed-ups as the number of threads increases. This can mainly be attributed 
to the fact, that it doesn’t apply a balanced workload splitting into the available 
threads, as each NFA subset execution may require different work, and thus some 
threads may remain idle for quite large amount of time. 
 

 

Fig. 3. Filtering time as the number of threads increases (Other Approach is the approach de-
scribed in [16]) 

 

Fig. 4. Filtering time as the number of user profiles increases (Other Approach is the approach 
described in [16]) 

Figure 4 shows the results obtained from the second experiment. It is clear that the 
filtering time of both algorithms slightly increases as the number of stored user pro-
files increases. This is expected, as a greater number of user profiles results to a larger 
NFA and thus to a bigger number of active states during NFA execution. Thus, the 
actual workload increases and this is depicted in the total filtering time. However, the 
filtering time does not increase analogously to the total number of stored user profiles, 
which means that both approaches scale very well as the number of user profiles in-
creases. Again, as the number of user profiles increases, our proposed parallel ap-
proach scales better than the algorithm proposed in [16], achieving an average of 15% 
better filtering time for 4 threads. 
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Table 1. Results of the third experiment 

Technique Recall Precision F-measure 

1st - Popular NFA states 0,84 0,79 0,82 
2nd- Semantic Selectivity estima-
tion 

0,89 0,90 0,89 

3rd - Hybrid 0,92 0,91 0,91 
Miliaraki & Koubarakis [13] 0.89 0,85 0,87 

 
Finally, Table 1 shows the results of the third experiment. It is clear that the third 

proposed technique, which combines the idea of popular NFA states with the seman-
tic selectivity estimation, performs better than the first two techniques and the  
technique described in [13]. It achieves an F-measure of 0,91, which means that it 
succeeds to identify most of the matches between the incoming XML documents and 
the stored user profiles, in aspect of value-based predicates. This result was expected, 
as the usage of the semantic selectivity estimation criterion, allows us to capture 
matches between user profiles and XML documents that utilize a different set of 
tags/keywords (probably due to different data sources). In particular, WordNet is 
utilized to identify the senses of each tag/keyword in the text and the matching is 
performed on the senses, not on the original keywords. As a result, this approach 
achieves to identify more matches than the others. This advantage, combined with the 
technique of utilizing the most popular NFA states for pruning the NFA execution 
leads to the best balance between speed-up and precision in value-based filtering. 

We consider these XML value filtering algorithmic techniques as a contribution of 
our paper and it would be interesting to find out if they could also be applied to other 
parallel architectures such as those of peer to peer systems [13]. 

6 Conclusions 

In this paper we have presented an innovative parallel XML filtering system that takes 
advantage of the multi-core processors that are widely used in modern computers, in 
order to speed up the XML filtering problem. The proposed system, which is based on 
the well-known YFilter algorithm, constructs a NFA from the stored user profiles and 
utilizes this NFA to filter a continuous stream of incoming XML documents. Howev-
er, instead of executing the NFA using a single-thread approach, it splits the workload 
required at each step of the filtering process into the available threads, thus providing 
a big speed-up to the total filtering time required. The number of threads depends on 
the number of available cores and can vary, but the proposed filtering algorithm can 
work with any number of threads. In addition, the proposed filtering system extends 
the YFilter in order to efficiently support value-based predicates in the user profiles, 
enabling both structural and value-based filtering of the incoming XML documents. 
We tested four approaches with our main contributions being a value-based filtering 
that is applied using a dynamic top-down approach, where the NFA execution is 
pruned only in the most popular states, which results to small overhead and big speed-
up due to early pruning and a semantic similarity extension of the selectivity criteria 
employed in [13]. The experimental results showed that the proposed system outper-
forms the previous parallel XML filtering algorithms by fully utilizing the available 
threads. In addition, the proposed techniques for handling value-based predicates 
perform very well in the experimental data, with the third one outperforming the rest. 
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Abstract. With mobile computing devices becoming prevalent, applications for
them greatly increased in importance. These apps make devices more versatile.
Unfortunately, developing them at the moment means that each plattform has
to be addressed separately. Alternatively, Web-based solutions can be used that
do not provide a “native” look and feel. To investigate novel methods of multi-
platform app development and to review HTML5, we built an app using several
up-to-date development frameworks. Our scenario is a smart meter tool, which is
an active area of research in itself. We introduce approaches in the field of multi-
platform app development and illustrate the technological background. We then
give an overview of our development process. Eventually, we evaluate our app
and discuss our findings with the aim of providing generalizable results.

Keywords: App, Mobile application, Cross-platform, Multi-platform, Android,
iOS, HTML5, PhoneGap, jQuery Mobile, Smart Meter, Apache Cordova.

1 Introduction

Since the advent of the Internet as a universal technology, mobile computing has contin-
uously increased in importance. Beginning with smartphones, in particular the iPhone
in 2007 [1], mobile Internet usage has greatly increased. For example, in Germany it
rose from 9 % to 16 % from 2009 to 2010 [2]. At the same time, mobile devices—i.e.
mobile phones, smartphones, and tablet computers (pads)—have been equipped with
increasing amounts of memory and computational power. Consequently, there is a de-
mand for software that makes the most of these devices.

Mobile applications already generate significant revenue—USD 5.2 billion in 2010
according to Gartner [3]. These so called apps have become commonplace, even though
technologically they are “ordinary” computer programs. In the simplest form, a Web
site optimized for mobile devices (Webapp) is already considered an app. In a more
dedicated form, Web-based content is rendered by a mobile device’s internal browser
but displayed within an app installed on it. This can offer access to device features but
might not provide much more than an icon on the device’s home screen, changing the
users’ perception. The third category are native apps that have been written for a specific
platform—either a virtual machine or a mobile (device) operating system.

J. Cordeiro and K.-H. Krempels (Eds.): WEBIST 2012, LNBIP 140, pp. 16–33, 2013.
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Developing apps is far from hassle-free. Due to rapid progress in hardware develop-
ment, software development has not kept up the pace (as illustrated in Section 2).1 To
some extent it is unclear whether classical software development methods can be ap-
plied to mobile devices. Even worse, there are a number of incompatible platforms. De-
velopment of PC programs for multiple platforms is much more convenient than it used
to be. A Java program runs on any system that can host an adequate virtual machine.
Even programs natively developed for one platform can usually be cross-compiled for
other platforms (e.g. in C++ via Gtk+ [5]) if they do not heavily make use of platform-
dependent functionality. Traditional development for mobile apps means writing pro-
grams for each platform from scratch. Only few approaches existed to circumvent this
problem.

To investigate possibilities of cross-platform development, we designed an app using
HTML5 [6], PhoneGap [7], and jQuery Mobile [8]. Our aims were to understand how
they are used, how development differs from classical applications, and how well the
apps perform. To add rigor while working on a highly relevant topic, and to broaden
the scope of our research, we selected smart metering [9] as our scenario. We thereby
developed a new kind of app that is demanding w.r.t. mobile device resource utilization.

Smart grids have been proposed as an energy grid upgrade [10] in order to more
efficiently distribute and use energy, particularly in light of regenerative sources [11].
Despite the need for cautions [12] their emergence can be taken for granted. Smart
meters are part of smart grids. They measure energy throughput and offer the possibility
to better control consumption [13]. For example, energy-pricing throughout a day can
be adjusted by demand. An analysis of benefits from smart metering has been described
by Gnilka, Meyer-Spasche & Folta [14]. The architecture of smart meters and smart
grids is complex because it involves various communication partners, communication
channels, and intermediaries.

Our work makes several contributions. Firstly, it presents a novel approach for devel-
oping mobile applications against multiple platforms with a single code-base. Secondly,
it introduces an innovative smart meter application. Thirdly, it discusses the findings in
the light of future development projects. And fourthly, it briefly compares current ap-
proaches for cross-platform app development.

This paper is structured as follows. Section 2 outlines related work and alternative
approaches. Our work’s technological background is sketched in Section 3. Section 4
explains the app development. Evaluation and discussion are given in Section 5. Sec-
tion 6 draws a conclusion.

2 Related Work and Alternative Approaches

Related work can be discussed from various perspectives. Firstly, other approaches for
developing mobile applications for multiple platforms are highlighted. Secondly, pa-
pers on HTML5 are assessed. Finally, smart meter apps are reviewed. With regard
to approaches for multi-platform development, we leave out Webapps and apps that
can be installed natively but only use the internal browser to render HTML 4.01 or
XHTML 1.1. Even if Web pages are optimized for mobile devices, they cannot be

1 This surprisingly aligns with what is known as the software crisis [4] for stationary computers.
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expected to have a “native” look and feel and they are unable to use device-specific
functionality.

The following five multi-platform development approaches will likely become im-
portant in the near future. Firstly, HTML5 [6] promises to combine the convenience of
developing Web user interfaces (UI) with the ability to use a device’s specific func-
tionality. It is introduced in Section 3. Secondly, hybrid apps combine the features of
HTML with native code that is provided by specialized frameworks [15]. In general,
programmers do not require detailed knowledge of the target platform but only of Web
technologies. An example is PhoneGap [7]. Thirdly, interpreted apps can be used. In-
stead of writing platform-dependent code, scripting languages that are interpreted on
the target platform are used. An example is Appcelerator Titanium [16]. Fourthly, with
cross-compilers code is written once and compiled to platform-dependent apps. An ex-
ample is XMLVM [17]. Fifthly, model-driven software development (MDSD) can be
applied. The idea is to describe an app in an abstract notation (the model) that is trans-
formed and compiled to platform-dependent apps. An example is applause [18], which
is based on a domain-specific language (DSL). Neither of the approaches can yet be
seen as a definite solution. Nevertheless, good results can be achieved for a number of
scenarios if the framework is chosen wisely [19]. Further frameworks exist that fall in
between the above sketched categories. Cross-platform app development not only is a
topic of academic research but also for practitioners [20]; this underlines its relevance.

Although HTML5 is still considered a “working draft” [6], standardization is at an
advanced stage. This is also reflected by the appearance of practitioners’ textbooks
such as that by PILGRIM [21]. Even Webapp development for Android and iOS using
HTML is covered [22,23]. Most scientific articles that have been published in this field
do not directly relate to our work. They cover issues such as Web3D [24], accessibility
[25], mashups [26], and HTML5 usage in general [27]. We did not identify scientific
papers on HTML5 in the context of app development besides a paper by MELAMED &
CLAYTON [28]. The authors compare HTML5 to J2ME and native app development in
the context of pervasive media applications. They find that HTML is a “good solution”
for “creating and distributing most pervasive media applications” [28]. Only few non-
scientific sources exist that develop proof-of-concept apps [29,30].

It is not feasible to review papers on smart grids or on smart meter devices. A myr-
iad of articles exist but they are beyond the scope of this work since all facets of smart
metering are addressed. From the relevant papers, some address distinctive implemen-
tation issues (e.g. [31,32]) or software that concerns its embedding into infrastructures
(for instance [33]). However, these approaches have little in common with our app.

The work presented by WEISS, MATTERN, GRAML, STAAKE, & FLEISCH [34] is
similar to ours. They propose a Web-based API to access smart meters and visualize
data on mobile phones. The device used appears to be an iPhone; however, WEISS et
al. focus on smart metering aspects rather than on the app itself. Therefore, their work
and ours are complementary. WASSERMAN [35] compiled a short article on “software
engineering issues” for app development. He thereby predicts some of our findings.

Many smart meter apps can be identified that have not been developed with scientific
progress in mind. We expect that several proof-of-concept apps exist that are not pub-
licly described. Two free examples are Google PowerMeter [36] and Vattenfall Smart
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Fig. 1. Google PowerMeter [36] and Vattenfall Smart Meter App [37]

Meter App [37]. They are depicted in Figure 1. Google PowerMeter is a Webapp that
allows users to view energy consumption by day, week, or month. It also provides some
predictive analysis. The app is based on Web technology. It offers a lot of functionality,
is well-documented, and has an open API. Unfortunately, it has been discontinued. The
Vattenfall solution is a native app for iOS. Both apps are similar in concept to our work
although not using any advanced technology for cross-platform development.

3 Technological Background

HTML5 is expected to change the Web’s technological landscape [38]. The term
HTML5 is usually understood in a broad sense that covers the core markup specifi-
cation as well as other Web standards, technologies, and APIs [39]. This definition is
also assumed in this paper even though some aspects are actually published in separate
specifications.2

Differences between HTML4 and HTML5 have been compiled into a concise doc-
ument [40]. HTML5 features a new short document type definition to trigger standard
rendering mode as well as a shorter charset definition as shown in Listing 1. It adds,
changes, and removes several elements and attributes, including new semantic section-
ing elements such as <header>, <footer>, <section>, <article>, <nav>,

2 Please note that we name several APIs that HTML5 relies on. We do not cite their specification
since there are links in the HTML5 specification [6] and detailed coverage is outside the scope
of this work.
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and <figure> as well as custom data (data-*) attributes. Furthermore, it speci-
fies advanced forms with form validation and several new input types including tel,
search, url, email, number, range, color, date and time [40].

<!DOCTYPE html>
<html>

<head>
<meta c h a r s e t =” u t f −8”>

Listing 1. Document type and charset definition [40]

Classic Web applications lacked persistent, client side storage with sufficient size.
Cookies and proprietary solutions like IE UserData or Adobe Flash Local Shared Ob-
jects have severe limitations. With HTML5, there are five specifications for new storage
APIs: Web Storage, Indexed Database API, File API, Web SQL Database, and Offline
Web applications. HTML5 also allows device access e.g. through the Geolocation API
and provides further new functions [41].

Additional new technologies [39,21] include WebSockets, which bring high per-
forming, bi-directional, full-duplex TCP connections; Cross Document Messaging,
which enables secure cross-origin communication; and also asynchronous JavaScript,
which becomes possible through the Web Workers API. A highly discussed part of
HTML5 concerns multimedia and graphics with the HTML5 elements canvas,
video, audio, and the integration of SVG into HTML documents. A series of new
CSS3 module specifications define new styling features such as media queries, selec-
tors, backgrounds and borders, as well as transformations.

Browser support for HTML5 is becoming more prevalent but is still far from com-
plete [42,43]. The recommended way for finding out if a certain HTML5 feature can be
used is testing every needed feature instead of general user agent (browser) detection.
Details are given by PILGRIM [21]. There is also a JavaScript library called Modernizr
that is useful for this task [39].

JavaScript is an object-oriented, interpreted, and weakly-typed programming lan-
guage [44]. It has become specifically important due to the proliferation of Ajax (Asyn-
chronous JavaScript and XML). Framework support greatly improves development. For
example, jQuery is a concise, open source, cross-browser JavaScript framework that
simplifies development [45]. Its current use is predominant: more than 57 % of the
10.000 most visited Web sites [46] employ it. The corresponding mobile-optimized
plug-in is jQuery Mobile [47,48].

JSON (JavaScript Object Notation) is a simple, text-based, human-readable data-
interchange format. It is language independent but based on a subset of JavaScript [44].
JSON is used as a lightweight alternative to XML, e.g. in conjunction with Ajax or
RESTful Web services [49,50].

Android is an open operating system and mobile device platform based on a modi-
fied Linux kernel. The main development language is Java [51]. Apps can not only be
loaded from the Android Market but also from others sources.

iOS is Apple’s system for its mobile devices. It has a layered system architecture;
programming is done in Objective-C [52]. For practical development and testing, there
is no alternative to a Mac running Xcode and iOS SDK. Current releases of Android
and iOS support HTML5 based on the WebKit [53] layout engine.
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Fig. 2. Use case diagram for our prototype

4 Development of the App

In the following sections, we describe the development of the prototype by sketching
the requirements, explaining the specification, and highlighting some implementation
details.

4.1 Requirements Analysis

The basic idea for the project originates from an energy provider’s request to best prac-
tice consulting AG (bpc). However, requirements for our prototype were developed in-
dependently. The targeted case is the fictive energy providing company EnergyXY that
has a substantial smart meter installation base and already runs a customer self-service
smart meter Web portal. This portal is integrated with a comprehensive functional back-
end, such as SAP for Utilities (IS-U) [54].

The primary objective of the app is to enable customers to access their utility
consumption and thereby provide cost and usage benefits, insights on consumption,
environmental protection, and energy efficiency. Further goals concern cross-platform
support, usability, and technology evaluation. Platforms that have to be supported are
Android and iOS. However, easy extension to other mobile platforms such as Black-
berry or Windows Phone should be possible.

In terms of usability, the app has to address specific mobile challenges such as users’
attention span, smaller displays of various sizes and resolutions, and distinctive user
interfaces (e.g. touchscreens) [55]. One important requirement is to sensibly support de-
vice orientation changes. Furthermore, the app should comply with standard UI guide-
lines for the target platforms such as the “iOS Human Interface Guidelines” [56] and
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“Android Design” [57]. Fulfilling these requirements covers a majority of mobile us-
ability issues. However, these guidelines focus native apps for the specific platform and
partly contradict each other, e.g. considering the usage of top and bottom bars.

The identified use cases for the app are summarized in Figure 2. The app should
enable access to consumption data and news provided by EnergyXY. It should also
provide a demo mode with random (but plausible) data. According to the use cases, a
data model and a first GUI sketch were created. The latter is shown in Figure 3.

4.2 Design

The high-level sketch of the application architecture is shown in Figure 4. There is no
direct connection between the smartphone and the smart meter assumed. Please note
that there actually may be multiple (intermediary) information systems on the right
hand side. The internal architecture of the app follows the hybrid approach, falling in
between a native app and a Webapp. Native apps offer amenities in terms of device
feature access, performance, marketing, and sales advantages through app stores. We-
bapps are beneficial in terms of portability, development costs, asset specificity, and
development cycle and update cycle time [58,15].

Two trends decrease the differences between the two alternatives and make it pos-
sible to combine advantages of both. Firstly, new Web technologies such as HTML5
provide features that enable offline applications, increase performance, enable device
access, and provide user interfaces (UI) that come close to those of native apps. Sec-
ondly, it is possible to embed a Web application into a native application, thus forming
a hybrid application. These are also known as embedded apps, which internally use the
browser to render Web content but provide access to device features [15]. We chose
a hybrid approach as it combines the advantages and balances the features of both al-
ternatives. Such apps can be distributed via online market stores and are portable in
nature.

The development of hybrid applications can be dramatically simplified with the use
of frameworks such as PhoneGap [7], Rhodes [59], or Appcelerator Titanium [16]. All
of these are free and support at least Android and iOS. They require knowledge of
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HTML, JavaScript, and CSS (as well as Ruby in case of Rhodes); knowledge of native
device programming is not necessary. PhoneGap was chosen due to having greater plat-
form support (including iOS, Android, Blackberry, WebOS, Windows Phone, Symbian,
and Bada) [60], an active development community, a comprehensive API of exposed
native features, and good documentation (cf. [58,7]). PhoneGap is gaining attention
with dedicated books that appeared in late 2011 and early 2012 [61,62,63]. It has re-
cently been contributed as an Apache project under the name Apache Cordova [64].
PhoneGap was originally created by Nitobi Software, which recently has been acquired
by Adobe [65].

The design of the UI was mainly influenced by choosing a framework that supports
interfaces for mobile Webapps and hybrid apps. We compared jQuery Mobile [8] and
Sencha Touch [66]. jQuery Mobile is a jQuery plug-in and focuses Web UI program-
ming through semantic markup (HTML) for a wide range of platforms (iOS, Android,
Windows Phone, WebOS, Blackberry, Meego, and Symbian [67]). In contrast, UI def-
inition in Sencha Touch is soley done in JavaScript, without a single manually written
HTML element within the document body. Platform support is limited to iOS, Android
and Blackberry. We chose jQuery Mobile because it is lightweight, allows basic Web
frontend programming, and supports more platforms. It offers several UI components
that are optimized for touch interaction on a multitude of screens and devices. Exam-
ples include toolbars at the top or bottom of a page, various buttons and other form
elements, and list views. Moreover, it provides a comprehensive page, dialog, and nav-
igation model as well as various animations.

In Figure 5, screen sketches of the application are depicted. They include the main
menu and the dashboard with a yearly and a monthly chart. In the two dashboard views,
different options for the selection of the time interval were compared. The second
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Fig. 5. Screen sketches
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solution with the navigation bar at the bottom was favored because of its visual con-
sistency with the main menu. Possible navigation paths are visualized in a click graph
(Figure 6).

For the generation of charts, we compared three different JavaScript charting
libraries: jqPlot [68], Highcharts [69], and gRaphaël [70]. Highcharts was chosen be-
cause is provides highly interactive charts including animation during chart construc-
tion, click event handling, zooming, and mouseover events (e.g. for tooltips). It offers
various chart types, a comprehensive API, good documentation and easily integrates
with jQuery [69].

To improve accessibility, the app uses progressive enhancement, which is also em-
ployed in jQuery Mobile [71]. This approach starts with a basic version with simple
markup that provides a functional experience that is compatible with most browsers,
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platforms, and devices. Then, layers that enhance the functional experience are progres-
sively added. The advantages of progressive enhancement are universal access, cleaner
and more modular code, a single code base, and compatibility [71].

In order to realize loosely coupled, interoperable, and reusable communication be-
tween the smart meter app and the backend, Web services are generally suitable. How-
ever, rather than SOAP-based services, our app uses REST HTTP services [72,50,49]
that limit the available operations to the HTTP protocol. They offer advantages in terms
of performance and simplicity. JSON as the data format offers similar advantages over
XML. It considerably eases parsing to JavaScript objects and has minimal overhead.
Both decisions are well suited to the small scale of the developed app. JSON Schema
[73] was used to define the interface. Instead of using an annotation-based approach
found in JAX-RS implementations (Java API for RESTful Web Services [74]) and
Spring MVC 3 [75], a simple Java backend application using hand-written servlets is
sufficient. It provides services for login as well as retrieval of smart meter data and
news.

Smart meter data is stored on the device. Out of the five possibilities introduced in
Section 3, Web SQL is discontinued [76] and Indexed Database API is not yet supported
on iOS and Android. We selected Web storage in the form of local storage, which is a
simple key value store in the browser with a typical maximum size of 5 MB (increasable
upon request) [21]. It is suitable for JSON formatted data conforming to the defined
JSON schema.

4.3 Implementation

For the first prototype Android and iOS were selected as target platforms. Regarding
the environment a Mac with Xcode and iOS SDK was used for iOS; for Android, the
Android SDK was utilized along with the Android Developer Tools and Eclipse. In
Listing 2, loading of the front page of the app is defined. In non-PhoneGap Android
applications, the activity would simply inherit from the Activity class. In case of
a PhoneGap app, it inherits from the PhoneGap provided class DroidGap. Invoking
onCreate() loads the entry page of the Webapp. This is the only native Java Code
that needs to be changed for running a PhoneGap application on Android. The remain-
der of the logic of PhoneGap—in particular the interfaces and implementations for
providing device features—is bundled with the Java archive phonegap.jar and the
JavaScript source phonegap.0.9.5.js. Furthermore, some changes will need to be
applied to AndroidManifest.xml, concerning metadata and permissions. For the
iOS application, the only change necessary was the definition of the supported interface
orientations.

p u b l i c c l a s s S m a r t M e t e r A c t i v i t y extends DroidGap {
/ / C a l l e d when t h e a c t i v i t y i s f i r s t c r e a t e d .
@Override
p u b l i c vo id o n C r e a t e ( Bundle s a v e d I n s t a n c e S t a t e ){

super . o n C r e a t e ( s a v e d I n s t a n c e S t a t e ) ;
super . l o a d U r l ( ” f i l e : / / / / www/ i n d e x . h tml ” ) ;

}
}

Listing 2. Loading of the front page of the Android app [77]
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The Webapp is independent of the platform; the same code was used for Android
and iOS. It uses a single HTML file with multiple internal pages that are part of jQuery
Mobile’s page model. jQuery Mobile handles dynamic show and hide of multiple pages
via JavaScript and CSS. Pages requested via Ajax are instantly available. The markup
for an internal page are nested <div> elements with data-role attributes page,
header, content and footer.

The implemented internal pages correspond to the GUI Model and are connected as
shown in Figure 6. jQuery Mobile uses various other custom data attributes for defining
the user interface, such as dialogs, links, transitions, list views, and navigation bars.
The JavaScript code has to wait for PhoneGap to complete loading before making API
calls to it. The respective event is called deviceready. Afterwards, native features
can be accessed via the PhoneGap API [78]. An example of using vibration is given
in Listing 3. The click event on the button with the identifier btnVibrate is caught
and the PhoneGap function navigator.notification.vibrate is called. The
parameter defines the vibration length in milliseconds.

$ ( ’ # b t n V i b r a t e ’ ) . c l i c k ( f u n c t i o n ( ) {
n a v i g a t o r . n o t i f i c a t i o n . v i b r a t e ( 1 0 0 0 ) ;

}) ;

Listing 3. Example for using vibration

jQuery Mobile detects device orientation changes and redraws the page using the
orientationchange event. The earlier definitions of supported screen sizes for
Android and iOS merely enabled the possibility of orientation changes but not the cor-
rect adaption of the content.

In order to load and display smart meter data, a SmartMeterDataService gen-
erates a statistical distribution of smart meter readings, aggregates them to the requested
time scale, converts to the requested type and unit (e.g. consumption in kWh or CO2

pollution in kg) and finally returns a JSON String to the responsible servlet. The mobile
application requests this data through the jQuery Ajax function $.ajax(...), stores
it via window.localStorage.setItem(...), and parses it to a JavaScript ob-
ject via $.parseJSON(...) so that Highcharts is able to process and draw it.

5 Evaluation and Discussion

To reflect our work, we discuss our findings, their implications, and current limitations.

5.1 Considering the App

The home screen of the app is used as the starting point for navigation (see Figure 6).
jQuery Mobile’s dialogs were used for notification in case of errors, for example due
to a missing network connection during login, contract selection, or loading of new
data. All other operations are available offline. The login screen uses an HTML5 email
form field for which iOS provides an adapted conveniently usable on-screen keyboard
with direct availability of the @ and the dot key. On the news screen, current news are
displayed in a scrollable list view.
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Fig. 7. Comparing the Android and iOS interfaces

Figure 7 shows the dashboard of the app in landscape mode on the Android emula-
tor (left) and the iPhone 4 simulator (right). Android shows data aggregated to years,
differentiated between daytime (yellow) and nighttime (blue). Clicking columns yields
a detailed time scale. Tooltips appear if a touch and hold gesture is performed on a
column. The legend allows click events to show or hide a time zone using an anima-
tion. The iPhone shows a live view, which updates every two seconds. For a live view
in a productive app, direct connection to the meter would be required; we thus used
simulated data (cf. Figure 4).

The app satisfies the main aim of giving customers feedback on consumption. It runs
cross-platform on Android and iOS. Extension to other platforms is possible due to
the compatibility of PhoneGap and jQuery Mobile. Usability requirements were largely
met. The app adapts to different screen sizes and resolutions regarding e.g. button sizes,
device orientation, and animations. Moreover, it effectively utilizes the touchscreen.

The cross-platform development has highlighted the relevance of continuous testing
against all platforms for several reasons: having a single code base for the embedded
Webapp, the fact that bugs might be present or reproducible on only one platform, the
observation that (framework) patches lead to ambiguous effects, and the low maturity
of jQuery Mobile at the beginning of development (versions Alpha 2 to Alpha 4.1).
Manual testing was performed on the Android emulator (versions 2.1 to 2.3.3 with
various screen resolutions), two physical Android devices (HTC Desire HD running
Android 2.2, HTC Legend running Android 2.1), the iOS simulator 4.2, an iPhone 4
running iOS 4.2.1, and various desktop browsers on Windows XP and Mac OS X 10.6.
In addition to manual testing, Selenium [79] was used for automated frontend testing.
Debugging was done using Android Dalvik Debug Monitor Service (DDMS), Xcode
Instruments, Firebug [80], Chrome and Safari built-in developer tools, and the iPhone
simulator Web debugging console. These tools were very useful to us; however, an
elaborate discussion is outside the scope of this work.

Problems encountered during development concerned stability, performance, and UI
differences. A special problem was the fixed positioning of the lower navigation bar,
which is a prominent feature for native (looking) apps, especially on iOS. The jQuery
Mobile implementation had severe bugs, which were mostly fixed in subsequent ver-
sions. The navigation bar was either shown multiple times, displaced, or did not stay
at a fixed position while scrolling. Main performance issues were memory usage and
processing speed of animations. Extensive memory usage of Highcharts could partly
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be countered against by manual freeing operations. It seems that Highcharts’ resource
consumption is designed primarily for PCs. Performance on the Android emulator was
unsatisfactory. This did not vary noticeably with the SDK version or assigned main
memory size of the emulator. The performance test on the HTC Legend was accept-
able; performance on the HTC Desire HD was considerably better. Updates of jQuery
Mobile up to version Alpha 4.1 showed noticeable improvements in all configurations
(not limited to Android).

On a device running iOS, the device orientation change is shown with a smoother
transition than on Android. In fact, the iPhone 4 had a general performance advantage,
even comparing it to the faster Android device. Performance was even better in the iOS
simulator, which does not emulate the iPhone hardware. As expected, best results were
seen on desktop browsers. However, these were not a development target and were only
tested for the sake of comparison.

5.2 Evaluation of the Design

The decision for a hybrid application was made for reasons including (1) device access,
(2) evaluation of new technologies, (3) portability, (4) offline availability, and (5) access
to online market stores. During the design phase of the app it turned out that only
few device features (1) were actually necessary. Both versions use device orientation
change, retrieve device information, and show native notifications. The latter are either
audible (beeps), tactile (vibrations), or visual (popup windows). However, they were
only used for testing and demonstration. An example is the visual native notification of
device information loaded by a call to the PhoneGap API (Figure 8).

Use of new technologies (2) and portability (3) are achievable without PhoneGap,
solely by means of HTML5 and jQuery Mobile. Offline availability (4) would also be
possible with HTML5 although slightly more complex. The majority of the features of
PhoneGap were not used because they were not required by the app. This means that a
mobile Webapp using the HTML5 offline cache may have also sufficed.

An important remaining question is to weigh the advantages of the marketing and
distribution opportunities of the app stores (5) against the disadvantages of additional
development complexity and the time and costs of registration as well as review pro-
cesses. For a non-free application, the decision is simple: a hybrid app would be prefer-
able because setting up a payment system that is accepted by a considerable number
of customers is difficult. At the moment, smart meter applications are usually offered
for free (cf. Section 2). They are financed through earnings from the smart metering
product. Therefore, currently a Webapp is sufficient. However, an extension of scope to
advanced topics such as smart homes, smart grids, e-mobility, or even augmented reality
could profit from using additional device features such as cameras or other additional
sensors.

One aim of HTML5 and Webapps is to make device features available and reduce the
need for native apps. Consequently, frameworks such as PhoneGap are transitional tech-
nologies but likely to ultimately become obsolete. To a high extent, HTML5 is already
usable. Many functions are stable. Local storage, custom data attributes, new form ele-
ments, and canvas (through Highcharts) were used in the implementation. However, due
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Fig. 8. Android and iOS native popup windows

to incomplete universal support for many features, it is not seen as a general solution,
yet [81].

Native apps will always perform better in comparison to Webapps. However, it is
unclear whether these differences will continue to be relevant for the majority of apps.
For performance intensive applications such as 3D games, there will likely continue to
be certain performance considerations. Most others will be realizable using Webapps.
POGUE [82] argues that mobile Webapps are only a bridge technology, i.e. to bridge the
gap after the release of the iPhone until the opening of Apple’s app store. He predicted
that they would vanish again [82]. We do not share this estimation. Strong evidence for
the success of standards can be seen in the success of Web applications on non-mobile
devices.

5.3 Discussion of Frameworks Decisions

The decisions for PhoneGap and jQuery Mobile proved to be reasonable except for
some stability issues due to limited maturity (especially for the latter). By now, Phone-
Gap 1.8.1 and jQuery Mobile 1.1.0 are available, offering stability and performance
improvements, new features, and expanded platform support.

jQuery was mainly used for event handling and Ajax communication, where it per-
formed well. However, the release of jQuery 1.5 with a rewritten Ajax implementa-
tion broke jQuery Mobile’s Ajax navigation when combined with PhoneGap. This was
rapidly fixed with version 1.5.1. A problem with Highcharts on Android (SVG compat-
ibility) could be solved by falling back to an older release (Highcharts 1), which uses
HTML5 canvas.
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5.4 Limitations

Due to the novelty of our research and the use of many technologies that have not yet
been assessed in a scientific context, our work has limitations. The backend did not
yet use real data. Connecting with SAP backend systems [54] or a third party meter
data system using e.g. Web services is a feasible task, though. More detailed and rig-
orous evaluation of the usability and the efficiency of the application is required. A
comparative implementation with Sencha Touch or new Web application frameworks
(e.g. app-UI [83] and kendoUI [84]), or in pure HTML5 without any framework usage
would be insightful. Nevertheless, neither of the limitations detracts the significance of
our findings and the recommendations made.

6 Conclusions and Future Work

We presented work on an app that was developed for multiple platforms. While many
new technologies have emerged and several ways of developing hybrid apps have been
proposed, there is no universal solution, yet. Consequently, we did not identify a large
body of work that was directly related to our scenario, a smart meter app. Development
of our prototype using PhoneGap, jQuery Mobile, and HTML5 has been described in
detail. We presented notable insights about this way of building hybrid apps. In con-
clusion, our choice of technology is viable and advisable for similar projects. However,
we expect rapid progress and predict that many of the current approaches will be suc-
ceeded by standardized technology. At the same time, new frameworks might enable
hybrid apps in currently unsupported fields.

The novelty of the used technologies underlines a need for future work. We need to
keep track of the development and keep pace with emerging mobile Web technologies.
Future questions do not only concern the technical dimension. Usability and value for
users also need to be assessed. It needs to be investigated how apps will be used in the
future, and how the business plans for app development could look like. Nevertheless,
there still will be a variety of technical problems to be solved. It is without question that
the future development in this field will be exciting even though (or probably because)
it is hard to be predicted.

Future work could comprise extension to more platforms, inclusion of additional
features, and more detailed evaluations. Eventually, testing should be executed by ac-
tual users. Despite being only an example in this work, research on smart metering is
a very interesting area, and yet demanding. Our work will include the evaluation of
other frameworks and approaches for hybrid development (also cf. [19]). We intend to
become able to provide project-specific advice on technology and framework selection.
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Abstract. Many approaches for requirements elicitation have been proposed to
help the design of virtual collaborative systems. The design of virtual collabora-
tive systems with CIB activities presents a challenge due to the needs of users
to process, interpret, and share information collaboratively. However, most of
the design approaches fail in capturing the users’ needs, because they are not
designed to capture precisely the main users’ activities during the interplay be-
tween ’collaboration’ and ’information’. This paper describes a requirement elic-
itation method that captures the interactions of potential users in collaborative
environments considering CIB activities. The method is based on the simulation
of activities it was employed in the design of a virtual collaborative system - a
collaborative puzzle - in order to illustrate its usage.

Keywords: CIB, Collaborative system, Requirements elicitation, Simulation, Vir-
tual Teams.

1 Introduction

Collaboration is an essential aspect of many types of daily activities [1]. One activity
that is central to people’s personal and professional lives is information seeking [1].
An important factor of Collaborative Information Seeking (CIS) practice is to make
sense of the information found, i.e., Collaborative Sensemaking (CS) [2],[3]. CS is the
process whereby individuals process information, integrate and interpret it and through
social interaction they share their understandings [2]. The objective of process CS is to
provide a shared understanding about information, goals, priorities and problems that
individuals face in collaborative settings to make decisions and act effectively. Without
some shared knowledge base or an effective interaction between team members, severe
gaps are likely to occur in the understanding of reality [4].

The research area of Collaborative Information Behavior (CIB) has received in-
creased interest in recent years [1]. The CIB area concerns about the behavior exhibited
when people work together with information to gain a better understanding of various
activities such as CIS, CS and others that happen at the interplay between ’collabora-
tion’ and ’information’ [1].

It is hard to define requirements for an ideal collaborative environment, because they
depend on the organization, context, problem, participants and other factors [5]. There
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are some agreements on the characterization of a collaborative environment. Dargan in
[6] proposes seven capabilities that a collaborative environment should have. In turn,
Baasch in [5] adds two more capabilities to the Dargan’s list. Among the capabilities
there are some that are directly related to the interplay of ’information’ and ’collabo-
ration’, such as: rapidly find the right people with the right expertise; build, find, and
exchange information across organizational boundaries; deliver the right information to
the right people as soon as it is available, and keep a record of all collaborations for
further reference.

A collaborative system is one where multiple users or agents are engaged in a shared
activity, usually from remote locations. Comparing with other distributed systems, col-
laborative systems are distinguished by the fact that the agents are working together
towards a common goal and have a critical need to interact closely with each other [7].
To achieve this distinction, collaborative systems should have effective mechanisms for
communication, coordination, cooperation and awareness. According to [8], Communi-
cation consists of the exchange of information in negotiations among people; Coordina-
tion is related to the management of people, their activities and resources; and Cooper-
ation is the production that takes place in the shared workspace. The participants obtain
feedback from their actions and feed through from the actions of their companions by
means of awareness information related to the interaction among participants.

Räsänen and Nyce [9] argue that many systems have failed because developers have
neglected the social context where technology is used. Social context is formed by ac-
tors and relationships among them. The correct identification of actors and relationships
among them may help developers to better understand how software technology should
be inserted in such context [10]. The success of an information system depends on the
quality of the definition of requirements [10]. The quality of the requirements is greatly
influenced by techniques employed during requirements elicitation [11]. Requirements
elicitation techniques are methods used by analysts to determine the needs of customers
and users, so that systems can be built with a high probability of satisfying those needs
[12]. However, consensus exists that one elicitation technique cannot work for all situa-
tions [13],[14],[15],[12]. There are lots of requirements elicitation techniques described
in literature [16],[13],[14],[15],[17].

In our survey of the elicitation of requirements, we have not found techniques that
take into account the needs of users in collaborative environments considering CIB
activities. The understanding of user needs in such contexts is essential to provide
mechanisms for effective collaboration. We believe that a technique that focuses on
the understanding of the actors during their activities in a collaborative environment in
order to fully take advantage of the synergy among stakeholders to achieve common
goals is required.

This paper presents a method for requirements elicitation in collaborative environ-
ments that is focused on the observation of actors interacting to perform activities that
occur in the interplay between collaboration and information. The method allows stake-
holders in the design of collaborative systems to achieve a more effective requirements
elicitation by capturing the needs of users whose collaborative activities are investi-
gated. The method is based on the simulation of the targeted collaborative system. In
the simulation, restrictions and permissions are defined to the participating users in
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order to provide a close environment of the target system whereby the interactions
among them can be monitored.

The remainder of the paper is structured as follows. Section 2 presents definitions,
concepts about CIB, the difficulty of requirements elicitation, and the related work.
Section 3 describes the proposed method for requirements elicitation. The application of
proposed method is showed in section 4, more specifically, we present the experimental
environment wherein the experiments were carried out, results of experimentations, and
analysis of results. In section 5 we analyze the proposed method. Section 6 concludes
the paper and discusses future work.

2 Background

In recent years, researchers from a diverse range of disciplines conducted various
studies [18],[19],[4],[1] within organizational and non-organizational settings and have
provided many key insights about activities that happen at the interplay between ’col-
laboration’ and ’information’ [20]. To integrate the various terminologies associated
with Collaborative Information Behavior (CIB) in the studies, Karunakaran et al. in
[20] define a working definition of CIB as "totality of behavior exhibited when peo-
ple work together to identify an information need, retrieve, seek and share information,
evaluate, synthesize and make sense of the found information, and then utilize the found
information".

Among the activities that comprise the behaviors investigated in CIB, those under-
lined above, the activity sensemaking is a critical element of collaborative work [4],[1].
Sensemaking is the process through which individuals view and interpret the world and
then act accordingly [4]. Sensemaking determines the way in which people respond to
certain events and construe their perceptions regarding goals, priorities and problems
they face [4]. Convergent evidence shows that Collaborative Sensemaking (CS) cross-
cuts the other activities within CIB [1]. CS occurs when multiple actors with possibly
different perspectives about the world engage in the process of making sense of ’messy’
information [21],[22] to come at shared understandings [4] and then to act accordingly
for coming more near their common goal. CS is an important aspect of Collaborative
Information Seeking (CIS) [1]. CIS is defined as "the study of systems and practices that
enable individuals to collaborate during the seeking, searching, and retrieval of infor-
mation" [19]. CIS occurs when "a group or team of people undertakes to identify and
resolve a shared information need." [18]. Resolving a shared information need often
consists of finding, retrieving, sharing, understanding, and using information together
[23]. Reddy and colleagues in two investigations in healthcare providers environments
identify some reasons that lead to the occurrence of CS, such as [24],[1]: ambiguity
of available information, role-based distribution of information, lack of domain exper-
tise, complexity of information need, and lack of immediately accessible information.
CS involves tasks whereby individuals: share information and sense, prioritize relevant
information, contextualize awareness information with respect to activities, and create
and manipulate shared representations [23].

The construction of software system requires a software development process
that includes the following phases: requirements elicitation, design, implementation,
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verification and maintenance. We believe that one of main difficulties in the process is
to correctly elicit the requirements due to the needs of individuals in CS.

As Sommerville and Ransom in [25], the goal of the requirements elicitation is to
understand the real needs of the users which must be supported by the software to
be developed. During the requirement elicitation phase, the stakeholders exchange in-
formation about the context and the activities that will be supported by the software
under development [26]. Laporti and colleagues also comment that this phase is sel-
dom problem free. Viewpoint, mental model and expectation differences among users
and analysts make this task hard and conflicting. Sommerville in [27] points out that
problems in this phase are responsible for 55% of computer systems’ troubles and that
82% of the effort devoted to correcting mistakes is related to this phase. Some tech-
niques that consider social context are proposed to elicit requirements of collaborative
systems as shown in [12],[28],[29],[30]. Machado et al. in [30] propose a method to
support requirements elicitation in organizations which combines traditional cognitive
and ethnographic methods and focuses on the capture of the actual activities being exe-
cuted in the context of the workplace. Their approach assumes that there is a difference
between information obtained from stakeholders during interviews, and the rich, dy-
namic and complex reality of workplaces. However, their method does not take into ac-
count the collaborative interactions from the information needs and other activities that
support the needs. These activities are main triggers of work in collaborative settings
[18],[24],[1]. Moreover, they established some premises for using the method such as:
field studies at organizations should clearly demand by improvements in existing sys-
tems, and ethical or methodological concerns are already addressed - i.e., after initial
contacts and objectives clarification with users, they allow and consent the observations
about their working activities. In additional, ethnography research is very time intensive
and it has high costs [31].

Simulation is a technique, not a technology, to replace or amplify real experiences
with guided experiences that evoke or replicate substantial aspects of the real world
in a fully interactive manner [32]. A critical point that has often been missed is that
the process of using simulators and simulations is a "social practice" [33]. A social
practice can be defined as a contextual event in space and time, conducted for one or
more purposes, in which people interact in a goal-oriented fashion with each other,
with technical artifacts (the simulator), and with the environment (including relevant
devices). To regard simulation as a social practice puts an appropriate emphasis on
the reasons why people take part in it and how they choose to interpret the various
simulation endeavors [34].

The simulation is chosen due the following advantages: conditions can be varied and
outcomes investigated; critical situations can be investigated without risk; it is cost ef-
fective; simulations can be speeded up so behavior can be studied easily over a long
period of time, and they can be slowed down to study behavior more closely. The sim-
ulation of the collaborative setting can be used to address types of knowledge, skills,
attitudes, or behaviors that people have in specific imposed stimulus, rules or objectives.
We believe that these impositions help to show potential problems and deficiencies that
users may face in their collaborative environments. Thus, developers can act to solve or
mitigate them through computer systems more effective in the environment. In addition,
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the collaborative environment can be more effective with the participation of users in the
simulations because they can recognize difficulties to collaboration in poorly designed
organizational processes.

Our proposed approach for requirements elicitation in collaborative settings is fo-
cused on the observation of actors interacting to perform activities that occur in the
interplay between collaboration and information. The environment wherein the actors
interact is simulated. We believe that this approach we provide a more effective elicita-
tion of requirements.

3 Proposed Method

The proposed method consists of a simulation of the activities that make up CIB. We
consider the following CIB activities: identify an information need; search, retrieve and
share information; evaluate, synthesize and make sense of information found, and use
the information found. The identification of information needs is the main factor that
drives collaborative activities. In order to design the collaborative environment properly,
the proposed method seeks to simulate the virtual setting emphasizing CIB activities.
The simulation is made in a co-located environment with restrictions of collaborative
systems artificially enforced. The idea is to monitor the users’ interactions in a sim-
ulated collaborative environment, so that is possible to identify collaborative require-
ments and build systems. The simulation method consists of following phases whose
the principal activities are outlined in Fig. 1:

– Definition of the System, its Environment, and Restrictions and Permissions of
Communication, Coordination, Cooperation, and Awareness (3C+A). The ac-
tivities are defined based on their importance for achieving the common objectives
pursued in a collaborative environment. Potential users, their roles and business
rules are originated from the definition of key collaborative activities (CIB and
business activities) and the objectives to be achieved. The collaborative activities to
be investigated in the simulation are mainly those which have intrinsically features
of the interplay between collaboration and information. The restrictions and per-
missions of 3C+A are those that the potential users face when interacting with the
actual system. The output of this simulation activity is a document describing the
aforementioned items, mainly the restrictions and permissions, of the system and
its environment.

– Planning the Simulation. Define the procedures, techniques and tools that capture
and analyze user interactions during collaboration. Data are collected in order to
identify both the breaks of restrictions and needs of 3C+A in the interactions. De-
fine roles and responsibilities of researchers’ team, e.g. monitors (observers) and
their role for monitoring the simulation. The output is a list of procedures, tech-
niques and tools to capture and analyze the data related to the users’ interactions.
The planning output also includes the definition of procedures to monitor and con-
trol the simulations.

– Execution, Monitoring, and Control. Execute, monitor and control the simula-
tion, in accordance with the plan. In this activity, the potential users take part in
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Definition of the System 
and restrictions and 

permissions of 3C+A.

Planning the Simulation

Execution, Monitoring, and 

Control

Analysis and Identification 

Requirements

Establish characteristics of collaborative setting (system level and environment placed in) to 
be simulated: main collaborative activities, potential users, roles of users, business rules, 
types of situation (working periods).

Define restrictions and permissions of 3C+A that potential users probably will face when 
interacting with the actual system.

Define procedures, techniques and tools for collecting and analyzing data.

Define roles and responsibilities of researchers team (analysts, moderator, and/or observers).

Define procedures to monitor and control simulation.

Execute, monitor and control the simulation.

Make annotations and comments during simulation.

Analyze data collected.

Confirme and validate the restrictions and/or permissions of 3C+A.

Identify new restrictions and/or permissions of 3C+A.

Identify requirements of collaborative system. 

Fig. 1. Activities in the phases of the proposed method

the simulated activities whereby their interactions with the system and with other
users are monitored. The outputs are information and data collected and a set of
annotations describing changes accomplished during simulations.

– Analysis and Identification of Requirements. Analyzes the data collected pre-
viously according to the chosen procedures and techniques used and/or defined.
The purpose of the analysis is both to validate the proposed restrictions and/or per-
missions of 3C+A and identify new needs (requisites) also related to restrictions
and permissions of 3C+A. The identification of the requisites is a result of the re-
strictions an/or permissions that were suitably proposed and proposals of new ones
according to the confirmation and validation of data collected during simulations.

4 Experiments, Results and Analysis

In order to illustrate the usage and evaluate the proposed method, we conducted ex-
periments in a simulated collaborative workplace. The aim of the method is to find
the appropriate requirements of communication, coordination, cooperation and aware-
ness (3C+A) for the system or subsystem to be developed for the targeted collaborative
environment. The (actual) collaborative environment is a Web environment whereby
participants can work together to solve a puzzle challenge. In a basic puzzle, one is
intended to put together pieces in a logical way in order to come up with the desired
solution. Puzzles are often contrived as a form of entertainment, but they can also stem
from serious mathematical or logistical problems. The type of puzzle that inspired us to
create a collaborative environment for study is Tiling Puzzles. Tiling puzzles are two-
dimensional packing problems in which a number of flat shapes have to be assembled
into a larger given shape without overlaps (and often without gaps) [35]. Unlike tiling
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puzzles, the collaborative puzzle defined is not guided by the construction of a known
image, but by a single contiguous area containing blocks of the same color. In our col-
laborative puzzle, a piece is an arrangement of rectangle blocks of defined shapes and
the goal is to set the pieces in an arragement that should have the highest possible de-
gree of cohesion. The cohesion is characterized by absence of gaps and pieces of the
same color. The change of colors in a contiguous area is a measure of the teamt’s per-
formance. Below we apply the method proposed to collaborative environment target.

4.1 Definition of the System, Its Environment, and Restrictions and Permissions
of 3C+A

As a result of the first phase we have the following scope for the simulation. The collab-
orative challenge must be resolved by four participants co-located. The common goal
of participants in the challenge is to place the pieces on the table so that they form one
cohesive contiguous area (puzzle) with a minimum of empty areas (gaps) inside. The
pieces have different shapes and each piece is made up of different amount of blocks of
the same color. Above fourteen contiguous blocks of the same color that form a contigu-
ous area is enough to score. Therefore, the eleven yellow contiguous blocks showed in
Fig. 2 is not considered a contiguous area that scores. The team earns points according
to the cohesive contiguous area formed. For achieving the maximum degree of cohe-
sion, it is necessary that the area formed by the pieces covers the available space with
all blocks of the same color without any gap.

blue contiguous area (61 blue blocks with 13 pieces)

green contiguous area (34 green blocks with 8 pieces)

11 yellow contiguous blocks (3 pieces)

piece not interlinked

2 empty blocks

Fig. 2. Sample of single contiguous area formed with three minor contiguous areas

Private pieces are a tentative to represent the individual tacit information whereas
public pieces try to represent information that is shared by the group of people. The
placeholder is a simulated space that its owner has access (knowledge). The owner
is restricted in its ability to show his pieces by time and amount. We discuss some
restrictions/rules about actions and behaviors of participants in the challenge based on
the descriptions of the main collaborative characteristics, see Table 1, and discussions
about collaborative activities, both considered of the simulated collaborative setting.
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Table 1. Characteristics of the simulated collaborative setting

Code Characteristics

C1 Each participant has a number of private pieces initially and they can be presented to
other participants when placed on the table.

C2 The amount of private pieces is not necessarily the same for all participants.
C3 Each participant has a placeholder (box) wherein his/her private pieces are.
C4 On a public area (table) some pieces are present from the beginning of the challenge and

they are called public pieces, and any participant can access them.
C5 Private pieces presented on the table become public regardless of whether they are placed

in the puzzle or not.
C6 All pieces, private or public, are made of colorful blocks.
C7 The pieces have different shapes and sizes and each piece is unicolor.

The activities identified in the collaborative environment are described in Table 2.
The activities A1 - A5 were identified by the characteristics of collaborative environ-
ment of the challenge and by the common goal that has to be achieved. The activities
A6 - A10 come from the probable interactions of participants in the challenge as ac-
tions or operations that support the activities A1 - A5. As described, we consider the
private pieces like information and knowledge to each participant in the challenge. The
pieces already presented on the table are information known to (shared by) the group
of participants. Each one can simply present his/her information on the table (activity
A1), without giving meaning to them. On the other hand, a participant may connect
his/her information with others (activity A2) or just connect the information that is al-
ready on the table (activity A3), thus giving the information a particular meaning in
the context. The various possibilities for links of information are due to different in-
terpretations of them. The interpretations may be the products of both activities, make
sense (activity A10) and evaluate information (activity A7), both executed collectively.
The interpretations may also occur during the activity disconnect pieces (activity A4).
Sharing information (activity A8) on the table by each participant is encouraged due to
information needs that arise as the resolution of the challenge goes on. Identifying these
needs (activity A9) depends on the interpretation and evaluation of information avail-
able to all participants, for example, the information from the computation of group
performance (activity A5).

Possible actions/behaviors of the participants on some activities identified and char-
acteristics have been defined. Group members must meet the following rules (R):

– (R1) Only one group member at a time has access to the puzzle to carry out his/her
activities.

– (R2) The next member to access the table to play is chosen by the group members
themselves.

– (R3) Each member to perform activities A1 - A4 must justify the reason for his/her
act.
Each group member, during his/her participation, can act as follows:

• (R4) Execute the activity A1 or A2 at most once.
• (R5) If the results of activities A2 - A5 performed by a member, are not con-

sidered by the group, it is the responsibility of the member to undo the work.
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Table 2. Activities of the simulated collaborative setting

Code DescriptionofActivities

A1 Present one private piece on the table.
A2 Present one private piece and place together it with other pieces on the table.
A3 Arrange public piece(s) that are on the table.
A4 Disconnect piece(s) of puzzle.
A5 Compute the performance of the group according to the pieces placed together.
A6 Come to the consensus.
A7 Evaluate information collectively.
A8 Share Information.
A9 Identify information need.
A10 Make sense collaboratively.

• (R6) The pieces that are placed on the table must remain on it regardless they
are interlinked or not to the other pieces in the puzzle.

• (R7) The solution presented by the group members as the final solution is just
one single strongly connected area, i.e., there exists a path from each block to
every other block.

Group members have the following permissions (P):

– (P1) Perform activities A3 and A4 as many times as necessary in each participation
and the member can be assisted by other group members during these activities.

– (P2) The group can measure their performance, activity A5, during the challenge at
any time.

Participants are not limited to actions/behaviors defined. In other words, they may take
other actions/behaviors, but without violating the aforementioned restrictions.

4.2 Planning the Simulation

We decide to divide the planning into three stages: pre-experiment, experiment and
post-experiment. In the pre-experiment stage, four participants are informed of the de-
tails of the challenge, such as the characteristics, rules and how the group is evaluated.
The form of evaluation of the group, in particular, is thoroughly explained with the help
of illustrations of possible solutions. Doubts of participants should be answered before
proceeding to the next stage. Only after the participants understand the challenge, the
challenge can be initiated.

During the challenge the participants can ask questions to the monitors of the simu-
lations. However, the participants are aware that the time spent with questions is con-
sidered as play time. The end of the challenge occurs when the group presents its final
solution or when the challenge reaches its limit of 30 minutes. The second stage begins
at the signal of the monitor. The monitor, turn on the video camera to record the be-
haviors and actions of group members. In other words, the stage comprises the running
of simulation to collect data from users’ interactions of interest. Before going to the
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last stage, the solution presented by the group is evaluated by the monitors and the re-
sult announced to the group. After all members know their performance in group, each
member receives a questionnaire to answer it. It is the final stage.

We analyze the data of questionnaires using the method content analysis [36]. Our
objective is to capture the perceptions of each member about the rules imposed and
collaborative activities that they perform. With their answers, we can know what rules,
permissions and collaborative activities (i.e., CIB and business activities) are most prob-
lematic, difficult, awkward, and challenging. With this information, we can look for
reasons for these problems. This can be achieved through the analysis of the recorded
videos of the challenges made. The use of videos is suitable to analyze the interactions
of the actors when they perform their activities. According to Ruhleder and Jordan [37],
there are several advantages of using video for interaction analysis, and the main reason
is that video is permanent information that can be recurrently analysed. It provides the
opportunity to several researchers to perform their own interpretations and a collabora-
tive multidisciplinary analysis can create an unbiased view of the events. Video-based
Interaction Analysis (VbIA) also avoids the say/do problem, i.e., what people say they
do and what they really do may not necessarily be the same. VbIA exposes mechanisms
and antecedents due to the fact that the video provides process data rather than snapshot
data. Since video records the phenomenon of interest in context, it is possible to ask
about antecedents, varieties of solutions produced on different occasions, and questions
of what led up to any particular state. The third source of information is the notes of the
monitors. These notes highlight the perceptions they had of episodes that attracted their
attention during the simulations.

Twelve persons are invited to participate in the challenge. They are chosen among
the students enrolled in the undergraduate course of engineering at the Technological
Institute of Aeronautics (ITA). Students are both informed about the objectives of the
experiment and asked to participate. The twelve students faced the same challenge but
in three groups of four. The three groups are established according to the students’
choice. Two monitors monitor and control the three simulations to be performed. The
degree of their participation is restricted to answer questions of participants (as shown
in Fig. 3a), take notes of the simulation (as illustrated in Fig. 3b), check the capture of
images by the camera and apply the questionnaire to participants.

Four sets of private pieces were chosen and offered to members of each group. The
pieces in these sets were chosen randomly by the monitors, meeting the characteristics
C1 and C2. For each group, the pieces are placed in four boxes of different colors.
Before starting each experiment, the boxes are chosen by members. Thus, each member
does not know its contents in advance and also uses the boxes during the challenge as a
placeholder. Each member is unaware of the contents of the boxes of the other members
during the challenge, respecting the characteristics C3 and C5. Before each experiment,
nine public pieces are already available on the table, satisfying C4. These pieces and
the quantity were also chosen randomly. Before starting each challenge, a camera is
adjusted and turned on to capture the actions and behaviors of the group members. The
camera is placed on the table inside the room where the simulations takes place, as can
be seen on the table that is at the bottom of the two pictures in Fig. 3.
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(a) Questions are answered by monitor (b) Monitor, the right in the photo, observes the group and 
take notes of events that call her attention

Fig. 3. Group members collaborating in a puzzle observed by monitors

(a) Contiguous area of group G1 (b) Contiguous area of group G2 (c) Contiguous area of group G3

Fig. 4. Final results presented by three groups: G1, G2 and G3

4.3 Executing Simulation

The simulation of three collaborative challenges generated the following data: video
recordings of the simulations, notes of the interactions that called attention, the per-
formance of groups that was calculated according to the final solution presented to the
monitors, and the solutions that were photographed, the latter shown in Fig. 4.

All groups took the period of 30 minutes to build their solutions. The performances
of the groups were then calculated. The first, second and third group achieved the degree
of cohesion of 83.4%, 65% and 56% respectively. We stress that the same pieces were
used in three simulations, both public and private ones.

4.4 Analysis and Identification Requirements

As the last phase of the method we analyze the collected data to identify requirements
for building the collaborative challenge on the Web. The analysis and identification of
requirements were conducted as planned in the second phase, i.e., following the steps as
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Fig. 5. Steps of the last phase of the method of requirements elicitation

outlined in Fig. 5. First, data collected in questionnaires responded by participants were
copied into electronic form before being analyzed. Stretches of audio-visual recorded
also were copied into electronic form. In the second step, we classify the data collected
from the open questions of the questionnaires in the following units of content: (Q1)
How do you evaluate the rule R1 as to the group’s performance? Justify your evaluation.
(Q2) How do you evaluate the rule R2 as to the group’s performance? Justify your
evaluation. (Q3) How do you evaluate the rule R3 as to the group’s performance?
Justify your evaluation. (Q4) How do you evaluate the rule R4 and permission P1 as to
the group’s performance? Justify your evaluation. (Q5) How do you evaluate the rule
R5 as to the group’s performance? Justify your evaluation. (Q6) How do you evaluate
the rule R6 as to the group’s performance? Justify your evaluation. (Q7) During the
evaluation of pieces connected and disconnected the participants had any problem?
If so, describe them. (Q8) Making sense in a group, i.e., participants with different
perspectives and goals engage in making sense together of how to arrange the pieces
available and interpret them, and understand what information (pieces) are needed
and where. Did you have any problems during this activity? If so, describe them. (Q9)
There were problems to arrive at consensus on actions taken by the participants? If so,
describe them.

After sorting the data collected from questionnaires we analyze the data collected.
This activity is the third step as illustrated in Fig. 5. The analysis consisted of the com-
parisons of the participants’ perceptions with the monitors’ perceptions, i.e., notes and
analysis of the videos. In other words, it is characterized by the cross-analysis per-
formed with different types of data. By cross-analyzing the data collected we realize
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that some problems arose during to the resolution of the collaborative puzzle. The def-
inition of who must access the table was based on consensus by the group members,
rule R2. However, some participants suggested another option to determine who should
access the table. They suggested that it would be better to determine in advance the
turn of access to the table. The rule R4 was also identified as an obstacle by several
participants. The suggestion is to change R4 for the following: the group member who
is accessing the table may display and place various pieces in the puzzle during his/her
access. The rule R5 was also suggested to be changed: any member who is accessing the
table, can undo previously actions if the member asks permission and justifies his/her
changes. The rule R6 that does not allow group members to withdraw non used pieces
from the table (that are not interconnected to the puzzle) brought problems. This restric-
tion overloaded the group with pieces and resulted into difficulties to the group to make
sense and decisions. The overload was reported by the participants and was identified
by monitors. Many participants complained that the pieces were hard to be linked, thus
polluting the public are and making the resolution of the challenge harder.

Based on cross-analysis of data collected, we define the following requisites of com-
munication, coordination, cooperation and awareness to build the collaborative chal-
lenge for the Web:

– Communication. (a) Use synchronous communication through speech and hand-
writing. The characteristics C1 and C3 oblige a restricted communication as the
video, e.g., use a tool as video-conference. Thus, to support coordination, coopera-
tion and awareness among group members they must have a similar tool to chat, but
without the video conferencing feature. (b) Communication must be flexible, i.e.,
unicast and broadcast. This requirement is due to the need for each group mem-
ber having to report and seek information with others in a particular and broadcast
way. For example, when you want to know who has pieces of a similar format and
specific color, or request to a specific member to rearrange pieces.

– Coordination. (a) Allow access to the virtual table of only one group member at a
time. (b) The next group member to access the virtual table is determined by vote
and the decision will be by consensus (to be established through the synchronous
communication as occurred in the simulations). Another option is to define the or-
der of access of all members in advance. The group can change the form of selection
of the next member. The first option is defined because three participants reported
that they lost time with the rule R2 and that it should be possible to determine the
order of their moves earlier. (c) The access to the table will have a maximum time
pre-determined by the group members. The member who is supposed to access the
table can yield the access to the next member. If the maximum time is reached the
member loses his/her access and the table will be available for the next group mem-
ber. The time spent in accessing the table in the simulations by the group members
varied widely. So to avoid that a member locks the access to the table each member
will have a time limit of access.

– Cooperation. (a) Allow that more than one private piece be presented in the table
by a group member at a time. Several participants complained and we also observe
in the videos that the rule R4 was not helpful for the group performance. Because of
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this the group members decided to simply "circumvent" this rule. As they could not
place more than one piece or arrange pieces on the table, the members asked several
consecutive accesses to the table to perform the activities. (b) Pieces that the group
believes that are not useful, should not remain on the table and should be returned
to the members who presented the pieces. Thus, the computation of the degree
of cohesion of the solution becomes simpler. (c) The calculation of the degree of
cohesion of contiguous areas can be made automatically if a member requests.
Although we believe that the calculation is not difficult, in the simulations we found
that two groups have not coordinated their activities. (d) Undo interconnections
and disconnections reverting to the previous play can be executed by any group
member, but it should only be performed by one group member. In practice the
participants will not recognize the rule R5.

– Awareness. (a) Allow group members to chain messages exchanged based on a
specific event and its sequences. This requirement aims to bring understanding to
group members on decisions and their consequences. (b) Each piece on the table
must indicate to whom it belonged. Public pieces do not have this identification.
Thus, a piece at a specific time can be removed from table by member who placed
it. (c) The following information must be visible to all members of the group: who is
accessing the table at a given time and how long he/she is taking. This information
can help coordination and cooperation of the group. (d) Each member must be
notified when the table is available to him.

Moreover, by cross-analysis of data collected (mainly analyzing notes and videos), we
also perceive that the group that has the best performance was the one with better co-
ordination, cooperation and awareness. G1 began to address the challenge by defining
a strategy. The strategy was based mainly on two steps: understanding (in group) what
degree of cohesion of a contiguous area is, and how to obtain the area with the highest
possible degree of cohesion. All members of the group at the beginning of the chal-
lenge sought to make sense of all information presented to them. The result of this
search yielded a unique understanding of the problem leading to better group perfor-
mance. This was not seen in the activities of the other two groups. We note the dif-
ficulties of G2 and G3 to coordinate their activities because the different perceptions
of members of these groups on how to achieve the goal of the collaborative challenge.
The cooperation of members of these groups was not productive due to the lack of a
shared understanding among them. Shared understanding was reached by G1 only after
making sense of the information together. G2 and G3 did not explicitly define a suitable
strategy as G1, but by analyzing the video and other data sources we realize that they
had strategies, but divergent. At the start of their challenge, each member of groups
G2 and G3 seemed to be worried for creating large contiguous sub-areas of a specific
color by themselves. At some point of the challenge, a member wanted to join his area
to build a single contiguous area, satisfying the rule R7. Of course, there were some
conflicts and time wasting. As result of the strategy, G2 handed in a puzzle with 40
pieces and G3 a puzzle with 49 pieces. As previously reported, the degrees of cohe-
sion of their solutions were, respectively 65% and 56%. G1 needed only 24 pieces for
reaching 83.4%.
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5 Analysis of the Proposed Method

The proposed method is based on simulation of collaborative activities that are impor-
tant to achieve the objectives of stakeholders. The method allowed us to find unexpected
behaviors. The simulation study was defined it according to the objective, constraints,
and permissions for the users. The restrictions were validated by performing experi-
ments with potential users of the collaborative environment. The result was the identi-
fication of requirements for communication, coordination, cooperation and awareness
(3C+A) for the development of the collaborative puzzle on Web.

The effort spent in the simulation of the collaborative puzzle can be considered low
when we compare with other existing methods, for instance, ethnographic investiga-
tions. This is due to the fact that the collaborative environment simulated is less com-
plex, i.e., has a small number of actors involved and the resources employed in the
simulation are of low cost. However, we consider the puzzle a collaborative challenge
which allows analyzing the behaviors and interactions in a collaborative environment
based on the concepts of CIB, in particular the concept of collaborative sensemaking.
We believe that the simulation method can be employed for more complex collabora-
tive environments where there are several roles and artifacts. In these environments the
method can be used in the key scenarios of environments that need research due to a
poor knowledge of the interactions of the actors.

In this method, the perspective of monitors and developers are captured through notes
during the simulations, and the perspective of users by means of questionnaires. The two
perspectives aim to identify common findings and discrepancies. The discrepancies can
be further investigated with the help of the video-based analysis.

If the elicitation of requirements for 3C+A is not made in a satisfactory manner, the
collaborative environment simulation can be performed again on specific scenarios that
presented problems.

We are aware that there are various techniques for gathering and analyzing infor-
mation, but the utilization of the questionnaire, notes of observations and video, and
content analysis and video-based interactive analysis showed to be adequate in the
collaborative puzzle simulation. The techniques were chosen because of the follow-
ing characteristics of the collaborative challenge: number of users collaborating is low,
number of activities performed by users is not high, and the common goal is not com-
plex to understand. The choice of collection and analysis techniques of information to
be used must consider the characteristics of the environment to be studied - for example
the context and situation - as pointed out in [12],[28],[38].

Some problems reported by participants such as: the difficulty to physically place
the pieces in the collaborative puzzle and the complexity of computing the performance
of collaborative groups can be readily removed when the challenge occurs in the Web.
The virtual environment to be developed can place the pieces with a drag of mouse and
make the computation of the team’s performance automatically on each piece insertion
or removal.

The method, however, is unable to capture some requirements, for instance, those
related to log and presentation of the history of usage by the participants. The history
might be useful to roll back (undo moves) to past configurations.
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Another restriction is physical limitation of the usage of the co-located simulation.
For the collaborative puzzle, the simulation is not adequate if the number of users is
high. If the number of users is high, coordination requirements should be investigated
deeply and elicited.

Other limitation has to do with the synchronism of the collaboration. Our proposed
method was effectively employed for a synchronous collaborative puzzle. We envision
that the method can be employed to other synchronous collaborative applications; how-
ever, it may not result in the same success if it is applied to asynchronous collaborative
environments.

In summary, our proposed method presents the following advantages: it allows the
identification of requirements of 3C+A in an efficient manner in terms of time and
resources; it is suitable to be used in synchronous collaborative environments, and it
allows capturing perceptions of major actors involved in the development of the collab-
orative system. On the other hand, the method has the following disadvantages: it does
not capture/save the history of the interactions of the users involved in collaborative
activities; and it may not allow investigating satisfactorily collaborative environment
that has many actors, roles and resources involved - i.e. it is physically limited to be
employed.

6 Conclusions

In this research work, we propose a method of requirements elicitation in collabora-
tive environments considering activities CIB, especially the collaborative sensemaking
activity. The method utilizes the simulation of the target environment to capture require-
ments of the following aspects of collaboration: communication, coordination, cooper-
ation and awareness (3C+A). The simulation environment is defined by restrictions and
permissions of the collaborative aspects. The method was illustrated on an environment
of collaborative puzzle. It allowed finding requirements for all collaborative aspects
considered in simulation through verifications and inconsistency identifications of the
restrictions and permissions assigned to the environment under study.

Some difficulties encountered in the co-located simulations of collaborative envi-
ronments can be mitigated simply because these environments come to be supported
by computer systems. For instance, in the collaborative puzzle two difficulties arose:
handle pieces of the puzzle and calculate the group performance during the challenge.
The difficulties can be solved easily in a virtual version of the challenge on the Web,
as described in the previous session. On the other hand, the support of computer sys-
tems can bring new problems that are not necessarily perceived during the simulation
of collaborative environments, for instance the feedback from actors can be inefficient
because the computer system may have restrictions on capturing and presenting interac-
tion information - e.g. gestures, expressions, tone of voice, etc, and the actors may not
have confidence or may not have the knowledge to effectively use the system interfaces,
especially in critical collaborative environments, as in air traffic control [39].

The results of experiments also showed that members of the group G1 presented
crisp characteristics of management of its collaborative activities. The other two groups
did not present management behaviors and activities. However, the group G1 had a
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significantly better performance than the other groups, although they had the same re-
sources and challenge.

As the next steps this research work, we are developing the virtual collaborative
puzzle and soon after its development we will perform experiments on it to evaluate the
gains and the difficulties. If the evaluation of virtual collaborative puzzle also presents
problems of management, we intend to extend the investigation about effectiveness of
virtual teams considering well-built collaborative systems based on CIB activities but
with management processes well structured. In addition, we are planning to expand
the use of the method in other collaborative environments, for example in health care
settings.
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Abstract. This work explores how data-locality in a web datacenter can impact
the performance of the Memcache caching system. Memcache is a distributed
key/value datastore used to cache frequently accessed data such as database re-
quests, HTML page snippets, or any text string. Any client can store, manipulate,
or retrieve data quickly by locating the data in the Memcache system using a
hashing strategy based on the key. To speed Memcache, we explore alternate
storage strategies where data is stored closer to the writer. Two novel Memcache
architectures are proposed, based on multi-cpu caching strategies. A model is de-
veloped to predict Memcache performance given a web application’s usage pro-
file, network variables, and a memcache architecture. Five architecture variants
are analyzed and further evaluated in a miniature web farm using the MediaWiki
open-source web application. Our results verified our model and we observed a
66% reduction in core network traffic and a 23% reduction in Memcache response
time under certain network conditions.

Keywords: Memcache, Latency, Network Utilization, Caching, Web-farm.

1 Introduction

Originally developed at Danga Interactive for LiveJournal, the Memcache system is
designed to reduce database load and speed page construction in a web serving envi-
ronment by providing a scalable key/value caching layer available to all web servers.
The system consists of Memcache servers (memcached instances) for data storage, ma-
nipulated by client libraries which provide a storage API to the web application over a
network or local file socket connection. No data durability guarantees are made, thus
Memcache is best used to cache regenerable content. Data is stored and retrieved via
keys, that uniquely determines the storage location of the data via a hash function over
the server list. High scalability and speed are achieved with this scheme as a key’s lo-
cation (data location) can easily be computed locally. Complex hashing functions allow
addition and removal of Memcache servers without severely affecting the location of
the already stored data.

As web farms and cloud services grow and use faster processors, the relative delay
from network access will increase as signal propagation is physically limited. Develop-
ing methods for measuring and addressing network latencies is necessary to continue
to provide rich web experiences with fast, low latency interactions.

As an example, consider a webserver and a Memcache server on opposite ends of a
datacenter the size of a football field. The speed of light limits the fastest round-trip time
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in fiber to about 1μs. Current network hardware claim a round-trip time (RTT) for this
situation between 22μs and 3.7ms[1], more than an order of magnitude slower than the
physical minimum. Assuming Memcache uses optimal network transport, 100 Mem-
cache requests would take between 2.2ms and 370ms, ignoring all processing time.
Compare this to the 200ms recommended page response time for web content and
Memcache latency becomes significant in some situations. This is backed by multi-
ple measurements of latencies in both Google App Engine and Amazon EC2 showing
between 300μs and 2ms RTT between two instances[2,3].

Related to latency is network load. More network utilization will translate into more
latency, leading to costly network hardware to keep utilization low[1]. Reducing net-
work load, especially the highly utilized central links, will keep latency low.

This work explores how data locality can be exploited to benefit Memcache to reduce
latency and core network utilization. While modern LAN networks in a datacenter envi-
ronment allow easy and fast transmission, locating the data close to where it is used can
lower latency and distribute network usage resulting in better system performance[4].
When looking at inter-datacenter communication, latency becomes even more pro-
nounced.

We present five architecture variants, two novel to this area based on prior multi-
processor caching schemes, two natural extensions, and the last the typical Memcache
architecture. In addition to showing performance for a single application and hardware
configuration, we develop a network and usage model able to predict the performance
of all variants under different configurations. This allows mathematical derivation of
best and worst case situations, as well as the ability to predict performance.

Our contributions are outlined below:

1. A model for predicting Memcache performance
2. A tool for gathering detailed Memcache usage statistics
3. Two novel Memcache architectures based on multi-CPU caching methods
4. Mathematical comparison between five Memcache architectures
5. Experimental comparison of five Memcache architectures using MediaWiki

The rest of the paper consists of: Sect. 2 reviews background Memcache material. Sec-
tion 3 describes the model and its features. Next, Sect. 4 describes our developed tool for
logging and analyzing Memcache’s performance which is used to build an application’s
usage profile. Sect. 5 describes the five Memcache architectures along with estimation
formula for network usage and storage efficiency. Section 6 mathematically analyzes
the five architectures with respect to latency. Our experimental results are shown in
Sect. 7.A discussion of relevant issues is given in Sect. 8, followed by related work in
Sect. 9, and our conclusion in Sect. 10.

2 Memcache Background

As previously mentioned, Memcache is built using a client-server architecture. Clients,
in the form of an instance of a web application, store or request data from a Memcache
server. A Memcache server consists of a daemon listening on a network interface for
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TCP client connections, UDP messages, or alternatively through a file socket. Daemons
do not communicate with each other, but rather perform the requested Memcache com-
mands from a client. An expiration time can be set to remove stale data. If the allocated
memory is consumed, data is generally evicted in a least-recently-used manner. Data is
only stored in memory (RAM) rather than permanent media for speed.

The location of a Memcache daemon can vary. Small deployments may use a sin-
gle daemon on the webserver itself. Larger multi-webserver deployments generally use
dedicated machines to run multiple Memcache daemons configured for optimal per-
formance (large RAM, slow processor, small disk). This facilitates management and
allows webservers to use as much memory as possible for web processing.

The Memcache daemon recognizes 16 commands as of version 1.4.13 (2/2/2012),
categorized into storage, retrieval, and status commands. Various APIs written in many
languages communicate with a Memcache daemon via these commands, but not all
support every command.

Below is an example of a PHP snippet which uses two of the most popular com-
mands, set and get, to quickly return the number of users and retrieve the last login
time.

function get_num_users(){
$num = memcached_get(’num_users’);
if($num === FALSE){

$num = get_num_users_from_database();
memcached_set("num_users", $num, 60);

}
return $num;

}
function last_login($user_id){

$date = memcached_get(’last_login’ . $user_id);
if($date === FALSE){

$date = get_last_login($user_id);
memcached_set(’last_login’ . $user_id, $date, 0);

}
return $date;

}

Rather than query the database on every function call, these functions cache data in
Memcache. In get_num_users, a cache timeout is set for 60 seconds which causes
the cached value to be invalidated 60 seconds after the set, triggering a subsequent
database query when the function is called next. Thus, at most once a minute the
database will be queried, with the function returning a value at most a minute stale.
To cache session information, the last_login function stores the time of last login
by including the $user_id in the key. This will store separate data per user/session.
Periodically, or on logout, another function clears the cached data. During an active ses-
sion the last_login function will only access the current session’s data with no other
user needing the data. Thus, if sticky load balancing (requests from the same session
are routed to the same web server or rack) is used the data could be stored locally to
speed access and reduce central network load. Alternatively, as in get_num_users,
some data may be used by all clients. It may make sense for a local copy to be stored,
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rather than each webserver requesting commonly used data over the network. Caching
data locally, when possible, is the basis for the proposed architectures.

3 Memcache Performance Prediction Model

When evaluating different Memcache architectures it is useful to predict performance
of the desired system. Using the constants and formula developed here allows a rough
estimation of latency and network utilization for a memcache system.

To simplify our model we assume the following traits:

1. Linear Network Latency. Network latency is linearly related to network device
traversal count [1].

2. Sticky Sessions. A web request in the same session can be routed to a specific rack
or webserver.

3.1 Assumed Network Topology

Network topology influences the performance of any large interconnected system. A
physical hierarchical star network topology is assumed consisting of multiple web,
database, and Memcache servers.

Web servers, running application code, are grouped into racks. Instances within the
same rack can communicate quickly over at most two network segments.Communication
is faster intra-rack than inter-rack.

Racks are connected through a backbone link. Thus, for one webserver in a rack to
communicate to another in a different rack at least 4 network segments connected with
3 switches must be traversed.

3.2 Model Constants and Calculation

To generalize the different possible network configurations, we assume network latency
is linearly related to the switch count a signal must travel through, or any other device
connecting network segments. In our rack topology, the estimated RTT from one rack
to another is l3 because three switches are traversed, where l3 = 3 ∗ 2 ∗ switch+ base
for some switch and base delay times described later.

Similarly, l2 represents a request traversing 2 switches, such as from a rack to a node
on the backbone and back. l1 represents traversing a single switch and llocal is used to
represent this closest possible network distance. This metric differs from hop count as
every device a packet must pass through is counted, rather than only routers.

Fig. 1 depicts the data-flow through the model to calculate a final latency estimate.
Each block represents a set of variables or formula in the model. Table 1 describes

variables in the Network Performance block.
The Web Application Profile contains variables inherent to the web applica-

tion, such as the size of objects, key distribution throughout the web application, percent
of memcache commands which are reads, memcache commands used, and command
distribution. The command distribution dictates the Command Weights, used later. Ta-
ble 2 describes these variables in detail.
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Fig. 1. Latency Estimation Calculation

Table 1. Network Performance Variables

llocalhost or l0 Average RTT (ms) to localhost for the smallest
size packet possible

llocal or l1 Average RTT (ms) to a nearby node through one network device
ln Average RTT (ms) traversing n devices
r Number of racks used in system
k Data replication value, when available

sizenote Average size of data location note (bytes)
switch Delay time (ms) per switch or network device traversed

base Constant OS, network delay, and Memcache overhead (ms)
bw Minimum network bandwidth in system (Mbps)

Table 2. Web Application Profile Variables

ps Proportion of memcache commands used on the average page that
are only referenced by a single HTTP session [0-1]

rwcmd Percent of memcache commands which are reads [0-1]
rwnet Percent of network traffic based on data transfer which are reads [0-1]

sizeobject Average size of typical on-wire object (bytes)
usagem For a specific application usage scenario, proportion of each memcache

command used plus duplicates for command failures (Table 3) [0-1]
where m = 0 to 19 and

∑19
m=0 usagem = 1

The ps value is central to our approaches. It gives a measure of how many ses-
sion specific Memcache requests are used per web page. If an application only stores
session information in Memcache ps = 1. If half the memcache requests on a page are
session specific and half used by other users/sessions, then ps = 0.5. For example, if an
application used the above get_num_users() and last_login($id) in Sect. 2 once
per page then for 100 user sessions Memcache would store 101 data items, of which
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Table 3. 19 monitored Memcache commands

Set Add Hit Add Miss
Replace Hit Replace Miss Delete Hit Delete Miss
Increment Hit Increment Miss Decrement Hit Decrement Miss
Get Hit Get Miss App/Prepend Hit App/Prepend Miss
CAS11 CAS21 CAS31 Flush

100 are session specific. Even though session data will consume 99% of all stored data,
our ps value will still be 0.5.

The usagem variable captures how often each of the memcache commands are used.
Only commands that manipulate data are tracked, of which there are 13. The append
and prepend commands are combined. Of these 13 memcache commands, 7 have dif-
ferent latency performance if the the command was successful or not, thus we break
these into a Hit or Miss variants. Table 3 lists all 19 tracked memcache commands.
Note CAS commands are not fully tracked at this time.

The Memcache Architecture Formulas block contains 19 formula, each using
the Network Performance and Web Application Profile variables to estimate
the latency for a specific memcache command. These formula are specific to the mem-
cache architecture being used. Sect. 5 discusses standard and proposed architectures,
with a mathematical comparison using this model in Sect. 6. All formula are available
at http://fuzzpault.com/memcache.

The final Latency Result value is calculated by obtaining latency values for each
of the Memcache Architecture Formulas and weighting each using usagem
Command Weights and summing.

4 MemcacheTach

Predicting Memcache usage is not easy. User demand, network usage, and network
design all can influence the performance of a Memcache system. Instrumentation of a
running system is therefore needed. The Memcache server itself is capable of returning
the keys stored, number of total hits, misses, and their sizes. Unfortunately, this is not
enough information to answer important questions: What keys are used the most/least?
How many clients use the same keys? How many Memcache requests belong to a single
HTTP request? How much time is spent waiting for a Memcache request?

To answer these and other questions we developed MemcacheTach, a Memcache
client wrapper which intercepts and logs all requests, available at http://fuzzpault.com/
memcache. While currently analyzed after-the-fact, the log data could be streamed
and analyzed live to give insight into Memcache’s performance and allow live tun-
ing. Analysis provides values for the Network Performance and Web Application

Profile model variables above, plus the ratio of the 19 Memcache request types, and
other useful information. Table 4 shows the measured values for MediaWiki from a

1 CAS - Compare-and-Swap
CAS1 = Key exists, correct CAS value.
CAS2 = Key exists, wrong CAS value.
CAS3 = Key does not exist.
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Table 4. MediaWiki usage values (full caching)

switch (ms) : 0.21 (ms) ps : 0.56 Avg. data size (Kbytes): 3.3
base (ms) : 3.0 (ms) rwcmd : 0.51 Mem. requests per page: 16.7

Avg. net size (bytes): 869
Set hit: 24% Replace hit : 0% Inc hit : 0%

Set miss : 0% Replace miss : 0% Inc miss : 21%
Add hit : 0% Delete hit : 2% Dec hit : 0%

Add miss : 0% Delete miss : 0% Dec miss : 0%
Get hit : 44% CAS1 : 0% App/Prepend hit : 0%

Get miss : 7% CAS2 : 0% App/Prepend miss : 0%
Flush : 0% CAS3 : 0%

Table 5. MemcacheTach Overhead

State Avg page generation time (ms) std.dev samples (pages)
Off 1067 926 13,800

Logging 1103 876 13,800

single run in our mini-datacenter with full caching enabled for 100 users requesting 96
pages each.

The average page used 16.7 Memcache requests, waited 46ms for Memcache re-
quests, and took 1067ms to render a complete page.

56% of keys used per page were used by a single webserver, showing good use of
session storage, and thus a good candidate for location aware caching.

As implemented, MemcacheTech is written in PHP, not compiled as a module,
and writes uncompressed log data. Thus, performance could improve with further
development. Two performance values are given in Table 5. Off did not use Mem-
cacheTech, while Logging saved data on each Memcache call. On average Memca-
cheTech had a statistical significant overhead of 36ms. MemcacheTach is available at
http://fuzzpault.com/ memcache.

5 Memcache Architectures

Here we describe and compare Memcache architectures currently in use, two natural
extensions, and our two proposed versions. All configurations are implemented on the
client via wrappers around existing Memcache clients, thus requiring no change to the
Memcache server.

Estimation formula for network usage of the central switch and space efficiency are
given using the variables defined in Sect. 3.2. An in-depth discussion of latency is given
in Sect. 6.

5.1 Standard Deployment Central - SDC

The typical deployment consists of a dedicated set of memcached servers existing on the
backbone (l2). Thus, all Memcache requests must traverse to the Memcache server(s)
typically over multiple network devices. Data is stored in one location, not replicated.

This forms the standard for network usage as all information passes through the
central switch:

Network Usage: 100%
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All available Memcache space is used for object storage:

Space Efficiency: 100%

5.2 Standard Deployment Spread - SDS

This deployment places Memcache servers in each webserver rack. Thus, some portion
of data (1/r) exists close to each webserver (l1), while the rest is farther away (l3).
Remember that the key dictates the storage location, which could be in any rack, not
the local. This architecture requires no code changes compared to SDC, but rather a
change in Memcache server placement.

With some portion of the data local, the central switch will experience less traffic:

Network Usage: r−1
r

%

All available space is used for object storage:

Space Efficiency: 100%

5.3 Standard Deployment Replicated - SDR

To add durability to data, we store k copies of the data on different Memcache daemons,
preferably on a different machine or rack. While solutions do exist to duplicate the
server (repcached[5]), we duplicate on the client and use locality to read from the closest
resource possible. This can be implemented either through multiple storage pools or, in
our case, modifying the key in a known way to choose a different server or rack. A write
must be applied to all replicas, but a read contacts the closest replica first, reducing
latency and core network load.

Reading locally can lower central switch usage over pure duplication:

Network Usage: rwnet × (1− k
r
) + (1− rwnet)× (k − k

r
)%

The replication value lowers space efficiency:

Space Efficiency: 1/k%

5.4 Snooping Inspired - Snoop

Based on multi-CPU cache snooping ideas, this architecture places Memcache server(s)
in each rack allowing fast local reads[6,7]. Writes are local as well, but a data location
note is sent to all other racks under the same key. Thus, all racks contain all keys, but
data is stored only in the rack where it was written last. This scheme is analogous to a
local-write protocol using forwarding pointers[8]. An update overwrites all notes and
data with the same key. To avoid race conditions deleting data, notes are stored first in
parallel, followed by the actual data. Thus, in the worst case multiple copies could exist,
rather than none. A retrieval request first tries the local server, either finding the data, a
note, or nothing. If a note is found the remote rack is queried and the data returned. If
nothing is found the data does not exist.

The broadcast nature of a set could be more efficient if UDP was used with network
broadcast or multicast. Shared memory systems have investigated using a broadcast
medium, though none in the web arena[9].
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Based on the metric ps, the proportion of keys used during one HTTP request which
are session specific, and the message size sizemessage, we have the following estima-
tion for central switch traffic:

Network Usage: rwnet × (1− ps) +
(1−rwnet)×sizemessage×r

sizeobject
%

Storage efficiency depends on the size of the messages compared to the average
object size:

Space Efficiency:
sizeobject

sizemessage×(r−1)+sizeobject
%

5.5 Directory Inspired - Dir

An alternate multi-CPU caching system uses a central directory to store location infor-
mation [6,7]. In our case, a central Memcache cluster is used to store location informa-
tion. Each rack has its own Memcache server(s) allowing local writes, but reads may
require retrieval from a distant rack. A retrieval request will try the local server first, and
on failure query the directory and subsequent retrieval from the remote rack. A storage
request first checks the directory for information, clears the remote data if found, writes
locally, and finally sends a note to the directory.

Rather than many notes being sent per write as with Snoop, Dir is able to operate
with two distant requests, one to retrieve the current note, and the second to set the new
one, no matter how many racks are used. This allows Dir to stress the central switch the
least.

Network Usage: rwnet × (1− ps)× sizemessage+sizeobject
sizeobject

+
(1−rwnet)×sizemessage×2

sizeobject
%

Likewise with Snoop, message size dictates storage efficiency:

Space Efficiency: rwnet × (1− ps)× sizemessage+sizeobject
sizeobject

+
(1−rwnet)×sizemessage×3

sizeobject
%

6 Latency Estimation

The above architecture options are evaluated by estimating latency using the model
described in Sect. 3. The Memcache Architecture Formulaswere derived for each
architecture variant.

In general, each formula estimates the latency for a specific memcache command
using the following components:

– Bandwidth. Time the average sized object will require to traverse the network
given the provided bandwidth, if data is transferred.

– Switching. Time needed to traverse the network given a specific network distance.
– Architecture. Time for additional communication due to the architecture.
– Read/Write. Time weighting for the proportion of reads to writes.
– Location. Additional time if data is not stored locally.

As an example, the set hit command would have a latency (ms) of l2 +
sizeobject
bw×conv ,

where conv = 1024 ∗ 1024/8/1000, under SDC factoring in distance and bandwidth.
SDS would have 1

r × llocal+
r−1
r × l3+

sizeobject
bw×conv for a set hit because some portion
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Fig. 2. MediaWiki profile under different switch speeds and ps values

of the keys would be local ( 1r ), and thus faster, while the rest ( r−1
r ) would need to

travel farther. The same bandwidth calculation applies. SDR would take l3 +
sizeobject
bw×conv

because multiple sets can be issued simultaneously. Snoop would need llocal + l3 +
sizeobject+sizemessage

bw×conv with data being sent to the local rack and messages sent to all
others in parallel.

Using a specific Web Application Profile and Network Performance statis-
tics, here from a run of MediaWiki[10], we can vary individual parameters to gain an
understanding of the performance space under different environments. A bandwidth
(bw) value of 100 Mbps was used for all.

We first look at how network switch speed can effect performance. Remember we
assumed the number of devices linearly relates to network latency, so we vary the single
device speed between 12.7μs and 1.85ms, with an additional 4.4ms OS delay, in the
Fig. 2 plots. Latency measures round trip time, so our X axis varies from 0.025ms to
3.7ms. Three plots are shown with ps values of 10%, 50%, and 90% with weightings
derived from our MediaWiki profile.

As seen in Fig. 2, as ps increases the latency for the location-aware schemes improve.
When ps=0.9 and a switch latency of 0.3ms, SDS and Snoop are equivalent, with Snoop
preforming better as switch latency increases further.

Next we take a closer look at how ps changes response time in Fig. 3 using a fixed
switch latency of 1.0ms and our MediaWiki usage profile.

Predictably all 3 location-averse schemes (SDC, SDS, and SDR) exhibit no change
in performance as ps increases. As ps increases Snoop and Dir improve with Snoop
eventually overtaking SDC when ps=0.86.

So far we’ve analyzed performance using MediaWiki’s usage profile. Now we look
at the more general case where we split the 19 possible commands into two types: read
and write, where read consists of a get request hit or miss, and a write is any command
which changes data. MediaWiki had 51% reads when fully caching, or about one read
per write. Fig. 4 varies the read/write ratio while looking at three ps values.

With high read/write ratios Snoop is able to outperform SDC, here when
switch=1.0ms at rw = 0.75.

These plots show when ps is near one and slow switches are used, Snoop is able to
outperform all other configurations. In some situations, like session storage (ps = 1)
across a large or heavily loaded datacenter, Snoop may make larger gains. From an
estimated latency standpoint Dir does not preform well, though as we’ll see next, its
low network usage is beneficial.
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Fig. 3. MediaWiki profile under different ps values

Fig. 4. Varying read/write ratio and ps values

7 Experimental Results

To validate our model and performance estimation formula, we implemented our alter-
nate Memcache schemes and ran a real-world web application, MediaWiki[10], with
real hardware and simulated user traffic. Three MediaWiki configurations were used:

1. Full - All caching options were enabled and set to use Memcache.
2. Limited - Message and Parser caches were disabled, with all other caches using

Memcache.
3. Session - Only session data was stored in Memcache.

The simulated traffic consisted of 100 users registering for an account, creating 20 pages
each with text and links to other pages, browsing 20 random pages on the site, and
finally logging out. Traffic was generated with jMeter 2.5 generating 9600 pages per
run. The page request rate was tuned to keep all webservers busy, resulting in less-
than optimal average page generation times. A run consisted of a specific MediaWiki
configuration with a Memcache configuration.

The mock datacenter serving the content consisted of 23 Dell Poweredge 350 servers
running CentOS 5.3, Apache 2.2.3 with PHP 5.3, APC 3.1, PECL Memcache 3.0,
800MHz processors, 1GB RAM, partitioned into 4 racks of 5 servers each. The re-
maining 3 servers were used for running the HAProxy load balancer, acting as a central
Memcache server, and a MySQL server respectively. Four servers in each rack produced
web pages, with the remaining acting as the rack’s Memcache server.

To measure Memcache network traffic accurately the secondary network card in each
server was placed in separate subnet for Memcache traffic only. This subnet was joined
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by one FastEthernet switch per rack, with each rack connected to a managed FastEther-
net (10/100 Mb/s) central switch. Thus, we could measure intra-rack Memcache traffic
using SNMP isolated from all other traffic. To explore how our configurations behaved
under a more utilized network we reran all experiments with the central switch set to
Ethernet (10 Mb/s) speed for Memcache traffic.

Using MemcacheTach we measured MediaWiki in all configurations with results
presented in Table 6. Only non-zero Memcache commands are listed for brevity.

Table 6. MediaWiki usage for each configuration

Parameter Full Limited Session Parameter Full Limited Session
Set 24% 23% 50% ps .56 .59 1

Delete hit 2% 3% 0% rwcmd .51 .49 .5
Inc miss 22% 24% 0% rwnet .61 .78 .54

Get hit 44% 42% 50% Avg. net size (bytes) 870 973 301
Get miss 8% 8% 0%

7.1 Latency

To predict latency we require two measurements of network performance, switch &
base. These were found using an SDS run and calculating the relative time difference
between Memcache commands in-rack (llocal) and a neighboring rack (l3) and subtract-
ing the delay from limited bandwidth. For the 100Mbps network, switch = 0.21ms and
base = 3.0ms. The 10Mbps network had, switch = 0.22ms and base = 4.0ms.

The resulting predicted and observed per Memcache command latences are given in
Table 7.

Table 7. Expected and Measured Memcache Latency

Predicted Latency (ms) Observed Latency Predicted Latency Observed Latency
Scheme Full Limited Session Full Limited Session Full Limited Session Full Limited Session

100Mb/s Central Switch 10Mb/s Central Switch
SDC 3.5 3.5 3.4 3.5 3.9 3.2 5.2 5.2 4.7 12.1 13.9 3.5
SDS 4.2 3.6 3.6 3.8 4.1 3.6 5.3 5.4 4.8 20.1 20.6 4.6
SDR 5.7 5.0 3.5 5.1 5.4 5.3 7.0 7.4 4.8 35.6 29.5 9.2

Snoop 5.9 5.2 5.1 6.1 6.6 7.3 6.3 7.0 6.9 15.6 17.0 10.9
Dir 8.4 7.5 8.5 5.5 5.8 5.8 9.2 9.5 11.6 9.3 9.9 6.3

In the case of fast switching, SDC was the best predicted and observed performer.
The location-aware schemes, Dir and Snoop, both don’t fit the expected values as close
as the others. This is likely due to the interpreted nature of the architecture logic in PHP.
Future work will explore native C implementations.

When the central switch was slowed to 10Mb/s utilization increased and latency also
increased. Here we see that Dir was able to outperform SDC in the Full and Limited
caching cases due to the lower central switch utilization, as we’ll see in the next section.
Snoop still performed worse than expected, though still beating SDS and SDR in the
Full caching case.

7.2 Network Load

Using the formula developed in Sect. 5 combined with the MediaWiki usage data we
can compute the expected load on the central switch and compare it to our measured
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Table 8. Expected and Measured Network Load

Predicted Usage (%) Observed Usage Predicted Usage Observed Usage
Scheme Full Limited Session Full Limited Session Full Limited Session Full Limited Session

100Mb/s Central Switch 10Mb/s Central Switch
SDC 100 100 100 100 100 100 100 100 100 100 100 100
SDS 80 80 80 80 81 73 80 80 80 83 82 81
SDR 99 81 105 101 87 106 99 81 105 106 89 110

Snoop 49 43 76 45 48 116 49 43 76 47 50 118
Dir 38 39 30 35 34 69 38 39 30 37 35 71

values. We used a sizemessage value of 100 bytes, higher than the actual message to
include IP and TCP overhead. The comparison is given in Table 8.

Notice SDR’s low network usage even though data is duplicated. This is a result of a
location-aware strategy that writes to different racks and reads from the local rack if a
duplicate is stored there. The low rack count, 5 in our configuration, assures that almost
half the time data is local.

The actual central switch usage measurements match well with the predicted values.
Note the location-aware rows. These show the largest skew due to the small message
size and therefore the higher relative overhead of TCP/IP. This was validated by a packet
dump during SDC/Full and the SDC/Session runs in which absolute bytes and Mem-
cache bytes were measured. For SDC/Full, with an average network object size of 870
bytes, 86MB was transfered on the wire containing 61MB of Memcache communica-
tion, roughly a 30% overhead. SDC/Session transferred 9.8MB with 301 byte network
objects, yet it contained 5.7MB of Memcache communication giving an overhead of
41%. Additional traces showed that for small messages, like the notes transferred for
Dir and Snoop, 70% of the network bytes were TCP/IP overhead. This is shown by the
higher than expected Session column when location-aware was used due to the smaller
average object size. This shows that Memcache using TCP is not network efficient for
small objects, with our location-aware schemes an excellent example. Future work mea-
suring network utilization for Memcache using UDP would be a good next step, as has
been investigated by Facebook[11,12].

If sizemessage was 50 bytes, which may be possible using UDP, we should see Dir
and Snoop use only 24% and 33% respectively as much as SDC on the central switch.
Using the binary protocol may reduce message size further, showing less network usage.

7.3 Review

These results show that the model, application profile, and performance estimation for-
mula do provide a good estimate for latency and network usage. While the actual Mem-
cache latency values did not show an improvement over the typical configuration on
our full speed hardware, they did support our model. In some cases, as shown by our
slower network hardware configuration as well as described in Sect. 6, we’d expect
locality-aware schemes to perform better than the typical. High rack densities and mod-
ern web-servers, even with modern network hardware, may increase network utilization
to a point similar to our Ethernet speed runs and show increased latency under high
load. Location-aware configurations lower core network utilization allowing more web
and Memcache servers to run on the existing network. Network usage proved difficult
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to predict due to additional TCP/IP overhead, but nonetheless the experimental data
backed up the model with all architectures reducing core traffic, and the best reducing
it to 34% of the typical SDC case.

8 Discussion

8.1 Latency, Utilization, and Distributed Load

Through this work we assumed network latency and utilization are independent, but as
we saw in the last section they are closely related. A heavily utilized shared-medium
will experience higher latencies than an underutilized one. Thus, SDC, SDS, and SDR’s
latency when used on the slow network were much higher than predicted due to conges-
tion. Unfortunately predicting the saturation point would require dozens of parameters
such as link speeds, specific network devices, server throughput, as well as an estima-
tion of other traffic on the network. At some point simulation and estimation outweigh
actual implementation and testing.

8.2 Multi-datacenter Case

Thus far we have assumed a Memcache installation within the same datacenter with ap-
propriate estimates on latency. In general, running a standard Memcache cluster span-
ning datacenters is not recommended due to high (relative) latencies and expensive
bandwidth. The location-agnostic architectures, SDC, SDS, and partly SDR would not
be good choices for this reason. We can apply our same analysis to the multi-datacenter
situation by viewing the datacenter as a rack, with a high l3 value for intra-datacenter
latency. SDC is no longer possible with its l2 latency, with SDS taking its place as the
typical off-the-shelf architecture. Assume a l3 value of 40ms, a best case CA to NY
latency, with l1 = 5ms inside the datacenter. For Dir’s directory we assume it spans
both datacenters like SDS. See Fig. 5 for the plotted comparison.

Fig. 5. Varying read/write ratio and ps values with an East and West coast DC

Here the difference between locality aware and averse is more pronounced. Snoop
and Dir are able to outperform SDS when ps is above 0.5, especially for high read/write
ratios. SDR preforms poorly due to consistency checks and multiple writes. Interest-
ingly as more datacenters are added SDS becomes worse due to a higher proportion of
data being farther away while the location aware architectures can keep it close when
ps is high.
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8.3 Selective Replication

Replication of a relational database can increase performance by distributing reads.
Unfortunately entire tables must be replicated, possibly including seldom used data.
In a key/value system such as Memcache, replication can offer speed benefits as we
saw in SDR. We looked at the static case where all data is replicated, but selectively
replicating frequently used data could save space while increasing speed. Snoop and Dir
could be easily augmented to probabilistically copy data locally. Thus, frequently used
but infrequently changed data would be replicated allowing fast local reads. Unused
Memcache memory is a waste, so by changing the probability of replication on the fly
memory could be used more optimally. We intend to investigate this in further work.

8.4 Object Expiration

In Memcache, if the allocated memory is consumed objects are generally removed in a
least-recently-used manner. In a standard deployment this works well, but in our case
where meta information is separate from data a possibility exists where meta expira-
tion may cause orphaned data. The new Memcache command touch, which renews an
object’s expiration time, can be used to update the expiration of meta information reduc-
ing the chance of orphaned data, though the possibility does still exist. In a best-effort
system such as Memcache such errors are allowed and should be handled by the client.

8.5 Overflow

The location-agnostic configurations (SDC, SDS, and SDR) all fill the available mem-
ory evenly over all servers due to the hashing of keys. Location aware configurations
will not fill evenly, as is the case when some racks set more than others. Data will be
stored close to the sets, possibly overflowing the local Memcache server while others
remain empty. Thus, it is important to evenly load all racks, or employ some Memcache
balancing system.

8.6 System Management

Managing a Memcache cluster requires providing all clients a list of possible Mem-
cache servers. Central to our location-aware strategies is some method for each Mem-
cache client to prioritize Memcache servers based on the number of network devices
traversed. This can be easily computed automatically in some cases. In our configu-
ration, IP addresses were assigned systematically per rack. Thus, a client can calculate
which Memcache servers were within the same rack and which were farther away based
on its own IP address. Using this or similar method would minimize the added manage-
ment necessary to implement a location-aware caching scheme.

9 Related Work

Memcache is part of a larger key/value NoSQL data movement which provides
enhanced performance over relational databases by relaxing ACID guarantees. Scal-
ability is achieved by using a hashing system based on the key to uniquely locate an
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object’s storage location. To achieve locale-aware caching we must modify the typi-
cal key/location mapping system. Here we discuss similar systems to Memcache and
concentrate on those which have some locality component.

The Hadoop Distributed File System[13] is designed to manage distributed appli-
cations over extremely large data sets while using commodity hardware. They employ
a rack-aware placement policy able to place data replicas to improve data reliability,
availability, and network bandwidth utilization over random placement. Reads can read
from a close copy rather than a remote one. Additionally, they identify bandwidth limi-
tations between racks, with intra-rack faster, supporting our architectures. Their mantra
of ”Moving Computation is Cheaper than Moving Data” works for large data sets, but
in our web case where data is small this mantra does not hold. File meta-data is stored
and managed in a central location similar to our Dir architecture.

Cassandra can use a rack and datacenter-aware replication strategy for better reliabil-
ity and to read locally[14]. This is convenient when multiple datacenters are used so a
read will never query a remote datacenter. Voldemort uses a similar system for replicas
using zones[15][4]. While the above three systems use some locality aware policy for
replicas they all use a hashing strategy for primary storage, thus possibly writing the
data far from where it will be used.

Microsoft’s AppFabric provides very similar services to Memcache with object stor-
age across many computers using key/value lookup and storage [16] in RAM. No men-
tion of key hashing is given to locate data, though they do mention a routing table to
locate data similar in practice to our Snoop architecture. No mention of how this table
is updated. Their routing table entries reference a specific cache instance, whereas our
Snoop note refers to a hash space, or rack, possibly containing thousands of Memcache
instances, thereby giving more storage space and flexibility. Durability can be added by
configuring backup nodes to replicate data, though unlike our architectures all reads go
to a single node until it fails, unlike ours where any copy can be read.

EHCACHE Terracotta is a cache system for Java, containing a BigMemory module
permitting serializable objects to be stored in memory over many servers. Java’s garbage
collection (GC) can become a bottleneck for large in-application caching, thus a non-
garbage collected self-managed cache system is useful while ignoring typical Java GC
issues. Essentially BigMemory implements a key/value store using key hashing for Java
objects similar to Memcache. Additional configurations are possible. For example it
allows a read and write through mode, backed by a durable key/value storage system,
thereby removing all cache decisions from the application code. Replication is done by
default (2 copies) and configurable[17].

The HOC system is designed as a distributed object caching system for Apache,
specifically to enable separate Apache processes to access others’ caches[18]. Of note
is their use of local caches to speed subsequent requests and a broadcast-like remove
function, similar to our SDS with duplication.

10 Conclusions

We’ve seen that when a web application has a high ps value, many reads per write,
or slow a network, a location-aware Memcache architecture can lower latency and
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network usage without significantly reducing available space. The developed model
showed where gains could be made in latency or network usage for each Memcache
configuration under specific usage scenarios. Our tool, MemcacheTach, can be used to
measure a web application’s detailed Memcache usage to estimate performance with
other architectures. Our example web application, MediaWiki, showed that the imple-
mented Memcache architectures could reduce network traffic in our configuration by
as much as 66%, and latency by 23%. Our proposed reformulation of multi-CPU cache
systems for Memcache show better performance can be gained within the web data-
center under certain circumstances, with further gains found for more geographically
distributed datacenters over current techniques.
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Abstract. The concept of capability is a fundamental element not only for Ser-
vice Oriented Architecture but also for Enterprise Information Systems. This con-
cepts denotes what an action (i.e., a service, a program, a business process, etc.)
can do from a functional perspective. Despite its importance, current approaches
do not model it properly: either they confuse it with an annotated invocation in-
terface or do not go beyond the classical IOPE paradigm which, from an end user
perspective, does not have an intuitive description of what is the capability being
modeled. In this paper, we present a conceptual model as an RDF-schema for
describing capabilities as attribute-featured entities which is more user friendly.
Actually, we consider a capability as an action verb and a set of domain specific
attributes that relates to an exact business meaning. This way, we are able to rep-
resent capabilities at several levels of abstraction from the most abstract one with
just an action verb to the most concrete one that corresponds to the exact need of
an end user which is not possible with current capability modelling approaches.
We are also able to interlink capabilities for creating a hierarchical structure that
allows for improving the discovery process. Our meta model is based on RDF and
makes use of Linked Data to define capability attributes as well as their values.

Keywords: Capability modelling, Web services, Business process, RDF.

1 Introduction

From IT perspective, the concept of service has evolved from the notion of remote
invocation interface (such as WSDL) to a more comprehensive entity. In this paper,
we share the same vision of OASIS Reference Model1 and consider a service as an
access mechanism to a capability. Within this vision the invocation interface is only one
aspect of the whole service description. Another core aspect of a service, in which we
are interested in this paper, is the notion of capability which describes what a service
can do.

The notion of capability is a fundamental concept not only for SOA (Service Ori-
ented Architecture) but also for enterprise information systems. The ARIS architecture
[12] recognizes the importance of the functional perspective in enterprise information
systems and considers it as one of its views.

A capability can be modeled at several levels of abstractions such that it can be as
abstract as a category and denotes a class of actions, as it can be very concrete and

1 OASIS Reference Model for Service Oriented Architecture 1.0,
http://www.oasis-open.org/committees/download.php/19679/
soa-rm-cs.pdf

J. Cordeiro and K.-H. Krempels (Eds.): WEBIST 2012, LNBIP 140, pp. 70–85, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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corresponds to a specific consumer request. For instance the category “Shipping” that
denotes all functions for shipping is a capability. “Shipping a package of 10 Kg from
Ireland to Singapore on the 15th of January 2012 for the price of 200 Dollars” is also a
capability but less abstract than the previous one.

In real world settings it is quite often very hard, even impossible, to model statically
concrete capabilities due to the following reasons:

– Combinatory explosion: at concrete level, one needs to take care of all possible
combinations which may lead to a explosion of capabilities (services). For exam-
ple, a shipping service serves only certain routes (combination of the source and
destination attributes). Defining statically the corresponding concrete capabilities
means defining a capability for each route.

– Dynamicity: an aspect of a given capability (the value of an attribute) may depend
on a dynamic variable. For instance, the price of a concrete shipping capability may
depend on the exchange rate or on the company workload.

– Sensitivity: for business reasons, providers do not want to reveal the values of cer-
tain sensitive attributes as part of the static service description. They rather require
to engage in a certain interaction before revealing the concrete value of a sensitive
attribute.

In this paper, we propose a solution to the above mentioned problems. We propose a
conceptual model, as an RDF-Schema, for describing capabilities. Unlike current ap-
proaches that describe capabilities via Input, Output, Preconditions and Effects [11,8],
our meta model defines capabilities as an action verb and a set of domain-specific
attributes. It is also able to describe capabilities at different levels of abstractions/-
concreteness and establish links between them. Most importantly, our model enables
describing concrete capabilities which are directly consumable by and delivered to con-
sumers contrary to current meta models which describe the abstractions of these de-
scriptions. Our model enables taking into account attributes dynamicity, sensitivity and
interdependency. Our model is based on RDF and makes use of Linked Data to define
capabilities attributes as well as their values.

Throughout the paper, we will consider the shipping domain for illustrating several
parts of our conceptual model. In such domain, from the service consumer perspec-
tive, it is much more valuable to operate on concrete, consumable shipping offers such
“Shipping using FedEx Europe First, price 100 EUR, from Germany to Ireland, deliv-
ery within 1 day” rather than to operate on abstract service descriptions such “FedEx
shipping company ships packages up to 68 Kg, between various source and target des-
tinations”. Current service descriptions require manual work in order to move to the
service offer level. Our conceptual model aims at making this step automated.

The remainder of the paper is organized as follows. Section 2 presents our conceptual
model for describing capabilities, introduces our attribute-featured principle and details
the different types of attributes we consider. It shows also how abstract capabilities can
be defined while respecting the attribute-featured principle and serving as declarative
specifications for generating concrete capabilities. Section 3 shows how we distinguish
different levels of abstractions and shows the relation that may exist between abstract and
concrete capabilities and presents semantic links that may exist between them. Section
4 illustrates the relation between the customer request and the capability categories and
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offers by sketching a matching scenario between the customer request and the capability
categories. Section 5 discusses some related work and Section 6 concludes our paper.

2 Capability Meta Model

In this Section, we introduce the concept of capability, then we explain our attribute-
featured principle that we consider for modelling the capability attributes and we present
the possible attribute types covered by our meta-model.

Definition 1 introduces the concept of capability in our meta-model.

Definition 1 (Capability). A tuple Cap = (ActionVerb,Attributes) is a capability, where:

– ActionVerb: This concept has been previously introduced by [10] in order to define,
in a natural language, what is the action being described. Different to [10], we
consider the action verb as a concept from a domain related ontology that comes
form a shared aggreeement on its semantics.

– Attributes: Represents a set of pairs (Attribute, AttributeValue) that corresponds to
the set of characteristics of the capability. An Attribute corresponds to a particular
property and AttributeValue corresponds either to the value or the possible values
that this Attribute can have.

Figure 1 shows a detailed UML class diagram of the capability metal model. It de-
picts the concepts previously introduced (i.e., Capability, ActionVerb, Attribute and
AttributeValue) as well as other ones that will be introduced in the rest of this section.

Additionally, in our work, we distinguish between several abstraction levels of ca-
pabilities. As shown in Figure 1, we consider the relations “specify” and “extend” to
express the relations between capabilities. These relations will be detailed later in this
paper.

In the rest of this section, we will discuss our attribute-featured principle in Section
2.1 as well as the possible AttributeValue types in Section 2.2. Section 3, will define the
capability abstraction relations.

2.1 Attribute-Featured Principle

We have, recently, noticed a wide adoption of the Linked Data [2,13] principles, and a
growing amount of data sets specified in RDF. It is clear that Linked Data provides the
best practices for publishing structured data on the Web. Linked Data is published us-
ing RDF where URIs are the means for referring various entities on the Web giving the
possibility to interlink them. Currently, organizations are highly interested in publish-
ing their data in RDF [6] as well as various public vocabularies (ontologies) are being
released. Consequently, we have decided to define our meta model based on RDF and
make use of Linked Data principles in order to define capability attributes as well as
their values. Listing 1.1 shows a fragment of the capability Ontology in RDF using a
human readable N3 notation.

In Listing 1.1, we define the concept cap:Capability as an rdfs:Class. We define
the concept cap:ActionVerb as a sub class of skos:Concept. “The skos:Concept class
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allows to assert that a resource is a conceptual resource. That is, the resource is itself
a concept.”2. And we define the concept cap:AttributeValue as an equivalent class to
owl:Thing because we need it to be the most general class to allow for the reuse of
existing vocabularies for possible attribute values for example using vcard open vocab-
ulary for defining addresses.

The property cap:do allows linking a cap:Capability to its corresponding
cap:ActionVerb. We created the property cap:attribute even though we are going to
redefine it for each created attribute its corresponding range. This will have the advan-
tage to create properties where the domain is always set to a cap:Capability. In other
words, all attributes that will be created as an rdfs:subProperty of cap:attribute will be
interpreted as a property of a capability.

Listing 1.1. Capability Ontology Snippet
� �

1 @prefix r d f : <h t t p : / / www. w3 . o rg /1999/02/22 − rd f−s yn tax−ns #>.
2 @prefix owl : <h t t p : / / www. w3 . o rg / 2 0 0 2 / 0 7 / owl#>.
3 @prefix r d f s : <h t t p : / / www. w3 . o rg / 2 0 0 0 / 0 1 / rd f−schema#>.
4 @prefix s kos : <h t t p : / / www. w3 . o rg / 2 0 0 4 / 0 2 / s kos / c o r e #>.
5 @prefix cap : <h t t p : / / . . . / o n t o l o g y / c a p a b i l i t y #>.
6
7 cap : C a p a b i l i t y a r d f s : C l a s s .
8
9 cap : Ac t ionVerb r d f s : s ubClas s Of s kos : Concept .

10
11 cap : A t t r i b u t e V a l u e owl : e q u i v a l e n t C l a s s owl : Thing .
12
13 cap : do a r d f : P r o p e r t y ; r d f s : domain cap : C a p a b i l i t y ;
14 r d f s : r a n g e cap : Ac t ionVerb .
15
16 cap : a t t r i b u t e a r d f : P r o p e r t y ; r d f s : domain cap : C a p a b i l i t y ;
17 r d f s : r a n g e cap : A t t r i b u t e V a l u e .

� �

We can define a domain related ontology in order to define a particular capabil-
ity (i.e., its action verb and attributes). Taking as example the shipping domain, List-
ing 1.2 shows a snippet of such ontology. In order to define the action verb, we use
skos:prefLabel (Line 5). The rest of the listing illustrates how two attributes cap:from
and cap:pickUpDate are defined in our shipping ontology. Both attributes are
rdfs:subProperty of cap:attribute (Line 7 and 9).

Listing 1.2. Shipping Domain Ontology Snippet
� �

1 @prefix v c a r d : <h t t p : / / www. w3 . o rg / 2 0 0 6 / v c a r d / ns #>.
2 @prefix cap : <h t t p : / / . . . / o n t o l o g y / c a p a b i l i t y #>.
3 @prefix s h i p : <h t t p : / / . . . / o n t o l o g y / s h i p d o m a i n #>.
4
5 : s h ipmen t a cap : Ac t ionVerb ; s kos : p r e f L a b e l ‘ ‘ Ship ’ ’ .
6
7 s h i p : from r d f s : s u b P r o p e r t y cap : a t t r i b u t e ; r d f s : r a n g e v c a r d : VCard .
8
9 s h i p : pickUpDate a r d f s : s u b P r o p e r t y cap : a t t r i b u t e ; r d f s : r a n g e s h i p : d a t e .
� �

2 SKOS Core Guide, W3C Working Draft 2 November 2005,
http://www.w3.org/TR/2005/WD-swbp-skos-core-guide-20051102/
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Fig. 1. Capability UML class diagram

The range of the attribute cap:from is vcard:VCard to refer to an address. The range
of the attribute cap:pickUpDate is a concept defined in the same shipping ontology.
Other attributes in subsequent listings are defined similarly.

2.2 Attribute Value Types

This section details how the set of attributes of a certain capability can be defined from
a service provider perspective. As depicted in Fig. 1, we consider five classes used for
describing the values of a capability attributes.

Using these classes separately or in combination, a capability can specify (i) the
possible values attributes can have, (ii) and how to compute their values. We use a
capability, called BlueCap, as an example to illustrate the use of these classes. Before
detailing these classes, we need to introduce the concepts of Constraint and Expression
which some attribute values may refer to.

Constraint and Expression. A constraint enables to specify the possible values an
attribute can have. The class Constraint represents all constraints. The class Expression
enables to specify expressions among them the value of a given constraint. The class
Expression has two attributes/properties, ExprType which specifies the type of the ex-
pression and ExprValue which defines the expression itself. The type of the expression,
ExprType, indicates how to build the corresponding queries during a matching process.
Currently, the only type of expression our meta model supports is SPARQL (queries).
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Listing 1.3 shows an example for expressing a constraint on the weight of the pack-
age. The constraint PackgConstraint is defined in line 1. This constraint has an expres-
sion of type SPARQL. The value of the constraint expression (line 5) indicates that the
weight of the package has to be lower than or equal to 50 Kg.

Listing 1.3. Example of a Constraint
� �

1 : P c k g C o n s t r a i n t a cap : C o n s t r a i n t ; cap : h a s E x p r e s s i o n : P c k C o n s t r a i n t E x p r .
2
3
4 : P c k g C o n s t r a i n t E x p r a cap : E x p r e s s i o n ; cap : exprType ”SPARQL ” ;
5 cap : exprVa lue ”? we igh t =< 50? && ? w e i g h t U n i t = d b p e d i a :KG” .
� �

Constrained Value. The class ConstrainedValue enables defining the possible values
an attribute can have by specifying a set of constraints on its value. As depicted in Fig.
1, a ConstrainedValue is constrained by a set of constraints. Listing 1.4 shows how
BlueCap can specify that it can ship packages of weight under 50 Kg. The value X,
of the attribute Item, is a ConstrainedValue (lines 1 and 3). X is constrained by the
constraint PckgConstraint (line 5) which is detailed in Listing 1.3.

Listing 1.4. Example of a Constrained Value
� �

1 : BlueCap s h i p : I t em :X.
2
3 :X a s h i p : Package , cap : C o n s t r a i n e d V a l u e ;
4 s h i p : has Weigh t [ s h i p : has Va lue ? we igh t ; s h i p : h a s U n i t ? w e i g h t U n i t ] ;
5 cap : c o n s t r a i n e d B y : P a c k g C o n s t r a i n t .
� �

Dynamic Value. A DynamicValue defines how to compute the value of an attribute
which value depends on (i) consumer provided attributes, (ii) dynamic values, or (iii)
hidden variables. As shown in Fig. 1 a DynamicValue refers to an expression that defines
how to compute it.

Listing 1.5. Example of a Dynamic Value
� �

1 : BlueCap s h i p : p r i c e :Y .
2
3 :Y a s h i p : S h i p p i n g P r i c e , cap : DynamicValue ; s h i p : ha s Va lue ? p r i c e ;
4 s h i p : h a s U n i t d b p e d i a :USD; cap : h a s E v a l u a t o r : P r i c e E x p r e s s i o n .
5
6 : P r i c e E x p r e s s i o n a cap : E x p r e s s i o n ; cap : hasType ”SPARQL ” ;
7 cap : exprVa lue ”? p r i c e := fn : c e i l i n g ( ? we igh t )∗5 . 5 + 4 1 ” .
� �

Listing 1.5 shows an example of how to compute the shipping price. The value Y, of
the attribute price, is a DynamicValue. It has as evaluator the expression PriceExpres-
sion (lines 4) which is a SPARQL expression (line 6). Line 7 specifies the formula for
computing the price based on the weight of the package.
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Conditional Value. A ConditionalValue assigns an Attribute Value to the correspond-
ing attribute if a certain condition holds. As shown in Fig. 1, a ConditionalValue has
a condition expressed as a constraint and an element which corresponds to the corre-
sponding attribute value.

Listing 1.6. Example of a Conditional Value
� �

1 : BlueCap s h i p : p r i c e :Y .
2
3 :Y a s h i p : S h i p p i n g P r i c e , cap : C o n d i t i o n a l V a l u e ; s h i p : ha s Va lue ? p r i c e ;
4 cap : h a s C o n d i t i o n : P r i c e C o n d i t i o n ; cap : has E lemen t : E u r o p e a n P r i c e .
5
6
7 : P r i c e C o n d i t i o n a cap : C o n s t r a i n t ;
8 cap : h a s E x p r e s s i o n [ cap : hasType ”SPARQL ” ; cap : has Va lue ”? t r g C o u n t r y
9 s kos : s u b j e c t dbped ia−c a t : E u r o p e a n c o u n t r i e s ” ] .

10
11 : E u r o p e a n P r i c e a cap : DynamicValue ; cap : h a s E v a l u a t o r : P r i c e E x p r e s s i o n .

� �

Listing 1.6 gives an example showing how to specify a shipping price when the target
country is a European country. The value Y, of the attribute price, is a ConditionalValue
(lines 3). It assigns the Attribute Value, EuropeanPrice, when the PriceCondition holds
(line 4). PriceCondition is a Constraint which requires that the target country is in
Europe (Lines 7-9). EuropeanPrice is a DynamicValue (line 11) and has as evaluation
expression PriceExpression which is detailed in Listing 1.5.

3 Different Levels of Abstractions

As mentioned above, capabilities can be defined at several abstraction levels. A ca-
pability that is proposed to an end user is actually the least abstract (i.e., a concrete)
capability that we call Capability Offer. In contrast, each abstract capability is called
Capability Category. Navigation between different abstraction levels is made through
semantic links between the various capabilities.

In this paper, we present three special relations: variantOf, specifies and
extends, which enable defining a hierarchy of capabilities in a given domain, from
the most general and abstract one to the most concrete ones. Definitions 2, 3 and 4
define respectively the relations variantOf, specify and extend.

Please note:

– For abbreviation purposes and by misnomer we say that a certain capability cap has
an attribute at.

– We refer to the attribute at of cap by cap.at.
– We refer to the set of attributes of cap by cap.attributes.
– We say that two capabilities C1 and C2 (or more) share the same attribute at if both

of them have the attribute at (but possibly with a different value).

Definition 2 (variantOf). This relation holds between two resources (A capability is
itself a resource.). It unifies, in fact, the two properties rdf:type and rdfs:subClassOf 3.

3 We consider instantiation a special kind of sub classing where the instance is in fact no more
than a sub class (subset) with only one element.



Modelling Capabilities as Attribute-Featured Entities 77

Capability B
(e.g., an International 
shipping service for 

packages and documents)
Action Verb = “ship”
From = International

To = International
MaxWeight = “68 Kg”

Capability A
(e.g., an International 

shipping service)
Action verb = “ship”
From = International

To = International

Capability C
(e.g., an International 

heavyweight and freight 
shipping service)

Action Verb = “ship”
From = International

To = International
MaxWeight = “1 t”

MinWeight = “68 Kg”

Capability D
(e.g., a European shipping 
service for packages and 

documents)
Action Verb = “ship”

From = Europe
To = Europe

MaxWeight = “68 Kg”

Capability E
(e.g., a European shipping 
service for packages and 
docs with pick up option)

Action Verb = “ship”
From = Europe

To = Europe
MaxWeight = “68 Kg”
PickUpDate = Date

Fig. 2. Example of Shipping Capabilitities Hierarchy

A resource r1 variantOf a resource r2 if r1 is an instance (rdf:type) or a subclass
(rdfs:subClassOf ) of r2.

Definition 3 (specifies). Given two capabilities C1 and C2, C1 specifies C2 if (i) all
the attributes of C2 are also attributes of C1 (In other terms C1 inherits all the attributes
defined in C2), (ii) for every shared attribute at, the value of C1.at is either equal to or
variantOf the value of C2.at, and (iii) there exists at least one shared attribute at’
such that the value of C1.at′ variantOf C2.at′.

Definition 4 (extends). Given two capabilitites C1 and C2, C1 extends C2 if (i) C1 has all
the attributes of C2 and has additional attributes, and (ii) for every shared attribute at,
the value of C1.at is equal to the value of C2.at.

The relations specifies and extends enable defining a hierarchy of capabili-
ties. In Fig. 2, we show an example of a hierarchy of capability descriptions. As a root
of this hierarchy, we define Capability A. It represents an abstract capability description
for shipping goods from any source and destination at an international scale. This ca-
pability can be extended either to Capability B or Capability C. Both extend the initial
capability by 1 or 2 attributes. As an example of specification relation between capabil-
ities, we refer to the link between Capability D and Capability B. Capability D specifies
Capability B as it becomes a European shipping capability instead of International. It is
also clear that Capability E extends Capability D.
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Similar to domain ontologies which define shared concepts and shared attributes/
properties, top level capability in a given domain can also be defined as an ontology
where an agreement about their meaning is reached and shared. Like any other ontology
concepts, this capability top level layer can be reused to define other ones.

4 Capability Category, Offer and Customer Request

An important concept, complementary to the concept of capability in many scenarios, is
the concept of Consumer Request which specifies what the client wants to achieve. This
concept deserves a conceptual model for its own. In the following, we need to refer to
some parts of the customer request, in an informal way, to show the interplay between
it and capabilities. But we do not elaborate beyond that informal description.

In order to illustrate the relation between capability category, offer and customer
request, we give an overview of the matching process between a customer request and
a capability category. The purpose is not to cover in detail the matching or discovery
phase.

Let’s consider for our case a shipping company called Blue that has a special shipping
offer called BlueOffer. Listing 1.7 illustrates how we can define the capability BlueOffer
according to our capability model. BlueOffer consists of offering: “a shipping service
from Ireland to Singapore of a package of 10 Kilograms. The shipping will cost 200
USD and the package will be delivered the earliest on the 12th of December 2011.”

Listing 1.7. BlueOffer Capability Description Snippet
� �

1 : b l u e O f f e r a cap : C a p a b i l i t y ;
2
3 cap : do [ a cap : Ac t ionVerb ;
4 s kos : p r e f L a b e l ‘ ‘ Ship ’ ’ ] ;
5
6 s h i p : from [ a s h i p : SourceAddres s ;
7 v c a r d : a d d r e s s d b p e d i a : I r e l a n d ] ;
8
9 s h i p : t o [ a s h i p : T a r g e t A d d r e s s ;

10 v c a r d : a d d r e s s d b p e d i a : S i n g a p o r e ] ;
11
12 s h i p : i t em [ a s h i p : Package ;
13 s h i p : has Weigh t [ s h i p : has Va lue 1 0 ;
14 s h i p : h a s U n i t d b p e d i a : Kilogram ] ] ;
15
16 s h i p : p r i c e [ a s h i p : S h i p p i n g P r i c e ;
17 s h i p : has Va lue 200 ;
18 s h i p : h a s U n i t d b p e d i a :USD ] ;
19
20 s h i p : d e l i v e r y D a t e [ a s h i p : S h i p p i n g D e l i v e r y D a t e ;
21 s h i p : e a r l i e s t ‘ ‘2011−12−13’ ’
22 ˆ ˆ xsd : d a t e ] .

� �

The description of concrete capabilities such as BlueOffer (See Listing 1.7) depends
on the corresponding customer request. More specifically the values of certain attributes
are in fact defined in the customer request. For instance the values of the attributes
ship:from and ship:to of the capability BlueOffer (described in Listing 1.7) are specified
in the given customer request.
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Before going into detail about the matching phase (See Section 4.3), we need to
introduce the attribute types based on who is providing the value of that attribute in
Section 4.1 and the property assignments that allow to provide concrete values of some
capability attributes in Section 4.2.

4.1 Attribute Types

We distinguish three types of attributes depending on the source of their values. In gen-
eral, three sources are involved in a scenario of capability consumption. These sources
are the consumer who has a request and is looking for a (concrete) capability to achieve,
(ii) the provider who provides capabilities for achieving consumer requests and (iii) the
interaction context.

The values of a concrete capability attributes are provided/computed by one of these
players. According to who provides the value of an attribute, we distinguish three sub-
classes of attributes namely Co, Pro and Co&Pro attributes. It is important to emphasize
that this classification is based on which role provides the value of the corresponding
attribute:

– Consumer or Context (Co) attributes are attributes which values are specified by the
consumer or provided by the interaction context. For instance the attributes ship:to
and ship:from in the BlueOffer capability are Co attributes.

– Provider (Pro) attributes are attributes which values are specified or computed by
the capability provider. For instance the attribute ship:Price in the BlueOffer capa-
bility is a Pro attribute.

– Consumer then Provider (Co&Pro) attributes are attributes which values are firstly
specified by the consumer but may be changed by the provider. For instance, the
attribute ship:DeliveryDate is a Co&Pro attribute; the consumer can select his pre-
ferred delivery date and the provider can change it if some of his working con-
straints do not fit the exact proposed date.

4.2 Property Assignments

Property assignments define dependencies between Co, Co&Pro and Pro attributes.
Property assignments are utilised during the matchmaking process to provide concrete
values for Co&Pro and Pro attributes. Dependencies between properties that do not
change frequently can be formalised in property assignments. Each property assignment
defines constraints (SPARQL FILTER) and assignment statements (SPARQL BIND).

Listing 1.8 in lines 2–8 shows an example of property assignment. It creates a value
of the ShippingDelivery Pro property if source and destination constraints are satisfied
(i.e., European countries).

In many cases not all dependencies between Co, Co&Pro and Pro attributes can
be explicitly specified using property assignments. It can be due to the dynamicity of
attributes, complexity of dependencies between attributes, or their business sensitivity.
In such cases, values of Co&Pro and Pro attributes must be obtained on-the-fly from
service provider’s back-end system that is accessed via a referred endpoint. In such
cases we propose using data-fetching interfaces. A data-fetching interface is a public
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service interface that is used during the discovery process to dynamically fetch Co&Pro
and Pro properties. The data-fetching interface represents a request-response interaction
with the service endpoint.

Listing 1.8 in lines 11–18 shows an example of the data-fetching interface. This data
fetching interface is executed only if the source country is in Europe and the destina-
tion country is in Asia (lines 14–15). Instances of ShippingPrice and ShippingDelivery
concepts will be obtained by invoking the service safe endpoint (line 16). Lowering in
line 17 refers to the mapping from RDF to XML, while lifting in line 18 refers to the
mapping from XML to RDF.

Listing 1.8. Property assignments, Data-fetching interfaces and Hard constraints
� �

1 /∗ P r o p e r t y a s s i g n m e n t − d e l i v e r y f o r a d d r e s s e s i n EU∗ /
2 : de l ive ryE U a cap : P r o p e r t y A s s i g n m e n t ;
3 cap : h a s C o A t t r i b u t e s h i p : SourceAddres s , s h i p : T a rge tAddres s , s h i p : Package ;
4 cap : h a s P r o A t t r i b u t e s h i p : S h i p p i n g P r i c e , s h i p : S h i p p i n g D e l i v e r y ;
5 cap : has Va lue ”? s r c C o u n t r y s kos : s u b j e c t d : E u r o p e a n c o u n t r i e s .
6 ? t r g C o u n t r y s kos : s u b j e c t d : E u r o p e a n c o u n t r i e s .
7 BIND ( 3 , ? d e l i v e r y ) . BIND ( d : B u s i n e s s d a y , ? d e l i v e r y U n i t ) . ”
8 ˆ ˆ cap :SPARQL .
9

10 /∗ Data−f e t c h i n g ( dynamic p r i c e ) − s h i p p i n g between Europe and As ia ∗ /
11 : p r i c e D e l i v e r y E u r o p e a s e r : D a t a F e t c h i n g ;
12 cap : h a s C o A t t r i b u t e s h i p : SourceAddres s , s h i p : T a rge tAddres s , s h i p : Package ;
13 cap : h a s P r o A t t r i b u t e s h i p : S h i p p i n g P r i c e , s h i p : S h i p p i n g D e l i v e r y ;
14 cap : h a s C o n s t r a i n t ”? s r c C o u n t r y s kos : s u b j e c t d : E u r o p e a n c o u n t r i e s .
15 ? t r g C o u n t r y s kos : s u b j e c t d : A s i a n c o u n t r i e s . ” ˆ ˆ cap : SPARQL ;
16 cap : h a s E n d p o i n t ” h t t p : / / . . . / FedEx / e n d p o i n t ” ;
17 cap : has L ower ing ” h t t p : / / . . . / Lowering . rq ” ;
18 cap : h a s L i f t i n g ” h t t p : / / . . . / L i f t i n g . rq ” .
19
20 /∗ S e r v i c e ha rd c o n s t r a i n t s − max . package s i z e ∗ /
21 : s uppor t edM axPckgSize a cap : H a r d C o n s t r a i n t ; )
22 cap : h a s C o A t t r i b u t e s h i p : Package ;
23 cap : has Va lue ”FILTER ( ? l e n g t h + ? wid th + ? h e i g h t < 105
24 && ? l U n i t =d : C e n t i m e t r e && . . . ) ” ˆ ˆ cap : SPARQL .

� �

In addition to defining property assignments and data-fetching interfaces, capability
providers can also define some hard constraints on a capability usage. Capability hard
constraints can be specified on: (1) Co attributes (e.g., length + girth < 108cm),
(2) Co&Pro and Pro attributes (e.g., deliveryT ime < 8), and (3) a combination of
Co, Co&Pro and Pro attributes (e.g., price/weight < 10). Listing 1.8 in lines 21–24
shows an example of a hard constraint imposed on the package size.

4.3 Matching Scenario

By analogy to Object Oriented Programming, a capability category can be seen as a
class and capability offers as objects. Similar to objects, which are instantiated from
classes, capability offers are generated from capability categories. Certain capability
categories are, declarative specifications for generating capability offers for particular
consumer requests. If possible, a capability offer is dynamically generated from a ca-
pability category for a particular consumer request. We say that a particular capability
offer is variant of the capability category it derives from.
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Consumer Request

Values of 
Co

attributes

Hard 
Constraints Preferences

BF Category

Possible Values 
of Co and CoPro 

attributes

Values or how to compute 
the values of Pro and CoPro 

attributes

1. Does the BF category support the input 
values requested by the consumer?

2. Generate the BF offer(s) that corresponds to the consumer 
request

3. Does the generated BF offer satisfy the hard 
constraints specified by the consumer request? 

No There is 
no match

Yes

Yes

No There is 
no match

BF Offer(s)
That matches the CR

BF offer

BF offerControl flow

Data flow

Fig. 3. Overview of the matching process of a customer request and a capability

Fig. 3 gives an overview of the matching process and shows which artifact is used
in each step. The matching phase has as input the customer request and a capability
category and as output the customer offers variant that matches the request.

As shown in Fig. 3, a consumer request specifies (i) the values of Co attributes,
(ii) hard constraints on some Pro and Co&Pro attributes, and (iii) preferences on Co,
Pro and Co&Pro attributes. A capability category specifies (i) the possible values Co
and Co&Pro attributes can have while considering their interdependencies, and (ii) the
values or how to compute the values of Pro and Co&Pro attributes.

The matching process consists of:

– The first step checks whether the capability category supports the values of the
Co and Co&Pro attributes specified in the customer request. If the answer is nega-
tive then there is no capability offer variant of the given category that matches the
customer request. If the answer is positive, the process moves to the following step.

– The second step consists of generating the capability offers that correspond to
the customer request. A capability category and its offers have the same attributes
but with different values for some of them. The generated capability offers will be
constructed as follows. The value of Co attributes will be those specified by the
customer request. The value of the Pro and Co&Pro attributes will be specified or
computed as described in the capability category.
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– The third step consists of checking which of the generated offers satisfy the hard
constraints specified by the customer. Those capability offers which do, will be
maintained as candidates. The matching phase should be followed by a ranking
phase where the capability offer candidates will be ranked based on the consumer
preferences.

5 Related Work

The Semantic Web uses ontologies and languages allowing several ways to describe
web services. For example WSDL-S4 and its successor SA-WSDL [4,5] use ontologies
to enrich WSDL description and XML Schema of Web services with semantic anno-
tations. Such techniques consider a capability as an invocation interface. However, as
explained in this paper a capability is not an interface. It is an entity featured via a set of
attributes. We believe that our vision and understanding of capability is more accurate.
The background of the genesis of SOA, which is distributed method invocation, has
influenced these techniques.

In a more refined fashion, languages such as OWL-S [8], WSMO [11], SWSO5,
provide a semantic description of Web services. However, these approaches do not go
beyond the classical Input, Output, Precondition and Effect paradigm to define services
capabilities. They do not feature the business aspects of a capability. In addition, they
describe capabilities at an abstract level. They are not able to model concrete capabilities
that correspond to specific needs of consumers. However, what clients are interested in
are concrete capabilities. The matching of consumer requests has to be against concrete
capabilities.

Oaks et al., [10] propose a model for describing service capabilities going one step
beyinf the IOPE paradigm by distinguishing in particular the corresponding action verb
and informational attributes (called roles in the paper [10]). However, the semantics of
capabilities remain defined via the IOPE paraddigm and therefore has the same prob-
lems of the previously described approaches.

The notion of (service) offer is currently not addressed in service description lan-
guages such as Universal Service Description Language(USDL6). Service descriptions
have a varying level of concreteness depending on the stage of a matchmaking and
configuration. This notion is currently missing from the USDL. Introducing different
levels of concreteness in USDL Functional Module should make USDL applicable for
describing highly configurable services.

Other related works worth mentioning are [3,15,17]. These works have identified
the gap between current modeling techniques and real world requirements and initiated
the discussions about abstract services and concrete offers descriptions. Similar to all
related work, the concept of capability was not tackled as first-class entity. The focus
was rather on the service model. In addition, [15] and [17] rely on and extend the In-
put, Output, Precondition and Effect paradigm without making explicit and clear the

4 http://www.w3.org/Submission/WSDL-S.
5 http://www.w3.org/Submission/SWSF-SWSO
6 www.internet-of-services.de
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business features of services functionalities. They also do not explicitly distinguish be-
tween abstract services and service offer, nor do they define the links between them.

Different from IOPE paradigm, EASY [9] and SoffD [16] propose to describe
services via a set or attributes. Using such presentation, services are organised respec-
tively as a directed acyclic graph or a tree. This allows for improved matchmaking tech-
niques that relies on exploring the organizing structure. However, in these approaches,
attributes used are not intrinsic business features as they contain even non-functional
properties which do not describe the capability from a business perspective. Unlike
these contributions, we represent a capability as an action verb and a set of domain spe-
cific properties (i.e., attributes). The action verb as well as these attributes are defined
in a domain ontology that, to some extend, provides the possibles values each attribute
can have.

6 Conclusions and Future Work

In this paper, we presented an original meta model for describing Capabilities which
presents several advantages.

First, contrary to the Input, Output, Precondition and Effect paradigm it features the
business and functional characteristics which consumers are mostly interested in and
which are specified in their requests.

Second, our meta model can deal with capabilities at different abstraction levels in
a uniform way. In addition, it establishes relations between Capabilities at different
abstraction levels. In particular, it provides the required declarative specification to dy-
namically generate concrete Capabilities from abstract ones.

Furthermore, our meta model defines semantic links between Capabilities. By using
these relations Capability owners can rapidly and easily define new Capabilities by
reusing previous definitions. In addition, these relations define a cloud of Capabilities
where navigation techniques can be developed as an alternative to goal based discovery
techniques.

A cloud of capabilities description can be easily queried using SPARQL. Actu-
ally, we use RDF as a lightweight language for describing and linking capabilities de-
scriptions whereas we can use SPARQL for advanced querying including the usage of
SPARQL as a rule language [1].

Finally, since our meta model is RDF based it can be easily extended, while pre-
serving the attribute-featured principle, by considering other types of attributes (such as
optional and mandatory attributes) and other types of attribute values.

However, we provide with our model a coarse-grained semantics of the capability
effect or changes on the state of the world. While this coarse-grain semantics is ade-
quate for conducting discovery, it is insufficient when automated chaining is required
such as in composition and planning scenarios. By coarse grain semantics we mean
defining shared agreement on coarse grain entities such as capability in our case. Au-
tomated chaining requires finer-grained semantics. For that purpose, we consider a do-
main related ontology that define a detailed (i.e., fine grained) semantics of the abstract
capabilities. This domain related ontology taken together with some relations between
attributes can help to determine the fine grained semantics of a capability description.
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This particular idea of generating fine-grained semantics from a detailed domain ontol-
ogy is part of our future work.

We did not give much attention in this paper to the concept of Action Verb. We do not
want to tight the use of this concept to a simple literal or a verb. This concept is not the
actual label that a capability can have, it is a concept from a domain ontology that might
be accompanied by a label which is an expression describing the actual service action
in a natural language. It is also possible to enrich this label by other related terms such
as synonyms. Natural Language Processing [14] can be applied together with Word-
Net verb synsets for generating possible synonyms to generate a particular label for the
action verb concept of the capability description. It is possible to use concepts from
a domain related ontology/taxonomy or a categorization schema like NAICS7 or UN-
SPSC8 for this label in order to be more compliant to the domain vocabulary. Otherwise,
as it has been stated by [10], we can use the MIT Process Handbook [7] for determining
the label of a service capability. A capability can be matched to a particular process
in the process handbook. We can also use the meronymy and the hyponymy relations
described in that process handbook for creating the hierarchy of capabilities.

As part of our future work, we plan to:

– investigate other relations that might be useful for creating the capabilities hier-
achy/cloud. The possible other relations under definition are: share, shareSame,
shareDifferent, differMore and differLess. Some of these relations do not bring
much information on themselves. They are used in fact to compute other relations.

– explore what we call extended relations in contrast to basic relations that we are cur-
rently considerering. Basic relations are coarse-grain relations/links while extended
relations are more fine-grained. An extended relation specifies which attribute the
basic relation, it derives from.

– provide an automation support for maintaining the capabilities hierarchy. We aim
to provide an automation support to add or remove any capability from the hierar-
chy/cloud.

– provided a domain ontology, we plan to define some guidelines for end users in
order to create new capabilities.

– define a methodology that allows to generate fine grained semantics of the actions
of capabilities using a detailed domain ontology.
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Abstract. The Future Internet (FI) sustains the emerging vision of a software
ecosystem in which pieces of software, developed, owned and run by different
organizations, can be dynamically discovered and bound to each other so to read-
ily start to interact. Nevertheless, without suitable mechanisms, paradigms and
tools, this ecosystem is at risk of tending towards chaos. Indeed the take off of
FI passes through the introduction of paradigms and tools permitting to establish
some discipline. Choreography specifications and Governance are two different
proposals which can contribute to such a vision, by permitting to define rules and
functioning agreements both at the technical level and at the social (among or-
ganizations) level. In this paper we discuss such aspects and introduce a policy
framework so to support a FI ecosystem in which V&V activities are controlled
and perpetually run so to contribute to the quality and trustworthiness perceived
by all the involved stakeholders.
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1 Introduction

Services are pervasive in modern society and enable the Future Internet (FI) architec-
ture [1]. Many research projects are undertaken from all over the world to re-design the
FI architecture so to address the various emerging needs, including trustworthiness, se-
curity, mobility, scale, flexibility, content distribution, adaptation. As highlighted in [1],
the FI cannot be achieved by “assembling different clean-slate solutions targeting dif-
ferent aspects”, instead a coordinated comprehensive approach addressing new design
principles is required.

One shared fundamental principle is that, due to the inherent inter-organization na-
ture of the FI, social aspects become preponderant over merely technical [2] ones.
Indeed, to permit the effective integration and definition of independently developed
services, methodologies and approaches must be conceived that support their smooth
integration towards providing users with composite services, fulfilling their changing
requests.
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In this line two main proposals can be identified. The first one concerns the introduc-
tion of application-level global protocols that service providers can take as a reference
in the development of their own services. These specifications, typically defined and
managed by third party organizations, are generally referred to as Choreographies.
Specifically a service choreography is a description of the peer-to-peer externally ob-
servable interactions that cooperating services should put in place [3]. Such multi-party
collaboration model focuses on message exchange, and does not rely on a central co-
ordination of the described activities. Therefore, service choreographies can be one of
the right instruments to solve “technical and social” issues posed by FI, as they model
a higher level of abstraction with respect to those of services.

The second proposal is the introduction of a clear and explicit SOA governance [4].
Generally speaking, governance is the act of governing or administrating, and refers
to all measures, rules, decision-making, information, and enforcement that ensure the
proper functioning and control of the governed system. SOA governance addresses spe-
cific aspects of SOA life-cycle [4]. Specifically, SOA governance approaches include:
SOA policy management and enforcement; registry and meta-data management; data
collection for statistical and Key Performance Indicators; monitoring and management;
application and service life cycle management.

Choreographies and SOA governance are also needed in order to support the progres-
sive moving of traditional Software Engineering activities from the only pre-runtime
phases towards “also at run-time” [5], i.e., during normal operating of deployed ser-
vices. Specifically, during the last years, various research works [6–8] argued in favor
of extending testing activities from the laboratory to the field, i.e., towards run-time.

SOA on-line testing foresees the proactive launching of selected test cases that eval-
uate the real system within the services’ real execution environment, according to the
established SOA test governance process.

In this paper, we continue the investigation on such topic proposing a V&V policy
framework aiming at sustaining the governance of on-line V&V.

In this paper the focus is mainly on V&V policies on which governance of choreog-
raphy is based, specifically to support V&V on-line activities. Of course, these policies
cover only part of the complex task of choreography governance, and other policies are
needed to support overall choreography management. The rest of the paper is organized
as follows: Section 2 introduces a classification for policies enabling V&V activities. In
the following sections 3, 4 and 5 we respectively illustrate policies for activation, rating
and ranking both of services and choreographies. In Section 6 we introduce some poli-
cies related to Choreography enactment and in Section 7 policies for test case selection
are discussed. Then the paper closes with Section 8 in which policies are illustrated with
real examples and Section 9 in which we draw some conclusions and opportunities for
future work.

2 Governance Policies Enabling V&V Activities

SOA governance is meant as a set of best practices and policies for ensuring interoper-
ability, adequacy, and reuse of services over several different platforms [4] and among
different organizations.
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Policies are at the heart of governance: they define the rules according to which
systems and their owners should behave to ensure the mutual understanding, interac-
tion and cooperation. More specifically, the concept of a policy has been introduced
as representing some constraint or condition on describing, deploying, and using some
service [9]. Indeed, SOA governance asks for the definition of policies and supporting
tools to take into account the social and runtime aspect of FI above highlighted.

In the next sections we propose and discuss a set of policies and rules that could be
adopted and implemented within a given V&V governance framework. For clarity of
exposition we organize such policies according to the following classification:

1. V&V Activation Policies that describe rules for regulating the activation of the on-
line testing sessions. As described in the following, such activation could be either
periodical, driven from the events about the lifecycle of a service, or linked to some
kind of quality indicator;

2. V&V Rating Policies that prescribe which aspects have to be considered for rating
the quality of both choreographies, and services.

3. V&V Ranking Policies defining the rules and the metrics for computing the quality
parameters expressed into the V&V Rating Policies;

4. Choreography Enactment Policies that prescribe rules for deciding when a ser-
vice choreography could be enacted;

5. Test Cases Selection Policies regulating the testing strategies that can be applied
at run-time.

The rest of the paper describes such policies in detail by considering a given choreog-
raphy C.

3 V&V Activation Policies

The idea of V&V governance was originally proposed in [10] to support an on-line
testing session when a service asks for registration within a registry. In this vision, only
services passing the testing phase are logged in the registry. As a result, the registry is
expected to include only “high-quality” services that passed the validation steps fore-
seen by a more general governance framework. In addition to the registration of a new
service, the on-line validation process could be also extended to other events. For exam-
ple, during the life-cycle of a choreography C, a service that was originally registered
to play a given role in C could be modified or become deprecated. This event might
impact on the regular progress of some of the activities described in C. Thus, the V&V
governance should support rules that verify if the registry still points at one or more
active services that could play all the roles subscribed by the removed service in C.

Besides, the service provider might omit to notify the deprecation of a service to
the service registry. For these cases, the monitoring system infrastructure of the V&V
governance architecture could cooperate with the Service Registry in order to verify
and notify if any registered service is not reachable anymore.

Within a choreography a service may play one or more roles. Also, the same service
may be involved in several choreographies. Service provider may decide to change the
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roles that their services are playing in the choreographies in order to fulfill new needs,
new business requirements, or the evolution of the technical solutions offered by the
service.

In all these scenarios, one of the V&V governance rules we propose is that any
modification (i.e. activation, modification, cancellation) to the role of a service in C
should activate a new testing session. Specifically:

activation : when a new role A is added to a service S in C, execute the integration
test suite for A in C and run it through S. Evaluate the impact of the result of such
on-line testing session on the testing scores of the choreography C (as detailed in
Section 4).

cancellation : when a role A is deleted from the roles that a service S in could play in
C, verify that the service registry still points to at least one active service that could
play A in C.

modification : this step could be processed as a sequence of a cancellation and an
activation of a role for a service in C.

V&V activation policies could also regulate on-line testing sessions by referring to
rating management architectures (e.g. based either on trust, or reputation models). As
an example, they can specify the admissible ranking rates that each service participating
in a choreography must yield, and then trigger on-line testing sessions whenever the
rank of a service decreases below such thresholds. We introduce ranking policies in
Section 5.

Finally, in addition to the event-driven activation of the on-line testing sessions (e.g.
service registration, etc), V&V policies can also regulate the “perpetual” testing of soft-
ware services either periodically, or when a specified deadline is met.

4 V&V Rating Policies

This section describes the V&V governance policies rating both a single service that is
bound to a choreography C, and also C as a whole. We partition these policies in two
main categories: rating policies based on objective testing scores; and rating policies
based on subjective evaluation (i.e. feedbacks).

Concerning the first category, we refer to a scenario implementing some perpetual
validation techniques, e.g. [11, 7]. The results of the testing sessions somehow allow
us to quantify the service trustworthiness values according to the testing goals. Thus,
we can use such results to determine what service is trustable according to an objec-
tive estimation (i.e. test passed VS. test failed). Several trust models could be associ-
ated to V&V governance aspects; in Section 5.2 we detail a metric based on testing
results.

Similarly to the rating of trustworthiness for single services the V&V governance
framework could refer to some objective trust models in order to estimate the poten-
tial trustworthiness score for the whole choreography. In particular, for each role A
defined in C, the trust model could consider the trustworthiness based on testing score
of all the services on the registry that can play as A. The trustworthiness of the whole
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C is a function of the testing scores computed for all the roles, and it could be inter-
preted as the resulting and objective potential quality state (e.g. a benchmark) of the
whole choreography. A concrete metric that instantiates this trust model is described in
Section 5.1.

Concerning the subjective category, we refer to service reputation. As argued in [12],
in this context we consider service reputation as a metric of how a service is generally
perceived by its users. Thus, differently from the testing-based trust systems described
above, that are based on objective measures, here reputation systems are based on sub-
jective judgments.

We consider reputation as an interesting indicator to be referred within governance
policies for V&V activities. The basic idea of a reputation system is to let parties rate
each other, for example after the completion of an interaction, and use the aggregated
ratings about a given party to derive a reputation score, which can assist other parties in
deciding whether or not to interact with that party in the future [12]. Currently, reputa-
tion systems represent an interesting and significant trend in decision support, service
provision, and service selection (e.g. the Google’s +1 button, the eBay’s feedback fo-
rum, the Facebook’s Thumbs Up button, the LinkedIn’s Recommendations). Several and
configurable reputation models could be associated to this V&V governance aspect; in
particular Section 5.3 describes a model implementing this kind of reputation rule.

Finally, V&V governance policies could refer to some compositional model of the
user’s feedbacks in order to estimate a potential reputation score for the whole chore-
ography. In particular, for each role A defined in C, the trust model could consider the
reputation score (i.e. positive feedbacks VS. negative feedbacks) of all the services on
the registry that can play as A. The reputation score of C (as a whole) is a function of
the feedback scores computed for all the roles. Thus here, the reputation score of C is
interpreted as a benchmark of subjective judgments for the choreography.

5 Ranking Rules for V&V Rating Policies

Rating policies rely on some metrics to evaluate the choreography as well as its partici-
pating services. In this section we propose some possible ranking rules for this purpose.
In particular, Section 5.1 describes a rule for ranking a service choreography according
to both the topology of the choreography itself and the ranking of the available/known
services that can play a role specified by the choreography. Then, according to the V&V
Rating Policies described in Section 4, we provide two possible strategies for calculat-
ing the service ranking function. Specifically, Section 5.2 describes an objective ranking
strategy that is based on the results of the testing sessions, while Section 5.3 describes
a subjective ranking strategy that is based on a reputation model.

Other different criteria for service ranking could be considered in future extensions,
for example an interesting way to complement our proposed numerical rankings could
be to also take into account ontological matching, as proposed in [13].

5.1 Choreography Rank

The ranking metric for a service choreography described in the following is based on
the well-known PageRank algorithm [14] used by Google.
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Differently from the other web search engines that have been used until year 2000,
Google dominated the market due to the superior search results that its innovative
PageRank algorithm delivered. As described in [12], the PageRank algorithm can be
considered as a reputation mechanism because it ranks the web pages according to the
number of other pages pointing at it. In other words, the algorithm interprets the collec-
tion of hyperlinks to a given page as public information that can be combined to derive
an objective reputation score.

In the original definition [14] [15], the PageRank algorithm considers a collection of
web pages as a graph where each node is a web page, and the hyperlinks of the pages
where modeled as outgoing edges of the graph. In this sense, the strategy proposed by
PageRank algorithm can be applied to any problem that can be formulated in terms of
a graph.

Our interpretation of the PageRank algorithm considers both the services involved
in a choreography, and the graph that the choreography subsumes. Specifically, let us
denote S as a set of services. We define :

AC = {A|A is a role in C} (1)

as the set of all the roles defined in C, and:

ΩC(A) = {ω ∈ S|A ∈ AC, ω plays A in C} (2)

as the set of all the services in S that can play the role A in C. Also, given a relation of
dependency among the roles in a choreography, for each role A in C we denote both the
set of roles in C on which A depends (i.e. N+

C (A)), and the set of roles in C that depend

on A (i.e. N−
C (A)). Specifically:

N+

C(A) = {B|A ∈ AC, B ∈ AC, ∃ dep. from A to B in C} (3)

N−
C (A) = {B|A ∈ AC, B ∈ AC, ∃ dep. from B to A in C} (4)

Note that the definitions above are given in terms of an abstract notion of dependency
that can occour among the roles belonging to a choreography. Section 8.1 will present
an example by using a specific dependency relation.

Let us denote R as a ranking function for a given service (see either Section 5.2, or
Section 5.3), thus Equation 5 defines the ranking function of a role A in a choreogra-
phy C.

R(A, t,C) =

∑
ω∈ΩC(A)

R(ω, t)

∣∣ΩC(A)
∣∣ (5)

Specifically, Equation 5 gives rank values based on the ranking of all the services that
are implementingA in C: the more the services that can play A in C rank well, the better
A will perform in the choreography. The effect of such impact is normalized according
to the number of services playing the role A. On the other hand, the equation computes
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a poor ranking for A if there exist only few and poorly ranked services that can play A
in C. In other words, this means that A could be considered critical for the enactment
of C.

Nevertheless, the role ranking in Equation 5 does not take into account the context
where the role is used. Equation 6 introduces a correction factor of the rankingR taking
into account the role dependencies implied by a choreography specification.

δ(A, t,C) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

λR(A, t,C) + (1− λ)
∑

B∈N+

C
(A)

R(B, t− 1,C)∣∣∣N−
C(B)

∣∣∣
for t ≥ 1

ϕ otherwise

(6)

Given a role A in choreography C, the case t = 0 in Equation 6 defines the initial
condition for δ, while the recursive definition for the case t ≥ 1 is an interpretation
of the PageRank algorithm [14] [15]. Specifically, such definition is composed by two
terms: using the terminology adopted within the PageRank algorithm, the first term of
Equation 6 is the source-of-rank which is a parameter influencing the final rank. In
our case the source-of-rank is R, giving rank values based on the evaluation of all the
services that are implementing A in C.

The second term in Equation 6 gives rank values as a function of the other roles in C
on which A depends. In other words, we consider that if the behaviour foreseen for A in
C relies on the actions performed by another role B (e.g. B is the initiator of a task with
A), then the rank values scored by B should impact the ranking of A within the whole
C. This metric is generally helpful, however we consider it particularly significant when
B is badly ranked, for example because most of the services playing B are not reliable.
Note that, as the metric in Equation 6 does not take into account the enactment status of
the choreography C, the effect of how muchB impacts onA is proportionally calculated
by considering the number of all the roles that depend from B.

The parameter λ can be used to tune the contribution of each term in the computation
of the role’s ranking function; in the literature on the PageRank algorithm, typically its
most cited value is 0.85 [15].

Finally, we denote the ranking function for the whole choreography C as:

R(C, t) =
∑

A∈AC

δ(A, t,C)R(A, t,C) (7)

5.2 Testing-Based Service Rank

As described in Section 4, in those scenarios including perpetual V&V activities, the
analysis of the results of each testing session can be used for building a trust model for
services.

The very general idea of this assumption is that data from testing results (i.e. both
test passed, and test failed) represents quantitative facts that permit to determine how
much a service playing a given role is trustable according to an objective estimation.
For example, if the testing sessions that are executed focus on integration issues, the
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testing-based service rank explains how a service is behaving with respect to the sce-
nario foreseen by a choreography.

Furthermore, as service behaviour may continuously evolve (e.g. change in the im-
plementation, dynamic binding with other services), a trust model should consider that
the closer in time a service has been tested the more reliable are the results obtained
from the testing session. Thus the definition of a testing-based ranking for services
should decrease over time.

The logistic function is a well-studied mathematical function that was originally pro-
posed in [16], and is often used in ecology for modeling population growth. Specifically,
in one of its most common formulation, the logistic function offers a non linear evolu-
tion of the population function P over the parameter t (e.g. the time) depending on the
two parameters: the carrying capacity K , and the growth rate r.

The testing-based ranking we propose defines a function of trust basing on the logis-
tic function, where K is interpreted as the highest admissible level of trust, while for
each service w, r is the number of the tests passed over the total number of test executed
(see Equation 8).

rω =
#passedTestω
#runTestω

(8)

For a given service ω ∈ ΩC(A) that can play the role A in C, Equation 9 defines a
test-based trust model based on the logistic function.

T (t, ω) =
KvFadee

(−rω(t−hOffset))

K + vFade(e(−rω(t−hOffset)) − 1)
(9)

Specifically, in Equation 9, the hOffset, and the vFade are configurable parameters useful
for translating, and fading the values returned by the trust model. In addition, as the
trust model T is actually an instantiation of the logistic function, the setting of the
parameters for T must keep satisfying the stability criteria foreseen by logistic function
(e.g. K > 1).

Finally, Equation 10 defines a testing-based ranking function for a given service ω
playing a given role A in C (i.e. ω ∈ ΩC(A)). As introduced in Section 5.1, such
service-level ranking function can be exploited in order to compute the testing-based
rank of the role A (see Equation 5), and consequently the testing-rank of the whole
choreography C (see Equation 7).

R(t, ω) =

⎧⎨
⎩
T (t, ω) if t < hOffset

0 else
(10)

According to the definition in Equation 10, the configurable parameter hOffset is inter-
preted as the maximum observation period (e.g time, hours, days, week, etc.) after
which the testing-based service rank is considered not sufficiently reliable, and then
a new testing session for the service is recommended.

As an example, Figure 1 depicts the evolution of the function R(t, ω) with respect to
t (i.e. time), and by considering different values of rω. Specifically the figure shows the
case all the test cases passed (i.e. rω = 1), the case some of the test cases passed (i.e.
rω = 0.75), the case half of the test cases passed (i.e. rω = 0.50), and the case most of
the test cases failed (i.e. rω = 0.25).
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Fig. 1. Examples of the Evolution of the Testing-based Service Rank Function

5.3 Reputation-Based Service Rank

Reputation systems provide a widely adopted solution in order to share subjective eval-
uation of a service based on feedbacks after the direct experience of its users.

Several ranking models have been proposed in order to combine user’s feedbacks
and derive reputation ratings [12]. In this section we will refer to a reputation model
based on the Beta Density function (β), and originally proposed in [17]. Specifically, the
authors in [17] argue how reputation systems based on the β function are both flexible,
and relatively simple to implement in practical applications. Furthermore, such systems
have good foundation on the theory of statistics.

Let us consider a service ω playing a given role A in C (i.e. ω ∈ ΩC(A)). Than, we
denote f+

ω , f−
ω ≥ 0 as the number of positive and negative feedbacks collected by the

service ω, respectively.
According with the formulation given in [17], the β function can be written as re-

ported in Equation 11, where Γ is the well-studied Gamma function.

β(p, f+
ω , f−

ω ) =
Γ (f+

ω + f−
ω + 2)

Γ (f+
ω + 1) ∗ Γ (f−

ω + 1)
∗ pf

+
ω ∗ (1− p)f

−
ω (11)

The interesting consideration about the β function is that its mathematical expectation
is trivial to compute; it is given by the Equation 12.

E(β(p, f+
ω , f−

ω )) =
f+
ω + 1

f+
ω + f−

ω + 2
(12)

In other words, the feedbacks that the users reported during past interactions with a
service ω are interpreted by Equation 12 as the probability of collecting a positive feed-
back with ω on average in the future interactions. For example, if E for the service ω
is 0.8 means that is still uncertain if ω will collect a positive feedback in the future (i.e.
due to a positive interaction), but it is likely that this would happen.
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Fig. 2. Examples of the β Function

Figure 2 depicts three instantiation of the β function: the case most of the feedback
are negatives (i.e. f+

ω = 2, f−
ω = 8), the case half of the feedback are positives (i.e.

f+
ω = 5, f−

ω = 5), and the case most of the feedback are positives (i.e. f+
ω = 8, f−

ω =
2).

Finally, Equation 13 defines a reputation ranking function based on user’s feedbacks
for a given service ω playing a given role A in C (i.e. ω ∈ ΩC(A)).

R(t, ω) = E(β(p, f+
ω , f−

ω )) (13)

As introduced in Section 5.1, also such service-level ranking function can be exploited
in order to compute the reputation-based rank of the role A (see Equation 5), and con-
sequently the reputation-rank of the whole choreography C (see Equation 7).

6 Choreography Enactment Policies

When the design of a choreography is completed, it could be made available by register-
ing its specification on a dedicated Choreography Registry. In addition to the canonical
registry functionalities based on service choreographies (i.e. store and retrieve choreog-
raphy specifications), a Choreography Registry should also store meta-information; for
example about the status of a choreography, i.e., if a given choreography C is enactable
or not.

Thus, from the registration of a choreography specification on a Choreography Reg-
istry, the lifecycle at run-time of the choreography could be regulated by means of a set
of V&V governance policies; among the others, some concerning the rules under which
a choreography could be considered enactable.

Many kind of strategies could be applied in order to classify a choreography as en-
actable. For example, a policy defines a choreography C enactable if for any role A in
C, it is possible to point to a set of services (i.e. one or more services) that can play A
in C.

In addition, Section 4 describes some V&V governance policies based on rating
mechanisms for both services and choreographies. Thus, enactment policies for C could
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be also regulated in terms of the rating scores evaluated for the choreography. For ex-
ample, C is enactable if and only if it scores either a minimal trust (i.e. based on tests),
or a minimal reputation (i.e. based on feedbacks) level.

7 Test Cases Selection Policies

In literature various policies have been proposed in order to identify a proper test suite
for testing a third party service. For example in [18], the authors suggested that for
testing a service implementation, integrators should directly access and use test cases
provided by the same Service Provider.

In [19] and [20], the authors proposed testable services as a solution to provide third-
party testers with structural coverage information after a test session, yet without reveal-
ing their internal details.

The main drawback of such approaches is that both integrators, and service testers,
do not have enough information to improve their test set when they get a low coverage
measure because they do not know which test requirements have not been covered.
In [21] the authors propose an approach in which testable services are provided along
with test meta-data that will help their testers to get a higher coverage.

Nevertheless, all these ideas could fit well with the specification of both governance
policies, and rules enabling V&V activities. Specifically, policies could require such
meta-data as complementary documentation that service providers should supply for
making their service testable.

All the policies described above select test cases from the test suite provided by
the Service Provider. In some cases, such approaches could not provide completely
objective test suites focusing on integration aspects.

An alternative approach is the definition of test cases selection policies that enable
the derivation of test cases from models provided by the Service Provider, for example
during the registration of the service. Specifically, similarly to [22], it could be equally
useful to derive test cases from the service choreography. In fact, a choreography spec-
ification defines both the coordination scenarios in which a service under registration
plays a role, and the abstract behaviour expected by each role.

8 Examples

Most of the policies proposed in the previous sections are quite intuitive and we have
given simple examples while introducing them. For lack of space we provide in the
following more detailed examples of implementations only for ranking policies (Sec-
tion 8.1) and selection policies (Section 8.2).

8.1 A Simple Example about Rankings

Section 5.1 defines the ranking function of a role in terms of an abstract notion of
dependency that can occour among the roles belonging to a choreography. Specifically,
for each role A in a choreography C, such dependency is referred in order to compute
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Fig. 3. Example from the Passenger-Friendly-Airport Choreography

both the sets N+

C (A), and N−
C (A). In the following we describe a dependency relation

that will be implemented within the V&V governance framework.
Let us consider a choreography C, and let us denote the set of tasks defined within

C:
TC = {τ |τ is a task defined in C} (14)

the set of roles participating in a given task of C:

Part(τ,C) = {A|A ∈ AC, τ ∈ TC, A is involved in τ} (15)

and, for each task τ in C, Init(τ) is the role that initiates a task τ .
Thus, given A, B roles in C, the dependency definition we propose relates A with

B if and only if B is the initiator of a task were also A is involved. In other words, in
order to accomplish a given task in C, A requires some action from B. More formally,
we denote this dependency relation on C as �C⊆ AC ×AC, so that:

A1 �C A2 ⇔ ∃τ ∈ TC, and
A1 �= A2, and

A1, A2 ∈ Part(t,C), and
A2 = Init(τ)

(16)

For example, Figure 3 depicts a simple service choreography modelled with the BPMN
Choreography Diagram notation. With respect to this example, the sets described above
are instantiated as it follows:

– AC = { Passenger, Airline, TBA}
– TC = {①, ②, ③, ④, ⑤, ⑥, ⑦, ⑧,}
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Table 1.

a) Instantiation of Part, and Init
Task Part Init

① Passenger, Airline Airline
② Passenger, TBA Passenger
③ Passenger, TBA TBA
④ Passenger, TBA Passenger
⑤ Passenger, TBA Passenger
⑥ Passenger, TBA TBA
⑦ Passenger, TBA TBA
⑧ Passenger, Airline Passenger

b) Examples : N+

C(A), N−
C(A)

N+

C(Passenger) Airline, TBA

N−
C(Passenger) Airline, TBA

N+

C(Airline) Passenger

N−
C(Airline) Passenger

N+

C(TBA) Passenger

N−
C(TBA) Passenger

Fig. 4. Dependency Graph according to the relation �C

In addition, for each task τ ∈ TC, Table 1.a reports both the set Part(τ,C), and
Init(τ); while Figure 4 depicts the dependency graph resulting from the instantiation
of the relation �C on this simple example. Finally, according to the definitions given
in both Equation 3, and Equation 4, Table 1.b reports the sets N+

C (A), and N−
C (A)

resulting form the specific instantiation of the dependency relation here adopted.
In the following, the example will only focus on the testing-based service rank de-

scribed in Section 5.2; however similar results, and considerations can be achieved by
using the reputation-based service rank presented in Section 5.3.

Thus let us assume several services can implement each role in C. Specifically, this
example considers : 2 services acting as Passenger, 4 services acting as Airline, and 5
services acting as TBA. In this scenario, the example foresees that each of these services
is associated with a specific test suite, whose periodical execution provides the index
rω presented in Section 5.2.

Clearly, for each service, the experiment can refer to a specific timeout simulating
the execution of a new testing session, and thus the definition of new values for the
indexes rω . Also, for each of service, the experiment can also use the parameter hOffset

introduced in Equation 9 in order to control the decaying process of the results from the
latest testing session simulated.

Nevertheless, in order to keep the presentation of the results simple, the simulation
we run over this example considered for all the services involved both the same hOffset,
and the same timeout for launching the new testing sessions.

Figure 5 depicts the results of the simulation we executed. In particular, the up-most
diagram of the figure depicts the rank for the whole choreography computed according
to Equation 7; while the other diagrams show the computed rank for the three roles
(i.e. Passenger, Airline, TBA). In each diagram, the vertical green bars denote when the
execution of a new testing session occurred. After each testing session, the ranks of each
role can either grow or decrease depending on the results collected from the testing of
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Fig. 5. Results of the Ranking Simulation on the Passenger-Friendly-Airport Choreography

the services playing it. Between two testing sessions, each role fall-off in ranking as
prescribed by Equation 10.

8.2 A Simple Example about Test Cases Selection

This section describes how a V&V Manager could define V&V policies concerning the
derivation test cases from the service choreography.

For example, the V&V Manager can define the test case selection process by means
of the formulation of test purposes in form of reachability properties, similarly to [22].
According to the choreography specification introduced in Figure 3, a simple property
defined as a test cases selection policy, could be:

“The test cases must include task ②, followed (in a future) by task ⑤, and then
either by task ⑥, or ⑦” (17)

As detailed in [22], such a policy can be expressed in a temporal logic formula (such as
in LTL, CTL, Hennessy-Milner Logic) so that it could be automatically processed by a
test cases generation framework.

Nevertheless, as more participants are involved in a choreography task, from the
same property the policy can select different test suites; usually one for each service
participating in the choreography. Thus, in addition to the property in (17) driving the
generation of test cases over the service choreography, a test cases selection policy also
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Fig. 6. Interfaces associated with the participants to the choreography in Figure 3

has to specify the target of such generation process. This process is usually referred as
projection of a trace on a service test case.

In this specific example, we assume that any participant to the choreography in Fig-
ure 3 implements one of the interfaces depicted in Figure 6. Listing 1.1, and Listing 1.2
show the projection of two integration test cases that could be derived for a service that
is willing to play as TBA from the property in (17). If a service candidate to TBA fails
one of such tests, it cannot be integrated within the choreography in Figure 3.

1 b = searchBus(p1);
2 if (! isValid(b) )
3 return TestFailed;
4 h = searchHotel(p2);
5 if (! isValid(h) )
6 return TestFailed;
7 r = bookBusHotel(b,h);
8 if (r.isAKindOf(BookingInformation)

|| r.isAKindOf(
BookingFailure))

9 return TestPassed;
10 else
11 return TestFailed;

Listing 1.1. Example of Integration Test Case
derived for TBA

1 s = searchBusHotel(p1,p2);
2 if ((!isValid(s.b)) || (!isValid(s

.h)))
3 return TestFailed;
4 r = bookBusHotel(b,h);
5 if (r.isAKindOf(BookingInformation

) || r.isAKindOf(
BookingFailure))

6 return TestPassed;
7 else
8 return TestFailed;

Listing 1.2. Another Integration Test Case
derived for TBA

9 Conclusions and Future Work

Choreography and SOA governance are important instruments to enable the dynamic
and flexible interoperability among independent services which is at the basis of the FI.
Our work concerns the on-line V&V of services and choreographies, which relies on a
disciplined policy-based governance approach. Implementation of such a framework is
a huge undertaking, facing theoretical and technical challenges. We have identified in
this paper a set of policies, including activation, rating, ranking, enactment and test case
selection policies. We have discussed how such policies can support V&V and provided
some preliminary examples. The policies illustrated here are undergoing implementa-
tion in the context of the European project CHOReOS1.

Future work will include the implementation of a governance registry for the man-
agement of such policies, and their instantiation within the CHOReOS demonstration
scenarios.

Furthermore, another important motivation for V&V policies is to enable the scal-
ing up of on-line testing as the dimensions of the tackled choreographies increases.

1 http://www.choreos.eu/
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Indeed, within the FI any software will be by nature characterized as an Ultra-Large-
Scale (ULS) software system, where a ULS system “is ultra-large in size on any imag-
inable dimension” [23], like in the resulting number of lines of codes, in the number
of people employing the system for different purposes, in the amount of data stored,
accessed, manipulated, and refined, in the number of hardware elements (i.e. hetero-
geneity), and finally in the number of possibly cooperating organizations. Therefore,
future work will also include the identification of further policies to help mitigate ULS
effects in V&V of FI choreographies.
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Abstract. We present a new type of dictionary that is intended as a search assis-
tance in topic-specific Web searching. The method to construct the dictionary is 
a general method that can be applied to any reasonable topic. The first imple-
mentation deals with climate change. The dictionary contains real-text phrases 
(e.g. rising sea levels) in addition to the standard dictionary forms (sea-level 
rise). The phrases were extracted automatically from the pages dealing with cli-
mate change, and are thus known to appear in the pages discussing climate 
change issues when used as search terms. Different variant forms of the same 
phrase, such as sea-level rise, sea level rising, and rising sea level, are grouped 
together into the same synonym set using approximate string matching. Each 
phrase is assigned a frequency-based importance score (IS), which reflects the 
significance of the phrase in the context of climate change research. We investi-
gate how effective the IS is for indicating the best phrase among synonymous 
phrases and for indicating effective phrases in general from the viewpoint of 
search results. The assumptions are that the best phrases have higher ISs than the 
other phrases of a synonym set, and that the higher the IS is the better the search 
results are. The experimental results confirmed these assumptions. This paper al-
so describes the crawler used to fetch the source data for the climate change dic-
tionary and discusses the benefits of using the dictionary in Web searching. 

Keywords: Dictionaries, Focused crawling, Query performance prediction, 
Searching, Vertical search engines, Web search engines. 

1 Introduction 

In a current research project, we developed a vertical search engine (a topic-specific 
search engine) [1] and a topic-specific dictionary of real-text phrases, that is, a dictio-
nary of phrases that are extracted from the Web pages discussing the topic in ques-
tion. Both are dedicated to climate change and their focus is on scientific pages, but 
the methods to implement the search engine and the dictionary are general methods 
that can be applied to other topics. The search engine and the dictionary are at: 
www.searchclimatechange.com. 

The proposed real-text dictionary, in short RT-dictionary, has new features com-
pared to the standard dictionaries and thesauri. We present here the existing climate 
change RT-dictionary. A similar dictionary can be constructed for any reasonable 
topic using the method presented in this paper. The dictionary contains some 5 500 
unique real-text phrases related to climate change (keyphrases). They were extracted 
from scientific Web pages discussing climate change. Each phrase is assigned a  
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frequency-based importance score, which reflects the significance of the phrase in the 
context of climate change research. Different variant forms of the same phrase, such 
as sea-level rise, sea level rising, and rising sea level, are grouped together into the 
same entry (synonym set) using approximate string matching. The dictionary was 
developed for use as a search assistance in our search system to support query formu-
lation, but it can be used as well together with the general Web search engines. The 
phrases represent different aspects of the climate change research. When used in 
searching the user can browse through the dictionary to clarify his or her information 
need, or select more directly appropriate search phrases. 

The purpose of the importance score (IS) is to provide the user with information 
on important and less important phrases. Within a synonym set all phrases are not 
equal from the viewpoint of the search results, but some yield better results than oth-
ers. It may be that one is significantly better than the other phrases. In the experimen-
tal part of this paper we investigate, first, how effective the IS to indicate the best 
phrase within a synonym set. We expect the phrase with the highest IS to yield the 
best search results. Our second research question is: Does high IS mean high retrieval 
performance in general (i.e., when synonymy is not considered). The expectation is 
that the higher the IS, the better the search results. The results of this study guide our 
further work: depending on the results we may elaborate the calculation of the IS. The 
results may also suggest a sensible lower limit of the IS to be applied in the dictio-
nary. The results also guide more generally our work in the further development of 
the RT-dictionary. 

In summary, this paper has two contributions. First, we describe how the RT-
dictionary of climate change was constructed (Section 4). The presented methods and 
tools can be used to a construct a similar RT-dictionary for any reasonable topic. 
Second, in the experimental part of this paper we investigate how effective the pro-
posed importance score is to indicate the best phrase among synonymous phrases and 
to indicate effective phrases in general from the viewpoint of the search results (Sec-
tions 5 and 6). We also review related research (Section 2) and describe the crawler 
used to fetch the source data for the climate change RT-dictionary (Section 3). Sec-
tion 7 presents the discussion, and Section 8 concludes this paper. 

2 Related Work 

This study is related to research on query performance prediction, which is an impor-
tant research problem in the field of information retrieval research. A retrieval system 
that can predict the difficulty of a query can adapt its parameters to the query, or it 
can give feedback to the user to reformulate the query.  Query performance prediction 
has been the focus of many studies. He and Ounis studied six methods to predict 
query performance, e.g. average inverse collection term frequency and the standard 
deviation of inverse document frequency [2]. Cronen-Townsend et al. proposed com-
puting divergence of the query model from the collection model to predict the diffi-
culty of queries [3]. Perez-Iglesias and Araujo proposed the use of the maximum 
standard deviation in the ranked-list as a retrieval predictor [4]. Different from these 
studies the IS ranks phrases with respect to each other rather than tries to predict re-
trieval performance as such. 
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This work is also related to research on keyphrase extraction. Conventionally, 
keyphrase extraction refers to a process where phrases that describe the contents of a 
document are extracted and are assigned to the same document to facilitate e.g. in-
formation retrieval. Our approach differs from the conventional approach in that we 
do not handle individual documents but a set of documents discussing a particular 
topic. Most conventional approaches are based on machine learning techniques. KEA 
[5], GenEx [6], and KP-Miner [7] are three keyphrase extraction systems presented in  
the literature. In these systems, keyphrases are identified and scored based on their 
length and their positions in documents, and using the TF-IDF weight. 

Muresan and Harper also developed a terminological support for searchers’ query 
construction in Web searching [8]. However, unlike our study they did not focus on 
keyphrases but proposed an interaction model based on system-based mediation 
through structured specialized collections. The system assists the user in investigating 
the terminology and the structure of the topic of interest by allowing the user to ex-
plore a specialized source collection representing the problem domain. The user may 
indicate relevant documents and clusters on the basis of which the system automati-
cally constructs a query representing the user’s information need. The starting point of 
the approach is the ASK (Anomalous State of Knowledge) model where the user has 
a problem to solve but does not know what information is needed [9]. In [10] Lee 
showed that the mediated system proposed by Muresan and Harper [8] was better than 
a direct retrieval system not including a source collection in terms of effectiveness, 
efficiency and usability. The more search tasks the users conducted, the better were 
the results of the mediated system. 

The source data for the climate change RT-dictionary were crawled from the Web 
sites of universities and other research organizations investigating climate change by 
the focused crawler described in Section 3. Focused crawlers are programs that fetch 
Web documents (pages) that are relevant to a pre-defined domain or topic. Only doc-
uments assessed to be relevant by the system are downloaded and made accessible to 
the users e.g. through a digital library or a vertical search engine. During crawling 
link URLs are extracted from the pages and are added into a URL queue. The queue is 
ordered based on the probability of URLs (i.e., pages pointed to by the URLs) being 
relevant to the topic in question. Pages are assigned probability scores e.g. using a 
topic-specific terminology, and high-score pages are downloaded first. 

Focused crawling research has focused on improving crawling techniques and 
crawling effectiveness [11-14]. Below we consider these papers. We are not aware of 
any study investigating the use of focused crawling for keyphrase extraction. Perhaps 
the closest work to our research is that of Talvensaari et al. who also constructed word 
lists using focused crawling [15]. However, they used focused crawling as a means to 
acquire German-English and Spanish-English comparable corpora in biology for sta-
tistical translation in cross-language information retrieval. 

Bergmark et al. use the term tunneling to refer to the fact that sometimes relevant 
pages can be fetched only by traversing through irrelevant pages [11]. A focused 
crawling process using the tunneling technique does not end immediately after an 
irrelevant page is encountered, but the process continues until a relevant page is en-
countered or the number of visited irrelevant pages reaches a pre-set limit. It was 
shown that a focused crawler using tunneling is able to fetch more relevant pages than 
a focused crawler that only counts relevant pages. However, efficiency is lowered due 
to the downloaded irrelevant pages. 
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Chakrabarti et al. utilized the Document Object Model (DOM) of Web pages in fo-
cused crawling [12]. The DOM is a convention for representing and interacting with 
objects in HTML, XHTML and XML documents (http://en.wikipedia.org/wiki/ 
Document_Object_Model). A DOM tree represents the hierarchical structure of a 
page: the root of the tree is usually the HTML element which typically has two child-
ren, the HEAD and BODY elements, which  further are divided into sub-elements. 
The leaf nodes of the DOM tree are typically text paragraphs, link anchor texts, or 
images. In addition to the usual bag-of-words representation of Web pages, the ap-
proach proposed by Chakrabarti et al. represented a hyper-link as a set of features <t, 
d> where t is a word appearing near the link, and d its distance from the link. The 
distance is measured as the number of DOM tree nodes that separates t from the link 
node. These features were used to train a classifier to recognize links leading to rele-
vant pages. The links with low distance to relevant text are considered to be more 
important than links that are far from the relevant text. 

In the Context Graph approach by Diligenti et al. a graph of several layers depth is 
constructed for each page and the distance of the page to the target pages is computed 
[13]. In the beginning of crawling a set of seed URLs is entered in the focused craw-
ler. Pages that point to the seed URLs, i.e., parent pages, and their parent pages (etc.) 
form a context graph. The context graphs are used to train a classifier with features of 
the paths that lead to relevant pages. 

Tang et al. built a focused crawler for mental health and depression [14]. The aim 
was to identify high-quality information on these topics. They found that link anchor 
text was a good indicator of the page’s relevance but not of quality. They were able to 
predict the quality of links using a relevance feedback technique. 

3 Crawler 

We developed a focused crawler that is used to fetch pages both for the climate 
change search system and for use as source data for the RT-dictionary of climate 
change. The crawler can be easily tuned to fetch pages on other topics. In this section 
we describe the crawler. 

The crawler determines the relevance of the pages during crawling by matching a 
topic-defining query against the retrieved pages using a search engine. It uses the 
Lemur search engine (http://www.lemurproject.org/) for this purpose. The pages on 
climate change were fetched using the following search terms in the topic-defining 
query: climate change, global warming, climatic change, research. We used the core 
journals in the field to find relevant start URLs. When pages on some other topic are 
fetched only the search terms and the start URL set need to be changed. So, applying 
the crawler to a new topic is easy. 

To ensure that the crawler fetches mainly scholarly documents its crawling scope is 
limited, so that it is only allowed to visit the pages on the start URL sites and their 
subdomains (for example, research.university.edu is a subdomain of 
www.university.edu), as well as sites that are one link apart from the start domain. If 
needed, this restriction can be relaxed so that the crawling scope is not limited to 
these sites. 

A focused crawler does not follow all links on a page but it will assess which links 
to follow to find relevant pages. We conducted a crawling experiment as an aim to 
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find an effective crawling method. The challenge is how to determine effectively 
document relevance during crawling. Here the effectiveness means that the higher the 
proportion of relevant documents among the fetched documents the more effective the 
crawler is. In other words, among different methods the one that yields most relevant 
documents is the best when the same number of documents have been downloaded. 
The four methods below (A, B, C1, and C2) were compared in the experiment. The 
notational conventions are as follows: 

• Pr(T|u), the probability of relevance of the seen page u to the topic T 

• Pr(T|v), the probability of relevance of the unseen page v to the topic T 

• rel(u), the relevance of the seen page u, calculated by the Lemur search engine 

• rel(<u,v>), the relevance of the link between the seen page u and the unseen page 
v calculated by the Lemur 

• Nu, the number of links on page u 

• α, a weighting parameter (0 < α < 1) 

The four methods were as follows (to our knowledge the method C is novel while A 
and B are known methods): 

A. Pr(T|v) = rel(u), i.e., link <u,v> is assigned the same relevance as page u, i.e., 
rel(u). All links on page u are assigned the same probability score. This method is 
often used in focused crawling. 

B. Pr(T|v) = rel(<u,v>). Link is assigned a relevance score based on its context 
(context is defined below). However, if the link relevance is less than the page rele-
vance (rel(<u,v>) < rel(u)), then Pr(T|v) = rel(u). In this way it is ensured that each 
unseen page is assigned a minimum relevance of the linking page.  

C1. Pr(T|v) =  (α * rel(u) * (1/log(Nu)) + ((1 – α) * rel(<u,v>)); α = 0.3 

C2. Pr(T|v) =  (α * rel(u) * (1/log(Nu)) + ((1 – α) * rel(<u,v>)); α = 0.7 

In methods C1 and C2, Pr(T|v) is a sum that consists of two terms: one that depends 
on the relevance of the page, and one that depends on the relevance of the link. The 
relative importance of the two terms is determined by the weight α (as shown above, 
methods C1 and C2 only differ from each other in the value of α). Also, the number 
of links on page u inversely influences the probability. If rel(u) is high, we can think 
that the page “recommends” page v. However, if the page also recommends lots of 
other pages (i.e., Nu is high), we can rely less on the recommendation. 

In methods B, C1 and C2 the probability of relevance is determined, in addition to 
using the relevance of page u, by matching the context of the link against the topic 
query. The context is the anchor text, and the text immediately surrounding the anc-
hor. The context is defined with the help of the Document Object Model (DOM): All 
text that is within five DOM tree nodes of the link node is considered belonging to the 
context. 

In the experiment, the number of crawled pages was 500 000 in each four case. The 
results of the experiment are reported in Table 1, which shows the number of obtained 
documents above two relevance score thresholds: rel.=0.1 and rel.=0.2. Our observations 
suggest that the majority of documents with rel. > 0.1 are relevant. It should be noted that 
we are interested in the relative effectiveness of the four methods, not the exact percen-
tage of relevant documents among the documents with rel. > 0.1 and rel. > 0.2. 
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Table 1. The effectiveness of the tested methods 

Method # Docs R=0.1 # Docs R=0.2 
Method A 1670 361 
Method B 1903 313 

Method C1 2186 723 
Method C2 1969 376 

 
As can be seen in Table 1, crawling based on the method C1 outperforms the other 

three methods. In the case of rel.=0.1, the method C1 gave 2186 documents while the 
second best method, C2, yielded 1969 documents. Also in the case of rel.=0.2 method 
C1 is the best and method C2 the second best. Based on this experiment we selected 
the method C1 for crawling the source data for the RT-dictionary. 

4 Real-Text Dictionary of Climate Change 

Constructing the real-text dictionary of climate change involved two main stages: (1) 
extraction of keyphrases and the calculation of importance scores and (2) identifica-
tion of synonyms. Section 4.1. describes the first stage and Section 4.2 the second 
one. Section 4.2 also describes the synonym types contained in the dictionary. 

4.1 Keyphrase Extraction 

Here keyphrase of the topic means a phrase that is often used in texts dealing with the 
topic and which refers to one of its aspects. Keyphrases typically represent different 
research areas of the topic (i.e., climate change in this study), some are more technical 
in nature. The keyphrase extraction method and a climate change keyphrase list, a 
predecessor of the climate change dictionary. are described in [16]. Here we describe 
the main features of the extraction method, and present the importance score. 

The source data for the dictionary, i.e., pages related to climate change, were 
crawled from the Web sites of universities and other research organizations investi-
gating climate change by the crawler described in Section 3. When the crawled data 
were processed the first challenge was to determine which sequences of words are 
phrases. Here we applied the phrase identification method by Jaene and Seelbach 
[17]. The main point of the technique is that a sequence of two or more consecutive 
words constitutes a phrase if it is surrounded by small words (such as the, on, if) but 
do not include a small word (except for of). The phrases were extracted from the pag-
es assigned a high relevance score by the crawler. 

When constructing RT-dictionary the importance score is needed to prune out out-
of-topic phrases from the dictionary. The most obvious out-of-topic phrases receive a 
low score and are not accepted in the dictionary. The remaining phrases are regarded 
as keyphrases and are included in the dictionary. This is the first application of the IS. 
The second one, which is investigated in this paper, is to use the IS as an indicator of 
the effectiveness of different keyphrases in searching. 
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The IS is calculated on the basis of the frequencies of the phrases in the corpora of 
various densities of relevant text, and in a non-relevant corpus. We determined the IS 
using four different corpora. The relevant corpora are built on the basis of the occur-
rences of the topic title phrase (i.e., climate change) and a few known keyphrases 
related to climate change in the original corpus crawled from the Web. Assumedly, a 
phrase which has a high frequency in the relevant corpora and a low frequency in the 
non-relevant corpus deserves a high score. Therefore, the importance score is calcu-
lated as follows: 

IS(Pi) = ln(FDC(1)( Pi) * FDC(2)(Pi) * FDC(3)(Pi) / FDC(4)(Pi)); (FDC > 0) (1) 

FDC(1)(Pi)... FDC(4)(Pi) = the frequencies of the phrase Pi in the four corpora. 
DC(1) = Highly dense corpus 
DC(2) = Very dense corpus 
DC(3) = Dense corpus 
DC(4) = Non-relevant corpus 
 

This method allows us to indicate the importance of the phrase in the Web texts dis-
cussing climate change (or any topic for which RT-dictionary is constructed), and 
separate between keyphrases and out-of-topic phrases based on the fact that the rela-
tive frequencies of the keyphrases decrease as the density decreases. 

Table 2. Highest ranked keyphrases in the climate change RT-dictionary 

Keyphrases IS 

climate change 35.8

climate change research 28.4 

global warming 26.7 

impacts of climate change 26.3 

sea level 26.2 

global climate 25.7 

greenhouse gas 25.3 

sea level rise 25.2 

climate change impacts 25.0 

sustainable communities 25.0 

environmental policy 24.9 

environmental change 24.7 

global climate change 24.5 

sustainable energy 24.5 

climate impacts 24.3 

integrated assessment 24.2 

water resources 24.1 

gas emissions 23.9 

greenhouse gases 23.9 

climate changes 23.8 
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In the dictionary, the importance scores range from 4.7-35.8. The choice of the 
lower limit of 4.7 has no experimental basis. As mentioned, one purpose of this study 
is to consider this issue. 

Table 2 shows the 20 highest ranked phrases in the dictionary and their importance 
scores. Many of the phrases are well-known in the context of climate change research. 
The dictionary also contains short form phrases, i.e., phrases where one component is 
omitted. Authors often use such forms. For example, after introducing the full phrase 
climate change impacts the author may refer to it by the phrase change impacts. In 
searching such short forms may strengthen the query and affect document ranking 
positively when used together with their full forms. However, the short forms are 
often ambiguous, and often it does not make sense to use a short form without at the 
same time using its full phrase. 

4.2 Synonyms 

Synonyms were identified using the digram approximate matching technique. 
Phrases were first decomposed into digrams, i.e., substrings of two adjacent charac-
ters in the phrase (for n-gram matching, see [18]). The digrams of the phrase were 
matched against the digrams of the other phrases in the phrase list generated in the 
keyphrase extraction phase (Section 4.1). Similarity between phrases was computed 
using the Dice formula, and the phrase pairs that had the similarity value higher 
than the threshold (SIM=0.75) were regarded as synonyms. The output of the di-
gram matching process contained some 10% of wrong matches which were re-
moved manually. In the majority of cases the identification of the wrong matches 
was a trivial task and it does not require any specific expertise. Currently, we are 
working to develop a more effective synonym identification method where only a 
minimal manual intervention is needed. We are testing several approximate string 
matching methods in combination with stemming and as such, as well as the use of 
the textual contexts of the phrases. 

Table 3. Three example entries in the climate change RT-dictionary 

Head phrase IS Synonyms IS 

hydrologic cycle 11.3 hydrological cycle 15.1 

ice melt 11.5 ice melting 5.7 

  melting ice 11.8 

  melting of ice 10.3 

sea level rising 5.5 rising sea level 13.0 

  rising sea levels 18.1 

  sea level 26.2 

  sea level rise 25.2 

  sea level rises 10.8 
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The dictionary contains the following types of synonyms: 

A. Spelling Variants. Phrases that contain the same component pairs but are written 
slightly differently, e.g. climate change prediction - climate change predictions. 
These kinds of variants are mostly morphological variants. 

B. Syntactic Variants. Phrases that contain the same component pairs, but the order 
of the components is different, e.g. predicted climate change - climate change predic-
tions. These kinds of variants may also include type A variation, as in the example 
above. 

C. Short Form Variants. A phrase that is a subphrase of a longer phrase, e.g. 
change impacts - climate change impacts. 

The dictionary contains 5 507 unique phrases. Of these, 4 769 phrases have at least 
one synonym. Table 3 presents three example entries. The dictionary is organized 
alphabetically, and each phrase acts as a head phrase in its turn. 

5 Experiments 

In the experiments, we selected test phrases, formulated test queries based on the 
selected phrases, and run the queries in two search systems. This section describes 
these tasks. Section 6 presents the evaluation measures and reports the findings.  

We investigated spelling and syntactic variants.  As discussed above, short forms 
variants are often ambiguous expressions, and often it does not make sense to use 
them alone in queries. For this reason, they were not considered in these experiments. 
We may investigate them in the further research. They may be useful in document 
ranking, which is one possible application area of the RT-dictionary. 

When the test phrases were selected from the dictionary it was ordered in the de-
creasing order of the ISs, so that high IS phrases were in the beginning and low IS 
phrases at the end of the dictionary. For both variant types, 25 entries were selected 
from the beginning and 25 from the middle of the dictionary. An entry contains a 
head phrase and its synonym(s) (Table 3). In the selection, a candidate entry was dis-
carded if it did not have synonyms, then the next one was tried until there were 50 
entries both for spelling and syntactic variants. The synonyms of the selected head 
phrases varied from high IS to low IS phrases. In the spelling variant test set, 38 head 
phrases had one synonym, 10 had two, one had three, and one had four synonyms. In 
the syntactic variant set, these numbers were: 36 head phrases had one synonym, 10 
had two synonyms, and four had three synonyms. 

Basically, we formulated 50 test topics both for spelling and syntactic variants. The 
test topics were of the type climate change AND C, where C is the concept 
represented by the entry selected for the experiment. Unlike in traditional information 
retrieval experiments (see http://trec.nist.gov), the relevance of the documents was not 
assessed by human assessors. Instead, we performed (1) high precision queries, that 
is, title queries, and high recall queries, that is, full text queries. In (1) the query 
phrase is required to appear in the title of the document and in (2) the query phrase 
may appear anywhere in the document. These two types represent a broad spectrum 
of search results regarding the precision and recall of the results. It should be noted 



114 A. Pirkola 

that we are not interested in the precision and recall as such, but the effectiveness of 
the IS to indicate good query phrases in different situations. 

If the phrase occurs in the title of the document, we can be highly confident that 
the document deals with the issue represented by the phrase. The title queries do not 
retrieve all documents that are relevant to a particular test topic. However, they re-
trieve highly relevant documents which usually are the most important for the user. 
The title queries are important also in that they return a focused set of relevant docu-
ments. Common experience suggests that Web searchers usually only look at the top 
search results. This has also been verified experimentally [19]. Thus, a relatively 
small set of relevant documents is more important than high recall. The full text que-
ries return highly relevant, marginally relevant and irrelevant documents. They thus 
yield higher recall but lower precision than title queries. 

We run the queries in our climate change search system and in the Google search 
engine. Google is the biggest search engine on the Web, covering billions of pages, 
and it is characterized by the heterogeneous information. Google‘s advanced search 
mode supports title queries. The climate change search system has indexed 95 819 
(public version 73 194) Web pages related to climate change. The pages crawled for 
the system were indexed using the Apache Lucene programming library 
(http://lucene.apache.org/). The system supports several types of queries based on 
Lucene’s query language, e.g. queries targeted at the title of documents, and it reports 
the number of retrieved pages. 

In the experiments, each test phrase was run as a query in the climate change search 
system (in short CCSS in tables) and in Google. All documents indexed by our search 
system deal with climate change and it was not explicitly expressed in queries, whereas 
Google queries included the phrase climate change in addition to the test phrases. 
Google reports the number of retrieved pages which, however, may vary in that the 
same query returns different number of pages even during a short period of time. How-
ever, generally the retrieval results are consistent and meet the expectations. 

Below we present some example title queries: 
 

Climate change system - the highest IS phrase  
title: "biodiversity loss" [IS=12.6] 
 

Climate change system - other phrase 
title: "loss of biodiversity" [IS=11.2] 
 

Google - the highest IS phrase 
allintitle: "biodiversity loss" "climate change" 
 

Google - other phrase 
allintitle: "loss of biodiversity " "climate change" 

6 Findings 

In the first experiment, we compared the number of documents retrieved by the high-
est IS phrases to that retrieved by the other phrases. If the IS is a good indicator of 
query performance we expect the highest IS phrases to retrieve much larger sets of 
documents than the other phrases. Tables 4 and 5 report the total number of docu-
ments retrieved by the highest IS phrases and the other phrases across the synonym 
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sets for title queries (Table 4) and for full text queries (Table 5). As can be seen, in 
both cases the highest IS phrases perform far better. The statistical significance was 
analyzed by the paired t-test. By conventional criteria, the results are statistically sig-
nificant except for Google / syntactic / title. In Tables 4-5 the significance levels are 
indicated as follows: *** p < 0.001; ** p < 0.005; * p < 0.05. 

Table 4. Number of retrieved documents by the highest IS phrases and other phrases. Title 
queries. 

Variant type Search system Highest IS # docs Other # docs 

Spelling, CCSS 3545 *** 793 

Syntactic. CCSS 1163 *** 295 

Spelling, Google 686 854 * 331 556 

Syntactic. Google 1 374 087 748 841 

Table 5. Number of retrieved documents by the highest IS phrases and other phrases. Full text 
queries. 

Variant type Search system Highest IS # docs Other  # docs 

Spelling, CCSS 53 839 *** 16 403 

Syntactic. CCSS 49 146 *** 14 205 

Spelling, Google 408 524 000 *** 133 057 300 

Syntactic. Google 223 705 000 ** 94 023 730 

Table 6. Average number of retrieved documents in the six IS categories. Title queries. 

Variant type. Average IS  for the category  CCSS # documents Google  # documents 

Spelling   

IS=24.3 134.3 22 453.5 

IS= 20.1 76.9 26 923.3 

IS= 15.1 6.7 3 325.8 

IS=13.4 2.8 523.5 

IS=11.9 6.8 296.2 

IS=7.8 0.8 78.2 

Syntactic   

IS=21.8 48.4 42 925.8 

IS=17.6 17.2 28 877.6 

IS=14.4 3.4 31 409.5 

IS=12.8 4.7 2 419.1 

IS=9.9 0.2 594.1 

IS=6.9 0.2 1563.3 

 
The second experiment considered effective phrases in general. The test phrases 

were put in six categories of equal size, i.e., the same number of phrases, based on 
their ISs. For spelling variants, each category contained 19 phrases, and for syntactic 
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variants 20 phrases. Tables 6 (title queries) and 7 (full text queries) report the average 
number of retrieved documents in each category, and the average IS for the catego-
ries. As can be seen, the trends are not strictly linear but exhibit downward curvatures 
in a few cases. However, the trends are still clear: The higher the IS, the more docu-
ments are retrieved. Linear regression analysis yielded the correlation coefficients 
from 0.87 (Google / spelling / title, p < 0.05) to 0.92 (CCSS / spelling / title, p < 
0.01). These indicate a strong relationship between the IS and the search results. 

Table 7. Average number of retrieved documents in the six IS categories. Full text queries. 

Variant type. Average IS  for the category  CCSS # documents Google  # documents 

Spelling   

  IS=24.3 1317,8 12 071 526.3 

  IS= 20.1 1612,1 11 427 842.1 

  IS= 15.1 452,5 1 460 737.8 

  IS=13.4 121,5 1 482 000.0 

  IS=11.9 128,6 1 457 136.8 

  IS=7.8 64,5 605 036.8 

Syntactic   

  IS=21.8 1983,4 7 620 500.0 

  IS=17.6 472,4 3 057 610.5 

  IS=14.4 347,4 1 434 650.0 

  IS=12.8 291,3 1 372 726.3 

  IS=9.9 73,4 1 265 878.9 

  IS=6.9 38,3 362 090.6 

 
In summary, the results of the experiments showed that the importance score is an 

effective indicator of the effectiveness of the phrases in searching. The trends are 
clear: 

• In a synonym set, the phrase with the highest IS retrieves significantly more doc-
uments than the other phrases. 

• The higher the IS is, the more documents are retrieved.  
• The IS is effective in many search situations. 

7 Discussion 

Web search engines are query-based search systems. Querying is an effective method 
when the information need can be expressed using a relatively simple query and the 
search term is clear, e.g. when the searcher looks for information on the disease 
whose name he or she knows. However, it is common that the searchers do not know 
or remember the appropriate search terms. Complex information needs are also diffi-
cult to formulate as a query. In situations such as complex work tasks the information 
need itself may be vague and ill defined [20]. Obviously, a terminology tool contain-
ing the most important phrases related to a particular topic would be a helpful tool for 
searchers searching for information related to that topic, helping to clarify the  
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information need and find good query terms. We developed such a tool: a new type of 
dictionary that is intended as a search assistance in topic-specific Web searching. The 
dictionary has the following new features compared to standard dictionaries and the-
sauri: It contains real-text phrases and synonym groups, and each phrase is assigned 
an importance score. 

Real-text phrases. The phrases included in the  real-text dictionary of climate change 
were extracted from the pages dealing with climate change, and are thus known to 
appear in the pages discussing climate change issues when used as search terms. 
Hence, the proposed approach implicitly involves the idea of reciprocity: the phrases 
are extracted from relevant Web pages (i.e., pages related to some aspect of climate 
change), and they in turn can be used in queries to find relevant pages. 

Synonymy. It seems that Web searchers are not aware of the effects of synonymy on 
the search results, because not many search systems provide the searchers with termi-
nology tools that support query formulation. The proposed RT-dictionary is such a 
tool that groups synonymous phrases together. The main limitation of our approach is 
that it does not find synonyms that are written completely differently. We intend to 
address this issue in the ongoing project. Wei et al. applied co-click analysis for syn-
onym discovery for Web queries [21]. The idea is to identify synonymous query 
terms from queries that share similar document click distribution. We cannot use the 
co-click analysis because we do not have sufficient amount of click data, but we can 
try a similar kind of idea: analyzing documents that share similar in- and out-link 
distribution. 

Importance score. The importance score was devised to be a measure that indicates 
how important the phrase is from the viewpoint of the search results. The results 
showed that it works as it was intended to work. It indicates effectively the best 
phrase among synonymous phrases and effective phrases in general. The IS is effec-
tive even in the Google search engine that has indexed billions of pages. Thus, the 
RT-dictionary provides the user with information on which of the alternative phrases 
is likely to yield the best search results. In cases where two (or more) query terms 
have high IS, the results of this study suggest that the user should use both (all) of 
them (provided that the search system supports disjunction (OR-operator) type que-
ries). 

RT-dictionary was developed for use as a search assistance to support query for-
mulation in Web searching, but it could be used in document indexing as well to im-
prove the ranking of documents. In Web search engines, pages are scored with respect 
to the input query and ranked on the basis of the assigned scores. Ranking schemes 
typically include a term frequency (tf) component, where term frequency refers to the 
number of occurrences of the query term in a document. The rationale behind the use 
of tf is that the more occurrences the query term has in a given document the more 
likely it is that the document is relevant to the input query. If synonymy is taken into 
account by summing up the term frequencies of synonyms in a document, more accu-
rate relevance scores are achieved in comparison to a conventional approach where 
synonymy is not taken into account. This can be illustrated using a simple example. 
Consider a page containing the following phrases with each having one occurrence on 
the page: sea level rise, rising sea level, and rising sea levels. In the conventional 
situation where the user only uses base form query term (i.e., sea level rise) and the 
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term frequencies of synonyms are not summed up tf=1, whereas when the term fre-
quencies are summed up  tf=3, which is more realistic because the concept denoted by 
the three phrases indeed appears three times on the page. Authors (of Web pages) tend 
to use alternative phrases and do not only use base form terms but also different syn-
tactic and morphological forms. This means that many important documents are 
ranked lower than they actually deserve if synonymy is not taken into account. 

To be able to systematically explore a given scientific topic, a necessary require-
ment is to have a terminology assistance (e.g., ontology, dictionary, thesaurus) that is 
used to divide the topic into meaningful subtopics or concepts.  Therefore, RT-
dictionary could be applied in any system or method that involves an exploration of a 
topic. For example, in [22] we applied the dictionary in a Web browsing system fo-
cused on scholarly pages related to climate change. In the system, the target pages of 
the links are grouped under index terms (keyphrases), such as melting glaciers, cli-
mate models, and sea level rise based on the occurrences of the keyphrases on the 
pages. The source of the index terms is the climate change RT-dictionary. 

8 Conclusions 

We described a method to construct a topic-specific dictionary of real-text phrases to 
support query formulation in Web searching, and presented the existing climate 
change RT-dictionary. The proposed method is a general method and can be applied 
to any reasonable topic. We argued that there is need for such search assistances due 
to the difficulty to formulate queries in particular for complex information needs. In 
the experimental part of this paper we showed that the proposed importance score is a 
good indicator of search success. 

The further development of RT-dictionary was discussed in the previous sections. 
Our plan is also to construct RT-dictionaries for new topics and to add multilingual 
features to the RT-dictionary. 
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Abstract. The fragmented smartphone market with at least five important mobile
platforms makes native development of mobile applications (apps) a challenging
and costly endeavour. Cross-platform development might alleviate this situation.
Several cross-platform approaches have emerged, which we classify in a first
step. In order to compare concrete cross-platform solutions, we compiled a set of
criteria to assess cross-platform development approaches. Based on these criteria,
we evaluated Web apps, apps developed with PhoneGap or Titanium Mobile, and
– for comparison – natively developed apps. We present our findings as reference
tables and generalize our results. Our criteria have proven to be viable for follow-
up evaluations. With regard to the approaches, we found PhoneGap viable if very
close resemblance to a native look & feel can be neglected.

Keywords: App, Mobile application, Cross-platform, Multi-platform.

1 Introduction

Smartphones, i.e. mobile phones combining a range of different functions such as me-
dia player, camera, and GPS with advanced computing abilities and touchscreens, are
enjoying ever-increasing popularity. They enable innovative mobile information sys-
tems, often referred to as apps. However, the market of mobile operating systems for
smartphones is fragmented and rapidly changing. According to Gartner [1], Google’s
Android, Nokia’s Symbian, Apple’s iOS, and RIM’s Blackberry all have at least a 9 %
market share, with Microsoft’s Windows Phone expected to increase in popularity as
well. The platform distribution among all devices still in use today is even less concen-
trated. As all platforms differ significantly from each other, software developers that
want to reach a large audience of users would be required to develop their apps for each
platform separately.

Cross-platform development approaches emerged to address this challenge by allow-
ing developers to implement their apps in one step for a range of platforms, avoiding
repetition and increasing productivity. On the one hand, these approaches need to of-
fer suitable generality in order to allow provision of apps for several platforms. On the
other hand, they still have to enable developers to capitalize on the specific advantages
and possibilities of smartphones.

Our paper first classifies general approaches to cross-platform development of mo-
bile applications. We then analyse and compare existing cross-platform solutions based
on Web technologies like HTML, CSS, and JavaScript. As these differ in their general
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architecture and their capabilities, it is not obvious which to prefer. We will outline
criteria that are important when making a decision as well as evaluate the popular ap-
proaches mobile Web apps, PhoneGap and Titanium Mobile according to these criteria.

Our work makes several contributions. Firstly, it gives a comprehensive overview of
current approaches for cross-platform app development. Secondly, it proposes a frame-
work of criteria for evaluation. They are not only applicable in this paper but can be
used for future assessments. Thirdly, we present a detailed analysis of the considered
approaches. Fourthly, we discuss and generalize our findings in order to provide deci-
sion advice.

This paper is structured as follows. Related work is studied in Section 2. Section 3
classifies general cross-platform development approaches. Concrete cross-platform
frameworks to be evaluated are presented in section 4. We then introduce our catalogue
of criteria in Section 5. The evaluation follows in Section 6. In Section 7 we discuss our
findings. Eventually, we draw a conclusion in Section 8.

2 Related Work

Much related work can usually be identified for an article that compares various tech-
nologies. However, if it deals with cutting-edge technology, the number of similar pa-
pers shrinks dramatically. General papers on the technologies dealt with in this paper
are cited in the appropriate sections, particularly in Section 4. Thus, this section assesses
existing work that compares two or more approaches for cross-platform app develop-
ment.

Until recently, papers only discussed mobile platforms – or rather operating systems
– for mobile devices. An example is the paper by Cho and Jeon [2]. Comparison papers
such as by Lin and Ye [3] only marginally help developing multi-platform apps. The
same applies to very specialized papers. They usually rather concern the business per-
spective than deal with technology. An example is a study of mobile service platforms
[4]. But even technically-driven papers that address multiple platforms do not necessar-
ily help to develop cross-platform apps. For instance, a study of smartphone malware
[5] only roughly hints to platform particularities.

Anvaari and Jansen [6] have compared the predominant mobile platforms with regard
to the openness of their architectures. Their approach takes a very close look at one
aspect and thus can be seen as complementary with our work. Charland and Leroux [7]
compare the development of native apps and Web apps. In contrast to our approach,
they do not take a cross-platform perspective.

A comparison of iPhone and Android development is presented by Goadrich and
Rogers [8]. Despite the topic, which is similar to our work, their aim is different. In
fact, they try to answer which platform should be used for the education of students.
Another study deals with mobile cloud apps [9]. While the authors deal with cross-
platform development, they focus on native thin clients that access cloud services.

A number of publications address more than one platform [10–12]. While these pub-
lications foster a better understanding of the platforms, they do not really compare the
different approaches. Rather, they explain how to use a technology on a multitude of
platforms or devices. Due to the high relevance for practitioners, the topic is also rec-
ognized in technology weblogs [13, 14]. Although such articles give valuable advice,
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they cannot be compared to our structured approach. In an industry study, VisionMo-
bile compared a large number of cross-platform tools based on a developer survey and
vendor interviews. This complements our in-depth review, which is based on a set of
criteria.

3 Classification of Approaches

When developing native applications, developers implement an application for one spe-
cific target platform using its software development kit (SDK) and frameworks. The app
is tied to that specific environment. For example, applications for Android are typically
programmed in Java, access the platform functionality through Android’s frameworks,
and render its user interface by employing platform-provided elements. In contrast,
applications for iOS use the programming language Objective-C and Apple’s frame-
works. In case multiple platforms are to be supported by native applications, they have
to be developed separately for each platform. This approach is the opposite of the cross-
platform idea and will serve as a point of reference in this paper. Users will install native
apps from the platform’s app store or other platform-provided installation means. They
receive an app that, by its very nature, has the look and feel of the platform.

In contrast to separate native development, cross-platform approaches allow devel-
opers to implement an app as a single code base that can be executed on more than
one platform. We distinguish between approaches that employ a runtime environment
and those that generate platform-specific apps from a common code base at compile
time. The latter, generator-based category includes model-driven solutions and cross-
compiling. Up to now, there are no production-ready solutions of this category. Hence,
we concentrate on cross-platform solutions that combine the source code of an app
with a runtime environment. This environment interprets the app’s code at runtime and
thereby executes the app. The runtime environment has to be specific for each mobile
platform, while the app’s source code is platform-independent. Three different kinds of
environment can be identified: the Web browser, a hybrid of Web and native compo-
nents, and self-contained environments.

Mobile Web applications (Web apps) implemented with HTML, CSS, and JavaScript
use the browser as their runtime environment and thereby capitalize on the good browser
support of mobile platforms. When using this approach, developers implement their ap-
plication as one Web site optimized for mobile devices, which the Web browser then
interprets. The optimization has to account for the different screen size and usage phi-
losophy of mobile devices. Due to the standardized technologies, the Web site can be
accessed in a similar way by mobile browsers on all platforms. However, mobile Web
apps cannot use device-specific hardware features such as camera or GPS sensor. They
usually cannot be installed on the mobile device but are retrieved via an URL. The up-
coming version of HTML, HTML5, will provide some means in both areas, but not a
comprehensive solution. Typically, Web apps will at least partially look and behave like
common Web pages, differing in appearance and behavior from the native UI elements
provided by the platform.
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To resolve the lack of access to hardware functionality while still satisfying the desire
to employ common Web technologies, hybrid approaches emerged as a combination of
Web technologies and native functionality. Their runtime environment largely consists
of a Web rendering engine, wrapped in a native engine. The source code of hybrid
apps uses similar technology like Web apps but additionally has access to an API for
platform-specific features. At runtime, the platform’s Web view—essentially a browser
without user controls—interprets the source code to display Web pages. All calls to
hardware APIs are relegated to the native wrapper. Hybrid apps are packaged natively
and thus can be (and have to be) installed on the device, unlike Web apps. While their
look & feel mostly resembles that of Web apps, they have access to platform-specific
features.

Self-contained runtime environments do not reuse any (Web) environment already
present on mobile platforms, but use their own, separate runtime environment. Since
such an engine is built from scratch and not based on any previous engine, building
a self-contained environment needs more work, but also offers more freedom. Self-
contained frameworks are not constrained by existing environments and can be de-
signed according to the needs of apps. Hence, they can enable an intuitive and easy
development process. Apps are typically packaged with the framework’s engine and
deployed as native packages.

4 Overview of Frameworks

Based on the classification from above, we chose three concrete cross-platform solu-
tions, i.e. frameworks, and evaluated them, one from each kind of runtime environ-
ment: mobile Web apps, PhoneGap as a hybrid framework, and Titanium Mobile as a
self-contained approach. On the one hand, their evaluation is useful on its own, because
these are popular frameworks among developers1. On the other hand, each also stands
as an example of their category, so that their evaluation offers additional insight into
the general suitability of each category. Together, they make up the largest part of the
decision space relevant when thinking about cross-platform development for mobile de-
vices. Native apps will serve as a point of comparison. The following briefly introduces
each framework.

Simple Web apps may rely on the browser itself and do not necessarily need to be
supported by a concrete framework. However, several frameworks support the opti-
mization for mobile use, e.g. jQuery Mobile [17] or Sencha Touch [18]. Our evaluation
mainly applies to Web apps in general, although our tests have used jQuery Mobile as
a concrete framework.

The most prominent exponent of the hybrid approach is PhoneGap [19]. PhoneGap
was originally created by Nitobi Software, which has been acquired by Adobe [15]. The
development now takes place in the Apache Cordova project of the Apache Foundation
[20], of which PhoneGap is a distribution [21]. There, it is developed as open source
under Nitobi’s leadership by a diverse community, including developers from major

1 PhoneGap counts more than half a million downloads and thousands of applications built with
the framework [15]. Numbers from Appcelerator indicate 30,000 applications using Titanium
[16].
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software firms like IBM or Microsoft [22]. Using PhoneGap, developers still imple-
ment their application with HTML, CSS, and JavaScript. In addition to the Web view,
PhoneGap’s runtime environment provides a JavaScript API combined with a native
bridge to access hardware features. We did our initial review with PhoneGap 1.2, using
jQuery Mobile 1.0 for mobile optimization. Where necessary, we have since updated
our evaluation to version 1.8.0 of PhoneGap and jQuery Mobile 1.1.0.

As a self-contained runtime environment, Appcelerator Titanium Mobile [23] follows
a different approach. It does not use HTML and CSS to create the user interface. Instead,
the UI is implemented completely programmatically. Developers use JavaScript to build
the interface and to implement logic and data, extensively using the Titanium API. The
code is then packaged with Titanium’s engine. At runtime, this engine interprets the
JavaScript code and creates the user interface. Similar to PhoneGap, apps can then be
distributed via app stores. However, their look-and-feel resembles the typical platform
appearance more closely; the UI is made up of native elements. Titanium Mobile is a
product of Appcelerator, which leads development of the basic platform provided as
open source [24] and sells additional features and support. We did our initial tests with
Titanium Mobile 1.7.2 and have since updated our review to version 2.0.2.

Other frameworks not covered here are, for example, Rhodes [25], a hybrid approach
similar to PhoneGap, and model-driven approaches. The latter category has not been
included because existing model-driven solutions like iPhonical [26] or applause [27]
are still in early stages or not relevant in general practice. The same applies to cross-
compiling tools like XMLVM [28].

5 Criteria

In the following, we will elaborate on a list of criteria for evaluating cross-platform
development approaches. In Section 6, this set of criteria will be used to compare and
review the solutions outlined in the previous section. The selection of these criteria is
based on and has been influenced by various sources. An initial set of criteria emerged
from discussions with practitioners and domain experts from small- to medium-sized
software firms. They outlined their requirements for mobile development approaches.
These have been augmented through literature research [29–31] and a compilation of
typical problems apparent in online developer communities. Furthermore, important ex-
periences regarding necessary features have been gained from developing prototypical
apps.

For a better overview, the consolidated list of 14 criteria has been structured into
infrastructure and development perspective. The infrastructure perspective sums up cri-
teria relating to the life-cycle of an app, its usage, operation and functionality/functional
range (see Table 1). The development perspective covers all criteria that are directly re-
lated to the development process of the app, e.g. topics like testing, debugging and
development tools (see Table 2).
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Table 1. Criteria of the infrastructure perspective

I1 License and Costs
This criterion examines whether the framework in question is distributed as free software or even
open source, the license under which it is published, if a developer is free to create commercial
software, and whether costs for support inquiries occur.
I2 Supported Platforms
Considers the number and importance of supported mobile platforms, with a special focus on
whether the solution supports the platforms equally well.
I3 Access to platform-specific features
Includes access to device hardware like camera or GPS and to platform functionality like con-
tacts or notifications. Compared according to application programming interface (API) and Web
site.
I4 Long-term feasibility
Especially for smaller companies the decision for a framework might be strategic due to the
significant initial investment. Indicators for long-term feasibility are short update cycles, regular
bug-fixes, support of newest versions of mobile operating systems, an active community with
many developers, and several commercial supporters steadily contributing to the framework’s
development.
I5 Look and feel
While the general appearance of an app can be influenced during development, it does matter
whether a framework inherently supports a native look & feel or whether its user interface looks
and behaves like a Web site. Most users seek apps that resemble native apps. Furthermore, this
criterion tries to ascertain how far a framework supports the special usage philosophy and life-
cycle inherent to an app. Apps are frequently used for a short amount of time, have to be “instant
on”, and are likely to be interrupted, e.g. by a call. When returning to the app, a user does not
want to repeat her input but wants to continue where she left the app.
I6 Application Speed
Tries to compare the application’s speed at start-up and runtime, i.e. its responsiveness on user-
interaction. For evaluation, instead of measuring the performance, we assess the subjective user-
experience.
I7 Distribution
Evaluates how easy it is to distribute apps created with the respective framework to consumers.
One part is the possibility to use the app stores of mobile platforms, since users often want
to use this distribution channel. However, solely relying on app stores also has disadvantages;
a framework offering additional channels also has merits. Furthermore, this criterion assesses
whether updates are possible.

6 Evaluation

We have evaluated the four solutions described in Section 4 according to the crite-
ria of Section 5. The evaluation draws on an analysis of the solutions informed by
own research and experiences as well as opinions from experienced developers. The
experience was mainly gathered by developing a prototypical task management app
employing all four solutions. Typical problems arising when using these solutions were
compiled from observing the respective developer communities and completed the back-
ground information for the evaluation. In addition to a textual evaluation, we assessed
a solution’s fulfillment of each criterion on a scale from 1 to 6, with 1 meaning “very
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Table 2. Criteria of the development perspective

D1 Development environment
Evaluates maturity and features of the development environment typically associated with the
framework, particularly the tool support (IDE, debugger, emulator) and functionalities like auto-
completion or automated testing. The term “ease of installation” summarizes the effort for set-
ting up a fully usable development environment for a framework and a desired platform.
D2 GUI Design
This criterion covers the process of creating the graphical user interface (GUI), especially its
software-support. A separate WYSIWYG editor and the possibility to develop and test the user
interface without having to constantly “deploy” it to a device or an emulator are seen as benefi-
cial.
D3 Ease of development
This criterion sums up the quality of documentation and the learning-curve. Therefore, the qual-
ity of the API and documentation is evaluated. This part of the criterion is well-fulfilled if code
examples, links to similar problems, user-comments, etc. are available. The learning curve de-
scribes the subjective progress of a developer during his first examination of a framework. Intu-
itive concepts bearing resemblance to already known paradigms allow for fast success. This can
have a significant impact on how fast new colleagues can be trained and how much additional,
framework-specific knowledge a developer needs to acquire.
D4 Maintainability
The lines of code (LOC) indicator is employed to evaluate maintainability [32, p. 53f.]. The
choice of this indicator is based on the assumption that an application is easier to support when
it has less LOC, because e.g. training of new developers will be shorter, source code is easier
to read etc. While more sophisticated approaches could also be justified as relevant indicators,
these are hard to apply, especially in case of complex frameworks and for apps composed of
different programming and markup languages.
D5 Scalability
Scalability is based on how well larger developer teams and projects can be conducted using the
respective framework. Modularization of framework and app are highly important as this allows
increasing the number of concurrent developers and the scope of the app’s functionality.
D6 Opportunities for further development
Determines the reusability of source code across approaches and thereby assesses the risk of
lock-in, which would be increased if a project started with one framework could not later be
transferred to another approach.
D7 Speed and Cost of Development
Evaluates the speed of the development process and factors that hinder a fast and straightforward
development. Costs are not explicitly estimated because they are taken as being dependent on the
speed of development, assuming that one can abstract from differences in salary of a JavaScript
or Java developer.

good” and 6 “very poor”. This allows for a quick overview. Due to space restrictions
we present the results in tabular form, with two tables per solution, one for the in-
frastructure and one for the development criteria, and summarize the main findings for
each solution in the following subsections. Section 7 draws a comparison between the
solutions and provides decision support.



Cross-Platform Development Approaches 127

6.1 Web App

Table 3 and Table 4 present the evaluation of mobile Web apps as a cross-platform
development approach. Web apps can be accessed from all smartphones via the plat-
form’s browser. They are based on open and mature standards and enable easy and fast
development. The disadvantage of this approach is its lack of hardware access and that
the look and feel resembles Web sites. While Web apps can easily be accessed via their
URL, it is not possible to use the distribution and marketing facilities of app stores. This
limits their feasibility for commercial applications.

6.2 PhoneGap

Table 5 and Table 6 present the evaluation of PhoneGap as a hybrid cross-platform
development approach. PhoneGap offers generic access to platform-specific features
on all major mobile platforms. Because it is based on Web technology, development is
only slightly more complicated compared to Web apps. However, as a consequence, the
visual appearance and, to a lesser extent, the behavior do not reflect a native look and
feel but rather that of a Web site.

6.3 Titanium Mobile

Table 7 and Table 8 present the evaluation of Titanium Mobile as a cross-platform
approach based on a self-contained runtime environment. As its main advantage, apps
built with Titanium Mobile inherently have the look and feel of native apps, although
performance limitations might impair the user experience in certain situations. Titanium
only supports iOS and Android; the entire ecosystem is less open. Advanced features
often require a subscription. Developing apps with Titanium requires a high amount
of Titanium-specific knowledge, which, together with the programmatic GUI creation,
slows down development.

6.4 Native App Development

Table 9 and Table 10 present the evaluation of native development for Android and
iOS. Apps developed specifically for each platform using their APIs and following their
conventions inherently results in a native look and feel. However, this has to be done
separately for each platform and thus does not represent a cross-platform development
approach. Abstracting the results from the concrete platforms it can be said that native
development benefits from the best support but requires very specific knowledge.

7 Discussion

This section offers a synthesis of the evaluation and provides general advice for choos-
ing a suitable cross-platform approach. Although native apps benefit from an optimal
integration into the respective mobile operating system and good developer support, the
analysis showed that cross-platform approaches are a viable alternative. As soon as mo-
bile apps have to be developed for multiple platforms under tight budgets, with small
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Table 3. Evaluation of mobile Web applications – Infrastructure perspective

I1 License and Costs 3
Fees may apply for using specific JavaScript frameworks. Although most of these are open-
source [17, 18], there are some examples that require commercial licenses [33]. Most communi-
ties are very active and usually answer questions in community boards, which might be seen as
free support. Nevertheless, selling support packages is a typical business model for open-source
software. Moreover, costs may occur from hosting (storage and traffic) a Web site.
I2 Supported Platforms 1
All smartphone platforms have their own native browser. Additionally, there are several alterna-
tives, e.g. Mozilla Firefox or Opera Mini. Hence, support of the different platforms only differs
in browser quality. Most native browsers use the WebKit library, but there are minor variations
in displaying the user interface [34].
I3 Access to platform-specific features 5
JavaScript does not permit any hardware access on smartphones. HTML5 offers “WebStorage”
to locally store application data. This concept, however, is in most browsers limited to 5 MB
[35]. Playback of video and audio files and the use of multi-touch gestures are no longer a
problem.
I4 Long-term feasibility 1
HTML, CSS, and JavaScript are well established techniques undergoing steady improvement.
The decision for a specific JavaScript framework can however turn out to be problematic because
changing it later on is in most cases expensive. Nevertheless, there are some popular and wide-
spread frameworks that can be assumed future-proof due to a very active development, regular
bug-fixes, and a large community.
I5 Look and feel 4
The usage of native UI elements from within the browser is not possible; design and layout of
apps depend on CSS. There are several projects trying to imitate the design of a specific plat-
form, e.g. CSS Theme for iPhone [36]. jQuery Mobile does not follow this approach and manual
work is necessary. CSS3 facilitates simple and fast development of user interfaces. There are
major differences in the usage philosophy of a Web site and an app. The browser can be closed
at any time and does not have to notify the Web site of this event. Whenever the users returns
to a Web app, the app should have memorized settings and input, which, thanks to HTML5, has
become possible. By using a manifest file [37], a Web site can request to keep an offline copy,
concepts like WebStorage allow Web sites to save data in the local storage.
I6 Application Speed 3
Due to the fact that a Web app has to be loaded via the Internet, launching the app may be slow.
WebStorage and the manifest file (as described in I5) limit this phenomenon to the first start of
an app. This is comparable to the installation of a native app from an app store. At runtime, Web
apps profit from the fact that today’s smartphone browsers are highly performance-optimized.
Still, the authors’ experiments with this approach have shown that especially with a high number
of animations and large amounts of content an app can easily reach the limit of a smartphone’s
CPU.
I7 Distribution 3
Distributing a Web app is simple. Users only need to know its URL and they will automatically
get the most recent version. Using app stores is generally not possible. One could package the
Web app via PhoneGap or Titanium; however, this is not permitted in Apple’s app store as there
is no additional benefit of doing so [38].
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Table 4. Evaluation of mobile Web applications – Development perspective

D1 Development environment 2
There are several development environments for developing with HTML, CSS and JavaScript.
They provide almost all desired functionality such as auto-completion. Installing the software
development kit (SDK) of the desired platform is mandatory for the use of an emulator, al-
though, for a first impression, a desktop-browser might be enough. In summary, the maturity
of development tools is high. Software support for debugging and testing is excellent; in most
cases tools like Firebug [39] can be employed in addition to a regular browser.
D2 GUI Design 1
Most tools for Web UI design offer WYSIWYG editors. These need to have special settings for
e.g. display size and resolution to be helpful when developing smartphone apps. As the Web
app can rapidly be reloaded on the target device without having to recompile it, GUI design is
comparably fast.
D3 Ease of development 2
As the quality of documentation (again depending on the framework used) is very high and
as concepts used in HTML, CSS and JavaScript are intuitive, the ease of development is higher
than with any of the other frameworks. Besides having to know the underlying programming and
markup languages (HTML, CSS, and JavaScript), a programmer does hardly need any further
knowledge. He has to be aware of characteristics and limitations of a smartphone (display size,
Web storage, limited CPU and GPU speed [40]) and can then start developing.
D4 Maintainability 1
A good JavaScript framework enables short and elegant code. Functionality like sorting of data
can sometimes be inserted by using a single keyword. The underlying framework will then
supply all necessary methods. The LOC indicator for the prototype application was lowest for
the mobile Web application.
D5 Scalability 2
Web apps in general can easily be split into a large number of small files that fit into the overall
design. This might again depend on the framework employed. Projects using jQuery, for exam-
ple, tend to become confusing from a certain size [41] while others support modularization very
well.
D6 Opportunities for further development 1
A project started as a Web app can easily be ported to PhoneGap if access to the native API
should become necessary. It might also be packaged with a WebView control in Titanium Mobile
or as a native application, although both would contradict the “native” character of these apps
and not provide all of the advantages of these approaches. Altogether, opportunities for further
development are excellent.
D7 Speed and Cost of Development 1
In comparison to all other frameworks, developing the prototype as a Web app has taken the
shortest amount of time. Development tools are technically mature, debugging and testing and
the design of the user interface can therefore be carried out fast and cost-efficient.

developer teams, and in a short time frame, a cross-platform approach is necessary.
However, these approaches are more than a second-best alternative. Developers might
prefer using a cross-platform solution even in the absence of these constraints.

Mobile Web apps constitute an ideal starting point for cross-platform, because they
do not require advanced knowledge and enable developers to start implementing the
app right away. Web apps are a simple approach benefiting from good support by
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Table 5. Evaluation of PhoneGap – Infrastructure perspective

I1 License and Costs 2
Both PhoneGap and jQuery Mobile are open source software (distributed under Apache Li-
cense 2.0 [42], respectively GPL/MIT license [43]). Commercial software can be created free of
charge. Nitobi sells support packages from USD 25 to ≥ USD 2000 per month, including bug
fixes and private telephone support [44].
I2 Supported Platforms 2
PhoneGap supports seven mobile platforms (iOS, Android, BlackBerry OS, Windows Phone,
HP WebOS, Symbian, Bada); this is only beaten by Web apps. The amount of supported fea-
tures differs slightly, even among different versions of the same operating system. As PhoneGap
uses a platform’s Web view, JavaScript frameworks that are intended to be used in addition to
PhoneGap need to support each targeted platform. jQuery Mobile supports all platforms for
which PhoneGap is available [45].
I3 Access to platform-specific features 2
PhoneGap gives easy access to most platform-specific features [46]. More sophisticated func-
tionality, e.g. scanning of barcodes, can be added via plugins.
I4 Long-term feasibility 2
As both PhoneGap and jQuery Mobile are comparatively young projects, with their first version
released in August 2008 respectively October 2010, long-term feasibility is hard to estimate.
Adobe acquiring Nitobi [15], support from IBM [22], becoming an Apache project [20], and
regular bug fixes and updates all are in favor of PhoneGap. The same can be said about the active
community, which developed numerous plugins and offers support on community boards. This
also applies to jQuery Mobile.
I5 Look and feel 3
In contrast to apps developed natively, PhoneGap does not use native user interface elements.
Using CSS to imitate the native appearance of a platform requires a high amount of manual
work. jQuery Mobile’s standard stylesheet tries to imitate the iOS look and feel, but differences
remain noticeable. The life-cycle of an app is far better implemented in PhoneGap than it is in
Web apps. PhoneGap offers events that are triggered for all relevant changes in an app’s status,
e.g. pause or resume.
I6 Application Speed 1
Launching a PhoneGap app is fast and user interaction is smooth. Even many tasks did not
influence the prototype’s performance, which is comparable to a native app.
I7 Distribution 2
Although Apple reserves its right to decline apps that are primarily Web apps, this does not
apply to apps developed with PhoneGap, insofar its API is used to access hardware or platform-
specific features [47]. Hence, PhoneGap apps and updates can in general be distributed via app
stores.

mobile browsers on all platforms. Furthermore, they can be easily ported to other cross-
platform approaches.

As soon as platform-specific functionality not available from within browsers has
to be accessed or if distribution via app stores is deemed important, other approaches
are necessary. Both PhoneGap and Titanium Mobile fulfill these requirements. Their
main difference lies with the look & feel of apps developed with these approaches. If
it is a strict requirement that an app’s user interface should appear like a native app,
Titanium is to be preferred. However, Web apps or apps built with PhoneGap merely
tend to look slightly different from native apps and more like Web sites, which might
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Table 6. Evaluation of PhoneGap – Development perspective

D1 Development environment 2
As is the case with Web apps, the developer is not limited in his choice of a development envi-
ronment when using PhoneGap. However, not all IDEs offer auto-completion for PhoneGap’s
API. PhoneGap Build is a service that compiles an app for different platforms in the cloud,
so that developers do not have to install the platform SDKs [48]. After providing the source
of a PhoneGap app, apps are compiled and signed for all chosen platforms and can easily be
downloaded.
D2 GUI Design 1
As for Web apps, designing the graphical user interface can largely be done using a standard
browser and WYSIWYG editors like Adobe Dreamweaver.
D3 Ease of development 2
PhoneGap’s documentation is clearly structured and comprehensive [49]. It provides numerous
examples – in most cases one quick and one full example – and in some cases mentions problems
with specific methods on a certain platform. The documentation of jQuery Mobile is equally
good [50]. Almost no further knowledge is required in addition to these APIs. The last releases
of PhoneGap had some stability problems, which have, however, been fixed by now [51].
D4 Maintainability 1
Except for additional code that accesses the hardware, hybrid apps do not require more lines
of code than comparable Web apps. Implementing our prototype with PhoneGap, we got the
impression that the source code is short and clearly structured, largely due to the use of jQuery
Mobile.
D5 Scalability 2
The evaluation of Web apps with respect to this criterion applies without modification.
D6 Opportunities for further development 2
A project using PhoneGap can, as long as no platform-specific features are used, also be run
as a mobile Web site. This enables a company to reach even those customers that do not own a
smartphone with an operating system supported by PhoneGap or that do not want to download
and install an app.
D7 Speed and Cost of Development 1
This is more or less equal to those of a Web app, with only little additional time required for
implementing access to hardware functionality.

even be desirable. This should be kept in mind before postulating native look & feel as
a must-have, especially as the look & feel criterion (I5) is the only one where Titanium
performs better than PhoneGap. The main disadvantages of Titanium are that it supports
only two platforms – albeit the most important ones –, its less open business model,
and a more complicated development process. Thus, if there are no hard requirements
regarding look & feel or if these might be loosened, the evaluation showed PhoneGap
to be the preferable option for cross-platform development.

However, these are only general guidelines that have to be adapted and interpreted
for each project individually. The results of our evaluation can be used to support such
decisions, for example in semi-formal multi-criteria decision methods like the weighted
sum model [64]. Basic decision support can be obtained by weighing the criteria accord-
ing to the requirements of a given project and calculating a weighted grade. Carefully
interpreted and analysed for sensitivity, the result might yield first insights on which
solution best matches the requirements at hand.
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Table 7. Evaluation of Titanium – Infrastructure perspective

I1 License and Costs 5
While Appcelerator provides a community edition of Titanium Mobile free of charge and as
open source, this edition is limited in functionality. Additional functionality is available in pro-
prietary, closed-source modules, which are only available with a subscription [52]. Subscription
packages include support, while basic documentation is available in Appcelerator’s developer
center. In general, the Titanium ecosystem is less open than the other solutions.
I2 Supported Platforms 4
As of June 2012, Titanium supports iOS and Android, with Android being slightly less well
supported. Consequently, a large number of API methods are “iOS only”. While this enables
developers to use the latest iOS API, it harms cross-platform compatibility, as platform-specific
code might be necessary in certain circumstances. Version 2.0.1 of Titanium introduced the
possibility to also generate mobile Web apps. Since this “Mobile Web platform” is still in de-
velopment and will not support platform-specific APIs [53], we do not consider it further.
I3 Access to platform-specific features 2
Titanium’s spectrum of functionality can be compared to that of PhoneGap [54].
I4 Long-term feasibility 3
Appcelerator’s Web site explicitly mentions its large community with numerous developers and
projects. Nevertheless, the community seems to be less active than PhoneGap’s. Some posts in
Appcelerator’s bulletin board remain unanswered for weeks. This might be explained by the
comparatively less open nature of Appcelerator. Appcelerator tries to embed current trends into
their framework, e.g. using latest functionality of the operating systems. Updates and bug-fixes
occur continuously. However, as Titanium Mobile is driven by a single company, the long-term
outlook depends largely on their corporate strategy.
I5 Look and feel 2
Instead of using HTML5 and CSS3, Titanium interprets an app’s JavaScript code by creating
native UI elements for the app’s user interface [55]. At first sight this approach seems to be less
intuitive. Even drawing a label or a button requires relatively much knowledge about Titanium’s
JavaScript API. Ultimately, creating a user interface that resembles a native app requires far less
time and effort than with Web apps or PhoneGap. The usage lifecycle of an app can easily be
implemented.
I6 Application Speed 5
At start-up, the Titanium prototype did not differ from those created with other frameworks. At
runtime, it started to noticeable stutter as soon as many objects and thus a large amount of view
elements had to be handled. As the prototype is rather simple, programming errors can quite
certainly be ruled out. It is more likely that this stems from the interaction of operating system
and Titanium’s JavaScript interpreter.
I7 Distribution 2
Titanium apps can be distributed via the different app stores without difficulty.

8 Conclusion and Future Work

In this paper, we presented a comprehensive set of criteria for evaluating cross-platform
development approaches for mobile applications. Results have been compiled in tables,
which can be used as references. The ensuing analysis of several cross-platform so-
lutions according to these requirements has shown that PhoneGap is to be preferred,
unless the interface necessarily has to resemble native apps as closely as possible.
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Table 8. Evaluation of Titanium – Development perspective

D1 Development environment 3
Titanium Mobile is tightly integrated into Appcelerator’s IDE Titanium Studio [56], which is
based on Eclipse. As the IDE is especially tailored to Titanium, it offers auto-completion for the
whole Titanium API. Furthermore, it supports deployment to emulators or devices as well as dis-
tribution to app stores. Setting up the development environment for Titanium is straightforward
but the platform SDKs still have to be installed separately.
D2 GUI Design 4
GUI design is rather cumbersome and time-consuming, as the user interface is created pro-
grammatically via Titanium’s JavaScript API. This requires a lot of verbose and repetitive code.
Titanium Studio does not offer a WYSIWYG editor to create the interface.
D3 Ease of development 3
The quality of Titanium’s documentation is good. There are numerous, although minimalistic
code examples [57]. Nevertheless, initial progress and accustomization to the framework is rel-
atively slow, as a high degree of framework-specific knowledge has to be acquired.
D4 Maintainability 3
The prototype developed with Titanium has comparatively many lines of code. Anyhow, the app
still remains maintainable as Titanium apps can easily be modularized.
D5 Scalability 2
The aforementioned ability to easily modularize a Titanium app also enables better scalability.
Separate files can be included using Ti.include() [58] and it is possible to have different windows
run in completely separate JavaScript contexts, even though passing data or objects between
windows is quite slow.
D6 Opportunities for further development 5
Source code of apps written for Titanium, at most with the exception of an application’s inner
logic, can in general not be used with other approaches due to the fact that a large amount of
Titanium-specific functions is used. This creates dependencies on the future development of
Titanium (compare I4).
D7 Speed and Cost of Development 5
Developing with Titanium requires a lot of framework-specific knowledge, and does therefore
demand a lot of experience. Designing the user-interface is only possible within an emulator or
on a device, which slows down development.

Mobile Web apps offer a quick and simple entrance into cross-platform development.
In summary, the maturity of cross-platform approaches reveals that native development
is not necessary when implementing mobile applications. Even if only a single platform
is to be supported, a cross-platform approach may prove as the most efficient method
due to its low entry barriers.

These low barriers are mainly owed to usage of Web technologies. HTML, CSS, and
JavaScript in alignment with Web paradigms are highly suitable for developing cross-
platform apps because they are standardized, popular, reasonably simple but powerful
and well-supported. Combined with additional measures to utilize the special capabili-
ties of mobile devices, they fulfill the requirements of most mobile scenarios. However,
particularly for user interfaces, future research will have to scrutinize the current pos-
sibilities. Interfaces of games are an exemplary field where available approaches might
fall short.
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Table 9. Evaluation of native apps for Android and iOS – Infrastructure perspective

I1 License and Costs 3
Android is distributed as open source by the Open Handset Alliance led by Google under a
combination of the Apache License 2.0 and GPL [59]. In contrast, iOS is only available in
combination with Apple’s own hardware and is published under a proprietary end user soft-
ware license agreement, with some components distributed under GNU GPL and Apple Public
Source License. A membership in Apple’s developer program for at least USD 99 per year is
necessary to be able to deploy apps to end devices or upload them to the app store [60, 61]. Both
frameworks can be used to create commercial software.
I2 Supported Platforms 6
Developing apps natively requires to do so separately for each platform, because programming
language and APIs differ. Hence, this approach does not support cross-platform development.
I3 Access to platform-specific features 1
Direct access to all features.
I4 Long-term feasibility 1
Studies on the future of the smartphone market forecast that both operating systems will continue
to be popular. Developers can rely on large communities, regular bug-fixes and updates.
I5 Look and feel 1
Full support of the platforms usage philosophy and the employment of native UI elements are
self-evident. By definition, everything that can be done with cross-platform approaches is pos-
sible natively as well.
I6 Application Speed 1
The native prototypes are as fast as the prototype developed with PhoneGap. It might be sur-
prising that they are not faster, but this is likely due to heavily optimized implementations of the
WebKit library allowing efficient display of Web pages.
I7 Distribution 2
Native apps can be distributed within the platform-specific app stores, taking into account the
provider’s – especially Apple’s – policies concerning appropriate apps.

The list of criteria and the subsequent evaluation was based on input from domain
experts. This guarantees a high practical relevance of our work. Furthermore, it hints at
promising future improvements in cross-platform development approaches for mobile
applications. Future research topics include

– keeping track with progress in mobile development frameworks and reassessing
existing technologies as the platforms evolve,

– checking whether Web technology can similarly be used for application to different
media,

– verifying our results empirically,
– observing how important platform-specific functions might become available

through standardized APIs,
– extending and proposing our framework for evaluations in similar contexts, and
– preparing to provide decision advice based on companies’ requirements for app

developers.

Our future work will specifically address the refinement and evaluation of our approach
in close contact with app developers.



Cross-Platform Development Approaches 135

Table 10. Evaluation of native apps for Android and iOS – Development perspective

D1 Development environment 2
Android apps can be developed with any Java-enabled IDE. Most developers will probably
use Eclipse with the corresponding Android plugins [62]. iOS developers require Mac OS and
Xcode [63]. Both development environments are mature, although the “ease of installation” is
slightly higher when targeting iOS provided there is access to Apple hardware, as no separate
installation of an SDK or plugin is required.
D2 GUI Design 1
Both Android and iOS come with a WYSIWYG editor, enabling user interface design without
repeatedly having to deploy to an emulator or smartphone. Especially the iOS editor is very
mature, concepts like storyboards offer the possibility to visualize and create large parts of the
application without having to write a singe line of code.
D3 Ease of development 2
As expected, the documentation of both operating systems is very comprehensive and of high
quality. Both provide numerous examples. Getting-started guidelines support beginners, Google
regularly publishes blog posts and developers can additionally resort to the very active com-
munity. Programmers that already know the underlying programming language can progress
rapidly although they need to acquire additional knowledge about the mobile operating system.
D4 Maintainability 3
In terms of LOC, both native prototypes are the most comprehensive. This is due to the very
detailed and object-oriented implementation with Java and ObjectiveC in contrast to the concise
JavaScript code. As they use object-oriented constructs and separate the code into classes, native
apps are (in comparison) easy to maintain, although they might appear to be more heavyweight
than their pendants developed in scripting languages.
D5 Scalability 1
In both Android and iOS, program logic and GUI can easily be separated from each other. Fur-
thermore, each view of an app can be developed on its own. This and the object-oriented concept
of classes enable development teams to scale even better than with the other frameworks.
D6 Opportunities for further development 6
Code written for one native platform can in general not be ported to another platform due to
different programming languages and APIs.
D7 Speed and Cost of Development 5
Developing natively requires the highest degree of specific knowledge and experience. Particu-
larly as an application has to be repeatedly developed for every platform, costs of development
are much higher than with cross-platform approaches.
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Abstract. This paper presents a part of a larger research study that concerned 
investigating the task of information gathering on the Web. The study took 
several subtasks of the information gathering task for investigations in order to 
develop recommendations for improving the design of tools intended for this 
type of task. Since information gathering is a highly search-reliant task, it was 
important to investigate the kind of search behavior users follow during the 
task. The research discussed in this paper attempts to identify the user search 
behaviour during information gathering on the Web. The results of the user 
study indicate that the user search behaviour during Web information gathering 
tasks has characteristics of both orienteering and teleporting behaviours.  

Keywords: Web, gathering, Information, User, Task, Search, Re-finding, 
Study. 

1 Introduction 

To categorize user activities on the Web, researchers often apply models of 
information seeking [6], [9], [5]. However, because Web users and Web technologies 
evolve rapidly, those models may be obsolete. The content of the Web—as well as its 
users—change over time due to the emergence of new genres, topics, and 
communities on the Web [11]. Existing information seeking models have attempted to 
categorize user activities. More recent models have emerged to focus on the narrower 
behaviour of users with particular tasks. 

There have been different studies in which the types of activities users perform on 
the Web were identified and categorized into higher level tasks. Examples of models 
concerning user tasks on the Web include Broder’s taxonomy [4], Rose and 
Levinson’s classification [10], Sellen’s model [12], and Kellar’s categorization of 
information seeking tasks [7]. The results of those studies indicate that each task can 
be further studied for understanding the subtasks involved in the overall task. 

Alhenshiri et al. [2] presented a model in which the task of Web information 
gathering was divided into subtasks each of which involves activities of similar nature 
that users perform on the Web during the task. The process of information gathering 
on the Web has been shown to heavily rely on search and organization of information 
for the task [1]. The search part of the process includes activities users perform to 
locate pieces of information required in the task which may involve locating 
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information from different sources, locating related information to the already located 
pieces, and re-finding information in multi-session tasks [2]. 

When searching for information on the Web, users orienteer, teleport, or do both 
[13]. In the former, users start at a certain page (or site) and continue searching for 
information by following the hierarchy of hyperlinks to find relevant information. In 
the latter, users rely heavily on frequent submissions of search queries to search 
engines (or through search features provided on Web pages) to find relevant 
information. These two types of behaviour have been studied by Teevan et al. [13] 
who showed that 61% of user search activities did not involve keyword search, 
denoting orienteering behaviour. Only in 39% of the search activities, teleporting 
behaviour was involved. 

This paper re-examines the findings of Teevan et al. [13] in the case of searching 
for information during information gathering tasks on the Web. This paper builds on 
the findings in Alhenshiri et al. [2] and investigates the characteristics of user search 
behaviour during Web information gathering tasks. The study described in this paper 
was also intended for investigating other aspects of information gathering on the Web 
that are reported in Alhenshiri et al. [1]. The research in this paper attempts to answer 
the following questions: (i) Do users gathering Web information follow a specific 
kind of search behaviour (orienteering or teleporting)? And how can identifying the 
user search behaviour benefit the design of future information gathering tools 
intended for the Web? The paper is organized as follows. Section 2 explores the 
research rationale. Section 3 illustrates the research study. Section 4 discusses the 
study results and findings. The paper is concluded in Section 5. 

2 Related Work 

Information seeking models have focused on identifying activities users perform 
while they attempt to locate information of interest. The Web has been treated as a 
special case in some of the older models such as Ellis’s [6]. Ellis [6] concluded that 
there are several main activities applicable to hypertext environments of which the 
Web is one. Those activities represent user actions during seeking information that is 
not previously known to the user and which is aimed to increase the user’s 
knowledge. Marchionini [9] stated that the process of information seeking consists of 
several activities (sub-processes) that start with the recognition and acceptance of the 
problem and continues until the problem is either resolved or abandoned. Wilson and 
Walsh’s [14] model of information behaviour differs from many of the prior models 
since it suggests high-level information seeking search processes: passive attention, 
passive search, active search, and on-going search. Although these models provide 
accurate characterizations of users’ information seeking activities, several activities 
that users perform on the Web usually are not included in the model. The variations of 
those models and the continuous modifications make it difficult to choose an 
appropriate characterization. 

Several other frameworks have been suggested to understand and model the 
different activities users perform specifically on the Web while seeking information. 
Rose and Levinson [10] attempted to identify a framework for user search goals using 
ontologies in order to understand how users interact with the Web. Their findings 
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indicated that users' goals can be informational, navigational, or transactional. 
Similarly, Sellen et al. [12] found that user activities can be categorized into finding, 
information gathering, browsing, performing a transaction, communicating, and 
housekeeping. Moreover, Broder [4] studied different user interactions during Web 
search and identified three types of tasks based on the queries submitted by users. 
Those types are: navigational, informational, and transactional. In addition, Kellar et 
al. [7] investigated user activities on the Web to develop a task framework. The 
results of their study indicated that the four types of Web tasks are: fact finding, 
information gathering, browsing, and transactions. 

Based on the different classifications of Web tasks, research showed that 
information gathering tasks represent a great deal of the overall tasks on the Web 
(61.5% according to Rose and Levinson, 2004). Therefore, Alhenshiri et al. [2] 
developed a model in which the subtasks underlying the overall task of information 
gathering were identified. Their research indicated that information gathering is 
heavily search-reliant. Prior to this model, Amin [3] identified different characteristics 
in Web information gathering tasks. Information gathering was shown to be a more 
complex task than keyword search tasks. The terms ‘information gathering’ imply 
different kinds of search including comparison, relationship, exploratory, and topic 
searches as well as combinations of more than one type of search (Amin, 2009). 
Information gathering tasks are characterized, in part, by having high-level goals and 
requiring the use of multiple information resources [1]. 

Teevan et al. [13] identified two types of search behaviour (viz. teleporting and 
orienteering) in e-mails, personal documents, and the Web. In the former, a searcher 
is most likely to use keywords while seeking information. In the latter, a sequence of 
steps and strategies is adopted to reach the intended information, i.e. usually by 
starting search at a particular URL and continuing on the Web hierarchy by following 
links on Web pages. In this paper, the two types of behaviour are further considered in 
the case of gathering information from the Web. The goal of this consideration is to 
decide on the significance of which type of behaviour for the information gathering 
tasks and to eventually recommend design properties for tools intended for Web-
based information gathering tasks. 

3 Research Study 

Information gathering tasks have been shown to be heavily search-reliant [3]; [1] and 
very popular on the Web as discussed above. Therefore, the user study discussed in 
this section was conducted. The study was meant to conclude on the kind of 
behaviour users follow when performing Web information gathering tasks which 
would lead to developing support for the design of tools intended for this type of task. 
To identify the kind of search behaviour users followed during the task of information 
gathering, the analysis in the study considered: (i) the number of URLs users typed-in 
to start searching for information; (ii) the number of keyword queries they submitted; 
(iii) the number of links they followed on the Web hierarchy to locate information for 
the task; and (iv) correlations among those factors. 
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3.1 Study Design and Population 

The design of the study was complete factorial and counter-balanced with random 
assignment of tasks to participants. There were 20 participants in the study, equally 
split between graduate and undergraduate students in Computer Science at Dalhousie 
University. The study used a special version of the Mozilla Firefox browser 
(http://www.mozilla.com) called DeerParkLogger, which was designed at Dalhousie 
University. This browser has the ability to log all user interactions during the task. 

3.2 Study Tasks 

The study used four information gathering tasks that were similar in terms of the 
complexity of the task and different with regard to the task topic. Each task was 
created following the guidelines described by Kules and Capra [8] and summarized in 
the following: 

• The task description should indicate uncertainty, ambiguity in information need, 
or need for discovery. 

• The task should suggest knowledge acquisition, comparison, or discovery. 

• It should provide a low level of specificity about the information required in the 
task and how to find such information. 

• It should provide enough imaginative contexts for the study participants to be able 
to relate and apply the situation. 

To ensure the equality of the tasks with regard to the complexity level, a focus group 
met twice to analyze the tasks and make the necessary modifications based on: the time 
needed to complete the task, the amount of information required to be gathered, the 
clarity of the task description, and the possible difficulties that the user may encounter 
during gathering. An example of the tasks used in the study is shown below. 

Task.Part1. You heard your friends complaining about bank account service charges 
in Canada. You are not sure why they are complaining. You want to do research on 
the Web to find out more about bank account service charges in Canada. State your 
opinion about the charges and your friends’ complaints. Keep a copy of the 
information you found to support your argument. Provide at most five links to pages 
where you found the information. Keep the information for possible re-use in a 
subsequent task. 

Task.Part2. After you found out about the bank service charges in Canada, you want 
to compare account service charges of Canadian banks to those applied by American 
banks. Search the Web to find information about banks in the US. Find information 
from at most five pages on the Web. Provide a comparison of service charges in both 
countries. Use the information you kept in the previous task about the Canadian 
banks. You should keep a copy of all relevant information you found for both tasks. 

3.3 Study Methodology 

Every participant was randomly assigned two tasks each of which was divided into 
two parts as shown in the example above. The reason for splitting each task was to 
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encourage participants to re-find information for the second subtask that was 
preserved (kept) during the first subtask. The issue of re-finding is beyond the scope 
of this paper. Other aspects including re-finding information are reported in 
Alhenshiri et al. [1]. The study had two questionnaires, a pre-study and two post-task 
questionnaires. All user activities were logged during the study for further analysis. 

3.4 Study Results 

The user behaviour and its correlation with the kind of activities users perform during 
the task of information gathering were expected to yield certain findings that would 
help with the design of future gathering tools. The results reported in this paper 
concern attempts to identify the user search behaviour during Web information 
gathering tasks. Users in the study followed either or both of two types of search 
behaviour that were discussed in the work of Teevan et al. [13]. Those types are 
orienteering and teleporting. In the former, a user starts the search at a specific URL, 
and continues by following links on Web pages to find and gather information. Users 
of this type of behaviour are usually expected to follow more links on the Web and 
submit fewer search queries to search engines. In the latter, the user tends to rely on 
the submission of search queries more often to locate information. The user in this 
case relies less on following hyperlink connectivity on the Web. 

To decide on the type of behaviour users followed during the tasks, the analysis of 
the data considered the number of URLs typed-in, the number of search queries 
submitted, the number of links followed during the task (click behaviour), and 
correlations among those factors. 

Using Typed in URLs. The analysis of the data took the number of URLs 
participants typed in to start searching for the task requirements as a distinguishing 
factor between orienteering and teleporting behaviour users. Based on the average 
URLs typed in, 70% of the study participants (14 users) were identified to have 
followed teleporting behaviour to accomplish the tasks. Only 30% (six users) were 
identified to have followed orienteering behaviour. The difference between the two 
proportions of participants was significant according to the z-test results (z=1.96, 
p<0.03). The actual data regarding the typed-in URLs from the study are shown in 
Table 1. Six users who typed-in more URLs (above average) were considered 
teleporting behaviour users while the remaining users were considered orienteering 
behaviour users. Due the fact that the average URLs typed in did not draw a clear line 
between two completely different kinds of behaviour based on the data in the study, 
the analysis went to a different criterion and the number of queries submitted was 
tried as a distinguishing factor between the two kinds of search behaviour. 

Using Submitted Queries. The second factor used to determine which proportion of 
participants followed which kind of search behaviour during the study was the 
number of queries submitted for accomplishing the tasks. As shown in Table 2, by 
taking the average number of queries submitted during the study as a distinguishing 
factor, half of the participants were considered as orienteering behaviour users while 
the other half as teleporting behaviour users. As a result, the two groups resulting 
from using the number of queries submitted as a distinguishing factor did not agree 
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with the two groups that resulted from using the number of typed-in URLs. The 
analysis used the average number of queries to distinguish users with the two types of 
search behaviour which was not a reliable choice due to the closeness of the numbers 
of queries in each group to the average. 

Table 1. URLs typed in by users 

Type of behaviour Participant Number of URLs typed in 

participants 
identified as 
orienteering 

behaviour users 

P2 17 

P10 13 

P11 8 

P1 6 

P20 6 

P3 5 

participants 
identified as 
teleporting 

behaviour users 

P14 4 

P8 3 

P12 3 

P13 3 

P15 3 

P6 2 

P17 2 

P8 2 

P7 1 

P9 1 

P19 1 

P4 0 

P5 0 

P16 0 
 4

s 4.3

Since the analysis yielded different categorization in the case of using search 
queries as an alternative to URLs typed in by the user, the number of links followed 
by users in the latter case was considered for analysis. The reason why the number of 
links followed on the Web hierarchy was considered in the case of using search 
queries only and not in the case of URLs typed in is the number of participants that 
would result from the classification. In the case of using URLs typed in, the number 
of orienteering behaviour users turned out to be too small (only six participants). The 
use of such small group may yield insignificant findings when taking a step further in 
the analysis by involving the links followed on the Web hierarchy during the study. 
However, the use of queries submitted as a distinguishing factor between orienteering 
and teleporting behaviour users created two similar groups (10 participants in each). 
Therefore, it was selected with the analysis of linked followed. 

Number of Links Followed. Furthermore, by looking at the number of links each 
group (orienteering or teleporting) followed on the Web during the study, there was 
almost no difference between the two groups of participants distinguished by query 
submissions (ANOVA, F(1,18)=1.81, p=0.19) as shown in Table 3. 
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Table 2. Queries submitted during the study 

Type of behaviour Participant Number of queries submitted 

participants 
identified as 
teleporting 

behaviour users 

P4 23 

P7 19 

P10 15 

P11 15 

P6 13 

P20 9 

P5 8 

P8 8 

P9 8 

P17 8 

participants 
identified as 
orienteering 

behaviour users 

P18 7 

P19 6 

P13 5 

P15 5 

P12 4 

P16 4 

P3 3 

P1 1 

P2 0 

P14 0 

 

This finding indicates that: either users’ behaviour had characteristics of both 
orienteering and teleporting search; or the average number of search queries did not 
suffice for distinguishing the ‘expected’ two groups of users. Theoretically, 
orienteering behaviour users submit fewer queries than teleporting behaviour users. 
The difference was between the number of queries submitted by the two groups was 
significant according to a single-factor ANOVA (F(1,18)=23.82, p<0.0002). 
Nonetheless, the difference with regard to the number of links followed was not 
significant. 

Table 3. Links followed by users: the case of using search queries 

Above average queries (Teleporting) Below average queries Orienteering) 

Participant links followed Participant links followed 
P4 84 P18 61
P7 46 P19 60
P10 28 P13 73
P11 77 P15 22
P6 41 P12 2
P20 25 P16 22
P5 90 P3 53
P8 34 P1 11
P9 76 P2 42
P17 49 P14 57

55 40.3
s 24.4 s 24.3

ANOVA, f=1.81, p=0.19 
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Measuring Correlations. To further ensure that the user search behaviour was hard 
to identify in the case of Web information gathering tasks in the study, the analysis of 
the data involved measuring the correlation between the number of typed-in URLs 
and the number of queries submitted by the study participants. We used the Pearson 
Product Moment correlation test. We considered measuring the correlation between 
queries submitted and URLs typed in for all users at first and then we followed by 
measuring the correlations for each group of users identified as either orienteering or 
teleporting users using the number of typed-in URLs and then using the number of 
queries submitted. 

The results concerning the correlation between typed-in URLs and queries 
submitted during the study for the entire group of users showed that there was a very 
strong positive correlation between the two groups of data (r=0.95, p<0.00001). 
Please refer to Tables 1 and 2 for data. This relationship contradicts the expected 
since a strong positive correlation means that the more queries users submitted, the 
more URLs they typed in while gathering the information. This can be related to the 
nature of the user and their activities during the study. However, it is hard to 
distinguish one kind of behaviour or the other as a result of this relationship. 

For further assurance, we tackled the issue from a different perspective by 
considering that there actually exist two groups of users with two different types of 
behaviour. Those two groups are first distinguished by the number of URLs typed in, 
and second by the number of queries submitted. 

The results of the Pearson test shown in Table 4 indicate that there was a moderate 
relationship between the number of URLs typed in and the number of queries 
submitted with inverse association between the two variables. The participants shown 
in Table 4 are those initially identified as teleporting behaviour users using the 
number of typed-in URLs. For orienteering behaviour users, the results of the Pearson 
test are shown in Table 5. Those results indicate that almost no correlation exists 
between the queries submitted and the URLs typed-in. 

Table 4. Pearson (r) correlation test results in the case of using typed-in URLs (teleporting) 

Teleporting Participants Queries submitted URLs typed-in 
P14 0 4 
P8 3 3 

P12 1 3 
P13 2 3 
P15 2 3 
P6 6 2 

P17 3 2 
P18 3 2 
P7 13 1 
P9 3 1 

P19 2 1 
P4 17 0 
P5 4 0 

P16 1 0 

Pearson Product Moment  ( r = -0.5, p<0.07 ) 
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Table 5. Pearson (r) correlation test results in the case of using typed-in URLs (orienteering) 

Orienteering Participants Queries submitted URLs typed-in 

P2 0 17 
P10 8 13 
P11 6 8 
P1 0 6 

P20 5 6 
P3 1 5 

Pearson Product Moment   (r = 0.04, p<0.94) 

 
The analysis went to the use of the number of queries to decide on the two groups 

of users expected to follow one kind of behaviour or the other. The data is shown in 
Tables 6 and 7. There was almost a zero correlation between the submitted queries 
and the typed-in URLs in the case of participants identified as teleporting behaviour 
users using the number of queries submitted as a distinguishing factor (Table 6). In 
the case of orienteering behaviour users identified also using the number of queries 
submitted, the correlation was strong indicating that an inverse relationship existed 
(Table 7). However, this was only for half the number of participants since in the case 
of the rest of participants the correlation was close to zero. 

Table 6. Pearson (r) correlation test results in the case of using submitted queries (teleporting) 

Teleporting participants Queries submitted URLs typed in 

P4 23 0 
P7 19 1 

P10 15 13 
P11 15 8 
P6 13 2 

P20 9 6 
P5 8 0 
P8 8 3 
P9 8 1 

P17 8 2 

Pearson Product Moment (r=0.04, p<0.91) 

Table 7. Pearson (r) correlation test results in the case of using submitted queries (orienteering) 

Orienteering participants Queries submitted URLs typed in

P18 7 2 
P19 6 1 
P13 5 3 
P15 5 3 
P12 4 3 
P16 4 0 
P3 3 5 
P1 1 6 
P2 0 17 

P14 0 4 

Pearson Product Moment (r= -0.67, p<0.04) 
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The use of the correlation tests was a different investigation step to ensure that the 
search behaviour of the users in the study—while performing the given information 
gathering tasks—was hard to identify as either orienteering or teleporting. To this 
point, the findings indicate that users’ search behaviour may have had characteristics 
of both orienteering and teleporting behaviours. However, the use of averages (URLs 
typed in or queries submitted) may not be sufficient. For example, it might have not 
been invalid to put a user who submitted seven queries (too close to the average of 
eight queries) in the section of orienteering behaviour users only because of a one-
query difference. Therefore, we selected another portion of users in the study that is 
not centred around the mean (i.e. outliers) even though we expected not to have 
enough participants in groups categorized as outliers. 

Using Outliers with Correlations. Even though the use of correlations between 
queries submitted and URLs typed-in by users during the study further demonstrated 
that it was hard to draw a line between orienteering and teleporting behaviour users in 
the study, we took the investigation a step further. In this step, the outliers in both 
cases: the typed-in URLs and the queries submitted during the study were considered. 

In the case of using typed-in URLs, the outliers were taken apart from the rest of 
the data by considering numbers of URLs greater than 1.5 the upper quartile (from 
Tables 1) and numbers of URLs less than 1.5 the lower quartile.  The results of this 
selection are shown in Table 8. This table contains the outliers with respect to the 
number of URLs typed-in on both sides (shaded for clarification). The table also 
contains the number of queries submitted by each participant and the number of links 
followed on the Web hierarchy. 

Table 8. Outliers data (typed-in URLs) 

Participant Typed-in URLs Submitted Queries Links Followed
P16 0 4 22 
P5 0 8 90 
P4 0 23 84 

P19 1 6 60 
P9 1 8 76 
P7 1 19 46 

P11 8 15 77 
P10 13 15 28 
P2 17 0 42 

 

To ensure whether one type of behaviour or the other (orienteering/teleporting) was 
followed, three correlations were computed using Pearson Product Moment. The 
correlation between the number of typed-in URLs and the number of submitted 
queries turned out to be weak and negative (r = -0.25, p=0.51). The correlation 
between the number of typed-in URLs and followed links was also weak (r=0.39, 
p=0.29). The correlation between the submitted queries and the followed links was 
weak (r=0.29 and p=0.44). 

The results show that there was no indication of any specific type of behaviour by 
any group of users. The weak correlations demonstrate that no relationship can be 
explained by any of the factors involved in the correlations except for the relationship 
between queries submitted and links followed which turned out to be weak. Users 
who follow teleporting behaviour by relying on query submissions usually tend to 
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follow fewer links on the hierarchies of websites than users who start searching by 
typing in URLs. However, users who relied on typing in URLs were not shown to 
have made a significant use of the strategy of following link hierarchies on the Web 
as shown by the test results. 

Furthermore, the analysis considered the outliers in the case of using the number of 
queries submitted by users during the study. The results are shown in Table 9. The 
table contains the number of queries (for outliers only) submitted by participants 
associated with the URLs typed-in and links followed for each participant. The 
correlations between each two of the three factors were computed using Pearson 
Product Moment. The results showed that the correlation between the number of 
submitted queries and typed-in URLs was weak (r=0.41, p=0.31). The correlation 
between the submitted queries and the followed links was moderate and positive 
(r=0.57, p=0.14). The correlation between the typed-in URLs and the followed links 
was weak and negative (r=-0.25, p=0.55). 

Table 9. Outliers data (Submitted queries) 

Participant Submitted Queries Typed-in URLs Followed Links
P4 23 0 84 
P7 19 1 46 

P10 15 13 28 
P11 15 8 77 
P3 3 5 5 
P1 1 6 6 
P2 0 17 42 

P14 0 4 57 

 
Orienteering behaviour users rely usually on typing URLs for starting search for 

information on the Web. They also follow links on Web pages to locate information 
of the interest. The weak and negative correlation between URLs typed in and links 
followed contradicts the definition of orienteering behaviour.  Actually, a stronger 
relationship can be seen in the correlation between submitted queries and followed 
links, which is contradictory to the teleporting search behaviour definition. The only 
correlation that agrees with the definitions of search behaviours (orienteering vs. 
teleporting) is the correlation between queries submitted and URLs typed in. 
Nonetheless, it was a weak relationship. 

4 Discussion 

The main research study was an attempt to investigate the activities users perform 
during information gathering tasks on the Web. The subtasks of finding information 
and information sources, re-finding information, and managing and organizing 
information were considered in the investigation. A part of this research was 
concerned with identifying the search behaviour users follow during the task of 
information gathering while attempting to accomplish the subtask of finding 
information and information sources. The analysis of the user search behaviour was 
performed because of the heavy reliance of users on searching activities to satisfy the 
task requirements. 
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The study used the number of typed-in URLs, the number of search queries 
submitted, and the number of links followed on the Web hierarchy during the tasks in 
order to identify the type of behaviour users followed while performing information 
gathering tasks during the study. The results showed that neither factor was sufficient 
to make a clear distinction between the two groups of users with respect to the search 
behaviour during the tasks. To further ensure that no clear signs of either behaviour 
could be identified among participants in the study, the correlation between the typed-
in URLs and the search queries submitted during the study was measured for the 
entire group of users, the two groups distinguished by the number of URLs typed in, 
and the two groups distinguished by the number of queries submitted. 

According to the results of the correlation tests, it was hard to identify which group 
of participants followed which type of search behaviour while performing the 
information gathering tasks given during the study. The initial idea behind 
orienteering and teleporting behaviours is that one is different from the other. Users 
who follow orienteering behaviour are those who type-in URLs more often and 
follow hyperlink connectivity on the Web to search for information. Users who follow 
teleporting behaviour usually rely on the submission of search queries in order to find 
information. This type of users hardly starts searching at a certain URL and barely 
follows links on Web pages using a series of clicks to locate information. 

Every time the analysis of the study data considered one criterion to make a 
distinction between the two kinds of behaviour amongst the study participants, it was 
hard to conclude on which group followed which kind of search behaviour. The 
results of the analysis indicate that activities users perform during this kind of task 
belong to both kinds of behaviour. Therefore, the type of search behaviour had no 
effect on the task and was not affected by the nature of the Web information gathering 
tasks. 

Even with the selection of a subset of users that represented only the outliers in the 
cases of typed-in URLs and submitted queries, the correlations computed among 
submitted queries, typed-in URLs, and followed links did not demonstrate that one 
kind of search behaviour was dominant in the case of any group of participants. 
Interestingly, the relationship between query submission and following links on the 
Web was moderate showing that the same users had two features from two different 
kinds of search behaviour (Table 8). 

As a result of the study, any support for information gathering tasks in terms of 
building tools for the task should consider both characteristics of the two kinds of 
behaviour. The design should take into account that users gathering information on 
the Web using the current available tools may adopt varied strategies and use several 
techniques and features to accomplish the goal of the task. Users submit queries at 
different levels of frequency, open browser tabs and windows, compare information, 
collect information from both actively open Web pages in the browser and search 
hits’ summaries, and use different tools to accomplish the task. They use search 
engines and type in URLs to start searching on the Web hierarchy by following links 
on Web pages and sites. 

In future designs of Web tools intended for information gathering, support should 
be provided for allowing users to open multiple URLs in a way that eases the 
information comparison process with which users usually have difficulties when 
using browser tabs and windows. Support should also be provided to users submitting 
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several queries simultaneously to compare result hit summaries. Those users used 
browser tabs and windows and lost track of information on several occasions in the 
study. Moreover, the design should support multiple activities on the same display for 
users typing-in URLs and trying to follow links on Web pages as they continue to 
gather information. Finally, the design of Web information gathering tools should 
consider both searching by following the hierarchy of the Web graph and by 
submitting search queries in an efficient manner so that the number of times users 
have to switch among applications and tools is minimized. The significance of the 
Web information gathering task necessitates that further work is needed since current 
applications including the Web browser suffer from several pitfalls that degrade the 
user’s ability to effectively perform information gathering tasks on the Web. 

5 Conclusions 

The paper discussed the results of a part of a user study that was intended to identify 
and distinguish the kinds of search behaviour Web users follow while gathering Web 
information. The study results showed that the search approach for gathering the 
information required in the tasks had several characteristics of both kinds of 
behaviour. This conclusion reflects two important points. First, this kind of task is 
complex and requires much effort with several kinds of activities involved in the task. 
Second, support is needed for several activities in the task of Web information 
gathering including searching by both following link hierarchies and submitting 
search queries. The support is also required for comparing information and decision 
making during the task. 
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Abstract. The world of community integrated photo data on the Web challenges
us to develop tools and techniques for the visual exploration of photos in terms of
not only the imagery contents, but also the other information associated with the
photos. In this paper, we investigate solutions for the visual exploration of photos
in time and geospace. The three aspects of spatiotemporal photo data (which are:
what - photo contents, where - geo-references, and when - time-references) are vi-
sually combined at various granularity levels to make an integrated visualization
approach. In this way, we support tasks of interactively navigating and browsing
through photo collections.

Keywords: Spatiotemporal photos, Photo exploration, Navigating and browsing.

1 Introduction

Today, photos are created, stored, and shared widely on smart devices, computers, and
on the Internet. An interesting issue about those photos is that many of them are con-
nected with spatial and temporal frames of references. Time and geospace are therefore
interesting aspects for the analysis and exploration of photos. Nevertheless, geospace
and time have not been adequately considered in existing photo tools. The common
way in exploring photo data is browsing through collections in forms of slide-shows
or grid-based views. This is a convenient way, but it is not always suitable for the ex-
amination of photos through their various aspects. For example, in the case that users
want to see how their photos are geographically distributed, it is much more intuitive
if the photos are presented on geographical maps (as seen e.g. on Google Panoramio
- www.panoramio.com). Generally speaking, by visually combining photos with
their various aspects, we could better navigate and comprehend photos and photo
collections.

In [1], Peuquet indicates that when examining spatiotemporal data, one can get not
only thematic contents of the data, but also insights with patterns, information, and
knowledge from their interrelated data aspects. She shows that with the triplet of what
(data contents), where (geo-references), and when (time-references), one can come up
with three general combinatory situations: (1) what + when → where, (2) what + where
→ when, and (3) when + where → what. In the area of visualization, those situations
are reviewed by Andrienko, Andrienko, and Gatalsky for numerical spatiotemporal data
[2]. In this work, we further concentrate on the visual exploration of spatiotemporal
photos. In that regard, we would have the following contextual situations:

J. Cordeiro and K.-H. Krempels (Eds.): WEBIST 2012, LNBIP 140, pp. 153–166, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



154 D.Q. Nguyen and H. Schumann

S1: What + when → where: Suppose that users browse specific photos (what) with
specific timestamps (when), and want to know where on the earth those photos exist.
It would be useful if there are visual hints to show photos with patterns in time so
that users can conveniently browse for photos of interest over geospace. This can be
considered as an extension compared to the well-known Google Panoramio (because
time-referenced searching is not provided in that tool).

S2: What + where → when: Another situation, suppose that users are interested in
photos with specific contents (what) on a geographical map (where). In other saying, the
photos exist and the places are given. Because those photos were taken and distributed
over time, exploring their history (when) is another interesting task.

S3: When + where → what: And, suppose that users are interested in some selected
time points or patterns (when) in association with geospace (where), and they want to
examine related photos of interest (what). This would also be helpful to provide means
to highlight those photos to users.

Though the three above situations are somewhat interrelated, developers can come up
with very specific designs for specific purposes (see Section 2). However, most of ex-
isting techniques do not explicitly support a comprehensive exploration of photos with
regard to all three aspects: time, space, and data contents of photos. And thus, our ba-
sis design consists of a combination of views that simultaneously addresses the three
aspects: (i) what - photos explored through different levels of granularity: photo, photo
thumbnail, tag, and numerical patterns, (ii) where - geographical maps, and (iii) when -
time plots and temporal visual patterns.

The three data aspects are visually combined as follows: (1) what + when → where:
photo data are represented in terms of time referenced tags by a parallel coordinates’
view, each coordinate displays a time-referenced tag set (situation S1 is supported by
connecting the tags with geographical maps), (2) what + where → when: tags repre-
sented in combination with thumbnails on zoom-and-pan maps to show temporal distri-
butions of photos (to support situation S2), and (3) when + where → what: time glyphs
that show temporal visual patterns on geographical maps are explored to show full-size
photos (to support situation S3). By doing so, instead of showing photos, geographical
maps, and tag clouds separately as in other tools such as Google Panoramio, our visu-
alization design provides the interlinking of views, and thus supports users to explore
photos in terms of Peuquet’s questions.

This paper is organized as follows. In Section 2, related work concerning the visual-
ization of photos with a focus on techniques dealing with time and geospace is given.
Section 3 presents a general view on our visualization design. Section 4 specifically
describes how photo tags are visualized in the temporal frame of references. Section
5 presents how photos, thumbnails, and time-oriented photo data are visualized in the
geospatial frame of references. And then, Section 6 integrates all of them into a com-
plete view of the tool PhotoTima for the visual exploration of spatiotemporal Flickr
photos. Finally, Section 7 concludes the paper.

2 Related Work

This section presents related work about photo visualization techniques with regard to
the exploration of the what, the when, and the where aspects of photos.
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2.1 Imagery Photo Exploration

Showing photos (and images, in general) has been considered from the first days of GUI
designs. Accordingly, there are now many tools and techniques in presenting photos on
screens. Basically, photo visualization techniques are developed in terms of supporting
tasks of browsing or searching. Browsing means that users navigate with visual hints to
interplay and enjoy the photos. Searching means that users provide visual queries and
the systems respond with the data. In both cases, goal of a photo visualization technique
is to support users to get information from the photos. In this context, information can
be specified by the what, the where, and the when aspects of photos.

A very popular photo visualization technique is showing photos for browsing in
forms of slide-shows or grid-based views, where users are assisted to easily find photos
in collections. Windows Photo Viewer and Google Picasa (picasa.google.com)
are examples of this approach. Users scroll a view or navigate forth and back a photo
list to examine each photo. The main goal of those applications is to show imagery pho-
tos (the what), while their geo-references (the where) and time-references (the when)
are just specifically supplemented if needed. One can get that information from the de-
scriptive title (if existing) or the detailed properties of each photo. In general, they only
support the what aspect (i.e., what [+ slightly where/ when] → what or what → what
[+ slightly where/ when]).

There are other specific designs. Porta in [3] developed some particular forms to
arrange photos as “cylinder”, “rotor”, “tornado”, or other views. Bederson created a
hierarchical visualization structure that highlights the relations of photos in collections
[4]. In PhotoLand [5], Ryu, Chung, and Cho suggested another way to arrange photos
on screen: the photos similar to each other (with pre-defined content criteria) are placed
close together to form spatial clusters, and the clusters are in turn forming a land-based
presentation. By doing so, they showed that users can more flexibly find photos of
interest compared to traditional grid-based views.

To interact with those visualizations, users can select an area of interest, change
a zooming level (typically for a set of photos), and navigate through the photoset (i.e.,
interactive browsing). A photo can be shown in a separated view, highlighted with visual
attributes (e.g., size, border color), magnified to be distinguishable with other photos
(e.g., through a fisheye presentation [6]), or linked with other descriptive data (e.g., in
[7], a tag cloud is used where each tag in the cloud can be connected with a slide-show
collection of photos).

So far, we have seen techniques for the visual exploration of photos in form of what
→ what. In the next subsection, we will see how time and geospace are combined for
other situations, which are when → what, where → what, and vice versa.

2.2 Photo Visualization with Time and Geospace

We first consider the time aspect. Yahoo! Taglines [8] is an example for the visual ex-
ploration of Flickr photos, where users are supported to select linear time points in
a timeline slide-bar, and then relevant photos are presented on screen. Huynh et al.,
in another way, used not only the timeline but also a set of graphical charts to connect
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photo thumbnails with time [9]. Photohelix [10], with spiral-based time visualization,
is another example for visualizing photos linking with time. Those are techniques that
present a general kind of when → what (or what → when) representation.

To present photos with regard to their geo-references, geographical maps are usu-
ally used. Commercial tools currently provided on the Internet such as Flickr Map
(www.flickr.com/map), iMapFlickr (imapflickr.com), or Google Panoramio
are typical applications for the exploration of photos based on geographical maps.
Those applications support showing photos as thumbnails (Google Panoramio,
iMapFlickr) or placemarks (Flickr Map) on the maps. A list of photos is optionally
connected with the map on a separated view for referencing. Those tools support the
task of browsing photos over geospace, while temporal references of photos are ne-
glected. In other words, those tools express only the situations of what → where and
where → what.

WWMX [11] can be seen as one of the first known applications that support well the
visual exploration of photos connecting with both geospace and time. It is a multiple-
views design, with a view representing the geographical map, a view supporting time
selection (dots with weights on a timeline presentation), and a view that shows an ex-
plored photo linking with a list of thumbnails. Users can select a dot which represents
a set of photos on geographical map, and the list of thumbnails, each linked with a
timeline view, is updated. However, visual patterns or analytical information from spa-
tiotemporal photos are not considered. To deal with it, recent research in exploratory
visual analysis of spatiotemporal photos, such as those in [12] or [13], emerges.

In conclusion, although there are useful and well-established techniques for the ex-
ploration of photos in association with time and geospace, many techniques focus only
on one or two aspects rather than supporting the whole triplet of space, time, and data
contents of photos; or they need further investigations for the visual exploration of pho-
tos through more visual patterns. In that regard, we take Peuquet’s triad framework into
account for the visualization of spatiotemporally referenced photos.

3 Visual Design

This section presents our general design as the basics for the contents presented in Sec-
tion 4 and 5. The ideas are twofold with regard to (1) the presentation of the three as-
pects of photo data, and (2) visually communicating information in terms of combining
different photo aspects.

3.1 The Three Aspects of Photo Data

We provide visualizations with regard to three aspects of photo data: (i) what - photo con-
tents to be communicated through different levels of granularity (photo, photo thumb-
nail, tag, and numerical patterns), (ii) - where - geographical maps, and (iii) when - time
plots and temporal visual patterns. The reason for such decision is that photo data are
complex as connecting to geospace and time, and thus there would be no single view
that can cope with all aspects.
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What. To communicate photo contents, the imagery photos are to be exploited as used
in any photo viewer tools. Besides, we show photos in form of thumbnails as in Google
Panoramio (see Section 5). And, because photos on the Web are preferably linked with
user-generated tags, tags are used for the communication of photo data as well. In Sec-
tion 4, we discuss how tags are represented to show temporal dependencies. Lastly, in-
spired by the advancements in Information Visualization, numerical patterns extracted
from photos are represented to communicate spatiotemporal references on maps.

Where. To present the geospatial aspect, usually geographical maps are used because
they are effective means for geo-data communication (as seen in cartography and geo-
visualization). Therefore, we will also use maps to show the spatial context of photos
(see Section 5). In this regard, photo data can be visually represented on maps, linked
with maps, and interactively explored as maps are zoomed and panned.

When. To communicate the temporal aspect, such kind of data are usually represented
through time plots, cyclic patterns, branch views, and so on [14]. This provides ways for
users to discover temporal patterns as well as temporal relations amongst the explored
data. In this work, we show photo tags as time plots (see Section 4), and use cyclic
patterns to indicate the number of photos on geospace (see Section 5).

3.2 Visually Combining Photo Aspects

To aim the tasks of navigating through dataset and browsing for photos, we need specific
visualization designs. Each stand-alone view of photo aspects, as presented in Section
3.1, can not communicate all information of photo data. And thus, visually combining
photo aspects is the bottom line of our approach.

We benefit by the various represented levels of granularity of photo data to design
visual combinations. For the representation of time-referenced photo tags (i.e., when +
what), we show numerous tag sets, each associates with a specific time plot, to form a
parallel tag clouds view (see Section 4). To present the combination of where + what or
where + when, we show photos, thumbnails, and time glyphs on maps (see Section 5).

Those visual designs provide ways for the combinations of two aspects of photo data.
And then, each of them are visually linked and explored in connection with the third
aspect to tackle the situations S1-S3 (provided in Section 1). For situation S1, visual
patterns of tags over time represented as parallel tag clouds view are visually linked
with their geo-references on geographical maps. In doing so, user can easily explore
photos in form of what + when → where. To deal with situation S2 (what + where →
when), with the selected tags from the parallel tag clouds view, users zoom and pan
on maps to find out temporal patterns of photos over geospace by time glyphs. Finally,
with temporal patterns of photos on maps (i.e., through time glyphs), we support users
to filter time data to search for photos. In this way, situation S3 (when + where → what)
is answered.

4 Photo Tags with Temporal Frame of References

In this section, we present our design to support situation S1 (what + when → where),
where photo tags are visualized in the context of their temporal frame of references.
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With Flickr, Google Picasa, and many web-based photo applications, photos are typ-
ically tagged with textual tags. Normally a set of photos is linked with a set of tags. In
that regard, if examining photos with time references, we have different tag sets for dif-
ferent time points. This requires visualization to support the task of navigating through
tag sets in time for the exploration photo data.

To deal with time-dependent tags, there are recent developments such as time-
referenced Taggram [15], SparkClouds [16], or Parallel Tag Clouds [17]. In this work,
we introduce the enhancements of the Parallel Tag Clouds for the visualization of time-
referenced photo tags.

4.1 Time-Referenced Tag Clouds View

Derived from the ideas of tag clouds and parallel coordinates plot, Parallel Tag Clouds
is a technique developed for the exploration and analysis of tag clouds over axes of tags
[17]. This approach is applicable for the design of time-referenced photo tags: each axis
in the parallel tag clouds shows a set of photo tags at a time point, and the whole tag
cloud shows all tags over time. However, we have to enhance the basic approach to
allow large volumes of tags to be examined.

Our idea is to apply a fisheye lens to focus on axes of interest and tags of interest.
It means: (i) tag clouds’ axes are visually abstracted in different ways to emphasize
different selected time points, and (ii) tags within each axis are displayed in different
sizes and positions with regard to their levels of interest.

Showing Axes of Interest. An axis of interest is displayed in the size that its tags are
readable, while for other axes, tags are resized much smaller to fit the display screen
(see Figure 1). Users are supposed to choose particular axes of interest, for example in
order to compare tags over a set of particular time points. Anyway, due to the limited
display area, just a limited number of axes can be shown with tags in readable sizes (e.g.,
in Figure 1, we show at most three selected axes). In this regard, the axes are updated
through user interactions: when users select an axis, its tags are readable and can be
further examined; when users deselect the axis, the tags are minimized. If users select
too many axes, the older axes will be marked as deselected and temporarily minimized.
They will be shown again when users deselect other axes.

Showing Tags of Interest. The tags shown on each axis are displayed in alphabetical
order for easy navigating. The heights of the tags indicate their weights (i.e., the number
of related photos). Each tag can be highlighted as hovered or selected through mouse
interactions. Color and background of the tags indicate their selected or hovered states.
We show the hovered tags in red with pink border, while the selected tags are colorized
with orange background (In Figure 2(a), tag “nature” is hovered and tags “myla”
and “nederland” are selected).

Because there could be much more tags than we can show, on each selected axis
just a subset of tags is displayed. Again, the idea of fisheye menu [18] is integrated.
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(a) One axis is selected (b) Three axes are selected

Fig. 1. Tag clouds view with selected axes of interest and tags of interest

The tags in a selected range are displayed in full size (according to their weights), while
those which are out of that range are minimized or removed from the axis’ view (in this
case, digits at the top and bottom of the axis indicate the numbers of unshown tags).
The shown tags are updated through user interactions (i.e., by scrolling or paging up
and down) on that axis. We also visually link tags over axes. Through user interaction,
tags which are identical to the examined tag on the hovered axis (i.e., tag “nature”)
are highlighted with connected pink lines and red dots on other axes. The size of the
dots are relative to weights of the tags through axes. If a linked tag is out of range on
another selected axis, its range is updated (in Figure 2(a), tag “nature” is shifted to
the bottom of axis 4 and to the top of axis 9). Users can select or deselect tags identical
to the hovered one on all axes as well (selected tags on the minimized axes are encoded
in orange color). Lastly, we support filtering tags in terms of their weights. Figure 2(b)
shows tags with the updated weight range of [3, 16].

In doing so, tags with different characteristics in weights, colors, and positions on
parallel time plots of tag clouds are visualized to represent temporal dependencies of
photos (in form of what + when). In Section 6, we will see how this design is used for
the exploration of photos on maps to satisfy situation S1.

5 Photos with Geospatial Frame of References

This section presents our design in dealing with situations S2 (what + where → when)
and S3 (when + where → what). Photos are represented as thumbnails on maps to
communicate spatial dependencies or as time glyphs to additionally show temporal de-
pendencies (to support situations S2 and S3). In this regard, both tasks of navigating
and browsing for photo data are to be carried out.
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(a) Tags are selected, hovered, and linked (b) Tags filtered with weights

Fig. 2. Presenting hovered and selected tags over axes

5.1 Thumbnails and Time Glyphs

Combining the what (or the when) with the where aspects of photos are accomplished
through different levels of granularity of photo contents with respect to their geospa-
tial frame of references. As thumbnails (the reduced-size versions for images repre-
sentation) are typically used for recognizing and organizing large amount of photos
in collections (e.g., as in the grid-based view of Google Picasa), they can be used to
provide a glance view of photo distribution over geographical maps (see Figure 3).
However, if we have many photos close together, showing all thumbnails would cause
perceptual problems. In Figure 3(a), when thumbnails are shown in size of 40x40 pix-
els, they overlap each other. If they are shown in smaller sizes (e.g., by 14x14 pixels as
in Figure 3(b)), the overlapping problem reduces, but the thumbnails are too small to
comprehend. Therefore, alternative visual representations are needed.

Firstly, we suggest to selectively show a subset of thumbnails in comprehensible
sizes (i.e., 40x40 pixels). For this purpose, we cluster photos based on their geo-
coordinates at each zooming level of the map. A cluster is composed of a list of photos
within a local square region around a centroid photo. Each centroid (and then a new
cluster) is created when a photo does not fall into any existing cluster. In Figure 3(c),
photos from Figure 3(a) are clustered with square 80 x 80 pixels (the centroid is at po-
sition of pixel (40, 40)). The clusters will be located if the map changes its zooming
level. With each cluster, we show the thumbnail for a photo of particular interest (e.g.,
the photo with specific tags). For clusters that contain more than one photo, a “stack”-
background is added to the thumbnail. However, since photos are not evenly distributed
on maps (i.e., they are condensed at some places and sparser at other places), thumbnails
with stack-background do not adequately differentiate such information. Therefore, ad-
ditional visual cues are added. For instance, numbers are added on the thumbnails to
indicate how many photos are examined with that cluster (see Section 6). This design
allows for the representation of what + where aspects.
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(a) showing 100 photo thumbnails on maps in size of 40 x
40 pixels

(b) those thumbnails are shown smaller in size of 14x14 pix-
els

(c) thumbnails for clusters (80 x 80 pixels square) (d) time glyphs for clusters (80 x 80 pixels square)

Fig. 3. Showing photos as thumbnails or time glyphs on geographical maps

Secondly, we further show temporal patterns of photos by time glyphs on maps.
In doing so, we can provide insights about where + when patterns. Within each geo-
referenced cluster of photos, there could be interesting information about their temporal
references. For instance, some photos co-occur at specific days in week. Thus, for each
cluster of photos, we design a time glyph with three main parts: (1) a center circle with
a number indicating the number of photos in the cluster, (2) a ring with labels for cyclic
temporal patterns (we developed 3 patterns: hours-in-day (numbers for hours such as 0,
6, 12, 18), days-in-week (abbreviated as M, T, W, Th, F, S, Su for Monday to Sunday
- see Figure 3(d)), and months-in-year (abbreviated as J, F, M, A, M, J, J, A, S, O, N, D
in consequence for consecutive months from January to December - see Figure 4(b))),
and (3) arcs linked with the ring indicating the numbers of photos falling into the as-
sociated time slots. There, the length and lightness of an arc represent its number of
photos.

In our implementation (see Section 6), photos are specifically selected for examina-
tion, we therefore colorize the arcs in orange for selected photos, and in blue to indicate
the unselected ones. If an arc is too long (i.e., exceeding the space reserved for the time
glyph), it is shortened and colorized darker (in Figure 3(d), the cluster in Europe is
darker than those at the other places).
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6 Visually Combining the What, Where, and When

In this section, we describe the implementation and demonstrate the tool PhotoTima for
the exploration of spatiotemporal Flickr photos in terms of combining all three aspects
to support all situations S1-S3.

6.1 Implementation

We implemented a web-based visualization application in Flash, built on Adobe Flash
Builder 4.5. The application PhotoTima is used for the visual exploration of spatiotem-
poral Flickr photos. Flickr photos are retrieved directly from Flickr servers through its
APIs (www.flickr.com/services/api), while Google Maps API
(code.google.com/apis/maps/documentation/flash) is employed for
the manipulation of geographical maps.

The application consists of three components: a main toolbar on the top, a viewport
for geographical maps on the left, and a view for time-referenced parallel tag clouds
on the right (Figure 4). We allow users to toggle the tag clouds view, select a period
of time in the view, provide some initial tags (if needed), and then load Flickr data.
Through Flickr API flickr.photos.search, PhotoTima loads a list of photos,
each contains a set of tags, a taken time, and a geographical coordinate. As Flickr photos
are too huge (e.g., in 2011, millions of photos are uploaded to Flickr everyday), by
default we iteratively load 10 photos per query and refresh the interface. The photos are
loaded from the most interesting ones (criterion supported by Flickr). Then, tags are
grouped in various ways: per day, week, month, or year (options are provided on the
tag clouds view, e.g., “months” is selected in Figure 4). Based on the selection, tags are
accumulated for relevant time points (e.g., months) and then consequently visualized
on the plots of the parallel tag clouds.

With options on the main toolbar, users choose whether to show photos as thumb-
nails or time glyphs on maps. The thumbnails or time glyphs are implemented as over-
lay objects added on Google Maps. They represent photos distributed over geospace
and time. However, for photo browsing, users need to see the photos in detail as well
(this is a necessary task in any photo viewer tool). In that regard, we do the same as
Google Panoramio in showing photos on demand. Users click on a cluster’s thumbnail
or choose an arc on a time glyph, and a window is popped-up with detailed information
about relevant photos. We show on the pop-up window: (1) title of the photo under ex-
amination, (2) its imagery content in size of max 240x240 pixels (Flickr photos’ small
size), (3) links to other photos (if existing) in the cluster or the examined arc, and (4)
navigator link to the source photo (e.g., the photo on Flickr website with full descrip-
tions, comments, etc.) (see Figure 4(c)).

6.2 Application

To explore Flickr photos in the context of situation S1 (what + when → where), users
are supposed to specify photo tags and time points on the tag clouds view and examine
them in correlation with geographical regions of interest. To demonstrate the procedure,
we loaded 200 most interesting Flickr photos taken in the year 2010 (from Jan 01 to
Dec 31) in terms of the tag “poor”. The tool PhotoTima showed clusters with 51
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(a) searching Flickr photos with preliminary tag “poor” and highlighting patterns with tag “homeless”

(b) with preliminary tag “football”, time glyphs show the most number of photos in “July” for South Africa and
Europe

(c) pop-up window for detailed information of the photo tagged with “stadium” in South Africa

Fig. 4. Screenshots of the tool PhotoTima
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photos (the most) in the area of Europe, then 40 in India, 37 around South East Asia,
30 in Central Africa, and 17 in Central America, while in other areas there were very
few photos (15 photos in the US, and less than 5 photos on all other areas). However,
when we selected an additional tag “homeless” (which is semantically related to tag
“poor” - a criterion provided by Flickr) just 6 of 51, 5/40, 1/37, 0/30, and 3/17 photos
were counted for those “poorest” areas, respectively, but up to 8 of 15 photos were
highlighted at the area of US (numbers in pink in Figure 4(a)).

Here, users might wonder about the visual patterns. Thus, the tool PhotoTima pro-
vides an interlinking mechanism for further exploration. For example, users can explore
the time glyphs for temporal patterns of photos on maps (situation S2: what + where →
when) or click the thumbnails to see the detailed photos on maps for situation S3 (when
+ where → what).

We investigated another example for 200 most interesting photos taken in 2010 with
initial tag “football”. The visualization showed that there were 102 photos in Eu-
rope, 28 around North America, 17 in South America, 15 in South East Asia, and 14 in
South Africa, and so on (Figure 4(b)). What were the reasons for this distribution?

We found the answers by examining time-referenced tags of “football” photos. The
visualization showed that the highest number of tags is on July (552 tags) and the fewest
one is on December (142 tags). It means that Flickr users seem to consider photos taken
in July most, but least in December. In that regard, we examined how photos were
distributed with time pattern of months over geographical maps. As seen in Figure 4(b),
almost all photos taken in December were accumulated only for the region of Europe,
while the photos in July appeared mainly in South Africa and Europe.

What was that special pattern of July? Why most of photos in South Africa (12/14
photos) appeared in July? By clicking on the time glyph’s piece indicating July at South
Africa, the pop-up window showed photos with titles such as “World Cup 2010
South Africa: Spain v Netherlands” or “World Cup 2010 South
Africa: Spain v Germany”. The answer was clear: the particular pattern about
“football” photos in 2010 was about World Cup 2010 taken place in July in South
Africa.

Alternatively, we examined how tag patterns in tag clouds view could be used to
help us in finding out that information. One of the related tags of the tag “football”
is tag “stadium”. Interestingly, tag “stadium” appeared in all columns of the tag
clouds view. By selecting it on all columns (i.e., for all photos), the two remaining
photos (indicated by February and May) in South Africa’s time glyph were highlighted.
Why those two photos were about stadium? Could we find any relation between those
photos and the others in July? By clicking on them, e.g., the photo in May, we found
out that the description was about the Green Point Stadium I in Cape Town, and when
we navigated to Flickr website, we saw descriptions and comments about this stadium
in its preparation for World Cup 2010 (Figure 4(c)). From that, we thought that users
can also guess what the photos in July were about.

7 Conclusions

In this paper, we have presented an approach for the visual exploration of Flickr photos
in association with both geospace and time. We addressed the visualization of photos
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communicated through various granularity levels of data contents, geospace, and time
displaying: (i) what - photos are explored through imagery photos, photo thumbnails,
tags, and numerical patterns, (ii) where - geographical maps, and (iii) when - time plots
and temporal visual patterns.

The representations of data aspects are visually combined to support the tasks of
navigating and browsing for spatiotemporal photos. We combined what + when aspects
of photos by a parallel tag clouds view (focused tags are shown-in-context by a fisheye
lens). To communicate information with regard to where + what and where + when, we
display thumbnails and time glyphs on geographical maps.

By brushing-and-linking the parallel tag clouds view and the maps view, we allow
users to explore photos with regard to all three photo aspects. In doing so, our approach
can simultaneously communicate the what, where, and when aspects of photos, and thus
supporting all situations S1-S3.

The tool PhotoTima was developed for the exploration photos on Flickr. Comparing
to Flickr photos, there are other Web media (such as video with Youtube -
www.youtube.com, music with Last.fm - www.last.fm, and so on) that have
similar data aspects; and thus, developing tools for the exploration of those media in
terms of their spatiotemporal frame of references can be similarly considered. Hence,
the prototype approach of PhotoTima can be applied for the development of similar
tools for those media.
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Abstract. Calendar management has been recognized as a complex, highly per-
sonal type of activity, which must take individual preferences and constraints into
account in the formulation of satisfactory schedules. Current calendar manage-
ment services are affected by two limitations: most of them lack any reasoning
capabilities and thus cannot help the user in the management of tight schedules,
which make the allocation of new tasks particularly challenging. Others are too
impositive because they proactively schedule events without involving the user in
the decision process.

In order to address such issues, we propose a mixed-initiative approach which
enables the user to select the events to be considered, receive safe schedule sug-
gestions from the system and select the preferred ones for revising a calendar. A
peculiarity of our system is the fact that, in the suggestion of alternative schedules
for an event, it searches for solutions which are very similar to the user’s current
schedule, with the aim of limiting changes to her/his daily plans as much as possi-
ble. Our calendar management service is based on the exploitation of well-known
Temporal Constraint Satisfaction Problems techniques, which guarantee the gen-
eration of safe scheduling solutions.

Keywords: Calendar scheduling, mixed-initiative interaction, temporal
reasoning.

1 Introduction

The recent adoption of Web-based calendars has empowered people to holistically han-
dle their own life schedules by exploiting ubiquitous services for organizing their work
and personal commitments; e.g., see [1] for a discussion on the importance of this issue.
However, current calendar services are affected by limitations which reduce their use-
fulness: on the one hand, many services have no scheduling capabilities and thus leave
the user alone in the resolution of timing conflicts, which may occur in tight schedules
and are particularly difficult to handle, especially if they involve multiple actors. On
the other hand, as discussed in [2], the fully or semiautomated scheduling systems de-
veloped so far “fail to account for the personal nature of scheduling, or they demand
too much control of an important aspect of an individual’s working world.” A new,
mixed-initiative scheduling model is thus needed to mediate between too little and too
much proactivity: the idea is that of enabling the user to steer and control the system’s
operations, in order to receive a scheduling support that meets individual needs and
preferences.

J. Cordeiro and K.-H. Krempels (Eds.): WEBIST 2012, LNBIP 140, pp. 167–182, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



168 L. Ardissono et al.

As a first step towards addressing this issue, we propose an intelligent,
mixed-initiative scheduler supporting the management and revision of the user’s cal-
endar, given her/his commitments and those of the other actors involved in the shared
activities. The main feature of our scheduler is its mixed-initiative, conservative sup-
port: besides the generation of complete schedule proposals, it helps the user to revise
a schedule by suggesting alternative allocations of the events/tasks to be moved, having
schedule stability as a priority.

– The mixed-initiative support is implemented as follows: by interacting with the rich
user interface offered by our system, the user can select the events to be moved and
explore their alternative allocations in order to decide which one should be applied.

– As far as stability is concerned, in the generation of the revision hypotheses, the
system proposes conservative changes to the user’s calendar in order to maintain
previous commitments as originally planned or with minor temporal shifts.

Our scheduler, an initial version of which was presented in [3], is based on the exploita-
tion of Temporal Constraint Satisfaction Problems (TCSP) techniques, used to generate
safe full schedule proposals as well as to present all of the admissible intervals for
the placement of specific tasks. At present, the system only offers a user interface for
standard Web browsers, but we will soon develop an analogous one for mobile devices.

In the remainder of this paper, Section 2 provides some background on event schedul-
ing and compares our work to the related one. Then, Section 3 describes a usage sce-
nario and the features offered by our mixed-initiative scheduler. Section 4 describes the
system and its underlying model. Section 5 provides some technical details and section
6 concludes the paper.

2 Background

The temporal allocation of events in calendars has been addressed from different view-
points, offering more or less complex features for event scheduling, but the research on
mixed-initiative interaction with the user has been rather limited so far. In the following,
we briefly review the main types of support offered by commercial and research tools.

The simplest services are the to-do-list managers, such as Remember The Milk [4],
which are connected to the user’s calendar but typically do not provide any scheduling
support. They only present the lists of items allocated in each time slot.

Most calendar management services (e.g., Google Calendar [5]) do not offer any
scheduling function: they only help the user to identify free time slots for shared tasks
and meetings by jointly visualizing the calendars of the actors to be involved, or by
listing the free time slots to choose from (e.g., see the Google Calendar smart sched-
ule feature). Other tools take actors and resources into account (e.g., Resource Central
[6] supports the allocation of meeting rooms, etc.) but have no scheduling capabilities
either.

Similarly, task managers such as Things [7], DoIt [8] and Standss Smart Schedules
for Outlook [9] support the management of tasks, deadlines and task dependencies but
they do not schedule any tasks.
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Temporal reasoning and scheduling have been introduced in some process manage-
ment tools to address their lack of capability to reason about time. In [10] the authors
make use of the Oz multi-paradigm programming language [11] for solving scheduling
problems with CLP techniques similar to the ones used in our work. Some process man-
agement tools, such as the one described in [12], offer a complementary feature with
respect of our work: they estimate the dates of execution of future tasks to help the user
preview the organization of pending commitments. Other tools, such as WorkWeb Sys-
tem [13], schedule multiple workflows by taking the availability of actors and resources
(e.g., meeting rooms) into account. The main role of the actors’ personal schedulers is
that of automatically (or manually) accepting or rejecting new tasks and modifications
proposed by other agents.

Complex schedulers plan the execution of tasks according to deadlines and to the
surrounding context, e.g., in mission planning and/or robotic applications; for instance,
see Pisces [14]. However, they are not suitable for managing the user’s daily schedules,
either because they are developed for very specific execution environments, or because
they focus on allocating physical resources, without taking people’s needs into account.

Opportunistic schedulers, typically based on planning technology, synchronously
guide the user in the execution of activities according to the pending goals to be achieved.
However, they do not provide the user with an overview of long-term schedules, do not
manage the shared activities and are not mixed-initiative: they basically suggest oppor-
tunities of action, which the user may accept or ignore. For instance, see [15].

To the best of our knowledge, the only calendar management service which sup-
ports mixed-initiative scheduling is PTIME [2]. That system helps the user to organize
personal and shared events by selecting high-level schedule generation criteria (e.g.,
favoring the robustness of the schedules, in terms of fault tolerance, or their tightness,
and so forth). Our work differs in two ways with respect to PTIME:

– First, our system separates the selection of the scheduling policies to be applied
from the identification of the portions of a calendar to be affected. It enables the user
to revise a calendar by explicitly selecting the events and tasks to be rescheduled,
and to preview the possible solutions (if any) to choose from.

– Second, our system supports the management of conservative schedule revisions
which do not alter the relative order of the allocated tasks and events (except for
the one selected for modifications). It proposes changes which involve sliding the
other allocated items (e.g., postponing or anticipating them with respect to their
current timing) and, as such, reduces the changes in the actors’ calendars.

3 Sample Scenario

Let’s consider the sample calendar in Figure 1, where a set of events has been allocated
by user U using our mixed-initiative scheduler. As described later on, the user can (i)
manually set events/tasks in the calendar; (ii) create events/tasks to be automatically
allocated by the scheduler; (iii) select items to be moved to a different date and time
(benefiting from the help of the system in such an activity).

The placement of tasks in the displayed calendar satisfies some constraints given by
the user: for example, the Library meeting cannot take place at lunch time (13.00 to
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Fig. 1. User interface of our mixed-initiative scheduler: week calendar view

14.00; i.e., from 1pm to 2pm), nor after 17.00, and must end before Thursday 11.00.
Moreover, the Ph.D meeting and the phone call must take place on Wednesday before
20.00 and the phone call must be done after the Ph.D meeting.

Let’s assume that a new task arrives (e.g., meeting the plumber for fixing a leaking
sink), that takes 3 hours and has to be performed on Wednesday before 18.00. It is easy
to see that there is no free spot in the calendar where the new task can be placed. Then,
the user can ask for the help of our scheduler: first, (s)he asks when the task can be
allocated; in this case, the scheduler replies that it could start at 13.00, 14.00 or 15.00,
since this would only require to anticipate or postpone the afternoon tasks, without
affecting the order of the current ones. Indeed, if the new task is placed at 13.00 or
14.00, it is sufficient to delay a bit the Ph.D meeting and the phone call. Otherwise,
if it is placed at 15.00, a solution can be found by anticipating the Ph.D meeting and
deferring the phone call, and slipping the new task between them. If the user does not
want to meet the plumber in the afternoon, (s)he can try to move the Library meeting to
make room for the new task. For this purpose, the user points to the Library meeting task
and asks the temporal reasoner for help. The reasoner replies that, considering only the
user’s tasks in the current schedule, the Library meeting can be moved to Wednesday
at 8.00, 9.00, 14.00, 15.00 or to Thursday at 8.00 or at 9.00 (in which case, the write
paper task should be anticipated to Wednesday afternoon).

Notice that if, after exploring several possibilities with the help of the scheduler,
the user is still unsatisfied, (s)he can request a brand new schedule. However, this may
cause many of the other tasks to change their times and their relative order.

4 Our Mixed-Initiative Scheduler

Our scheduler is integrated in a Collaborative Task Manager (CTM) service [16,17] that
supports distributed collaboration by enabling users to synchronize with each other in
the execution of their shared activities. The CTM manages task nets that regulate the
execution of complex activities, possibly decomposed in simpler tasks which can be
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organized in patterns typical of workflow nets; e.g., sequence, parallel split, exclusive
choice, synchronization, simple merge, etc. [18].

Our system manages calendar events and tasks which can involve multiple actors.
In our view, the task concept subsumes the event one, as an event can represent a very
simple “to-do”, or an appointment not necessarily associated to the execution of specific
operations. Thus, in the following we will only refer to tasks, assuming that events can
be treated in the same way. The design of our scheduler has been driven by the following
requirements:

– Safe scheduling: the proposed solutions must be consistent with the constraints
imposed on the tasks in the user’s calendar and with the commitments of the other
involved actors; i.e., the scheduler must propose task allocations that are feasible
for all the participants.

– User control: if the user wants to inspect the space of possible solutions, e.g., to
allocate a new task, or to move an existing one, (s)he must be enabled to steer
the system’s behavior in order to select the paths to be explored. This is very im-
portant to impose personal scheduling preferences (e.g., by explicitly selecting the
“victims” to be revised in order to solve a conflict).

– Mixed-initiative: even though the system has an important role in suggesting possi-
ble solutions to the existing conflicts, the user is in charge of exploring the available
alternatives and selecting the preferred one. In other words, the user has an active
role in guiding the scheduler’s operations rather than being only responsible for
accepting or rejecting the proposed solutions.

– Conservativeness: unless the user requests a new schedule, the system must search
for solutions that are as conservative as possible with respect to the existing com-
mitments in order to avoid a complete reorganization of the actors’ daily schedules.

– Collaboration support: tasks are scheduled for all the involved actors, taking into
account their calendars and the deadlines of their commitments.

Our mixed-initiative scheduler enables the user to define the tasks to be performed
by specifying their actors, earliest start time, duration, deadline, and other types of
information, such as, e.g., whether a task can be performed in parallel with other ones
(i.e., it can overlap with other tasks). Even though some tasks have a fixed starting time,
other ones can be scheduled at different time points and there is a safe starting time
window which spans from the instant when they are enabled (earliest starting time) until
the very last minute they have to be started to meet their deadline. In order to safely
schedule a task, it has to be allocated within its safe starting time window. However,
the specific allocation is not by itself a hard constraint to be met and can be modified
for re-scheduling purposes. We thus model two main types of information: the basic
constraints of tasks, which have to be met in any schedule proposal, and the specific
configuration of a calendar, which represents the user’s current decisions about how
to organize the activities, but can be modified. The representation of tasks, and the
temporal reasoning approach adopted in our work, reflect this idea.

As discussed later on, a critical aspect concerns the execution of shared tasks, whose
scheduling affects multiple actors. Our current system fully addresses the management
of a single calendar but provides a partial solution to the synchronization of multiple
calendars, to be further developed in our future work.
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Fig. 2. User interface of our mixed-initiative scheduler: event/task specification

4.1 User Interface

Figure 1 shows a portion of the user interface of our mixed-initiative scheduler. This
user interface, currently only available for standard web browsers, is aimed at testing
the scheduling capabilities of our prototype. We will restyle it, and develop another one
supporting mobile access (mainly for tablets, as schedule revision is a rather difficult
task to be performed using a smart phone), after having collected feedback from our
users.

– An interactive calendar shows the user’s schedule for the current week by display-
ing the names of the tasks in the time slots that have been associated with them.

– By clicking on a cell of the calendar the user can view and modify the details of the
allocated task or delete it. Figure 2 shows the portion of the user interface offering
this functionality (see the “Change” and “Remove” buttons).

– Figure 2 also shows the portion of the user interface supporting the definition of
new tasks (“Add” button) and the rescheduling of tasks (“Where can I place this
task?” button, partially displayed in the figure). If the user clicks on the “Where can
I place this task?” button, the system visualizes in a pop-up window the safe task
allocations that could be selected to revise the overall schedule, possibly by sliding
other tasks in order to make room for the selected one. All such alternatives are
handled as revision hypotheses and it is up to the user to decide whether applying
one of them (thus updating the calendar) or not.

– In Figure 1, at the right of the calendar, the Schedule start and Schedule end buttons
enable the user to request a new schedule following different task allocation poli-
cies. If at least one schedule solution exists, the Schedule start policy proposes one
where tasks that can be started earlier are allocated before the others. Differently,
the Schedule end policy produces a schedule where tasks are allocated depending
on their urgency, i.e., those having earlier deadline are allocated before the others.
The former policy produces tighter schedules, reducing the free time slots in the
user’s calendar. The latter is more cautious and generates more robust schedules
by reserving time after the expected termination of tasks, which might be possibly
exploited for recovery purposes.
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4.2 Scheduling Modules

The mixed-initiative scheduling service offered by our system is based on the integra-
tion of two main software components:

– A basic scheduler (henceforth, scheduling module), which supports the generation
of brand new schedules satisfying the temporal constraints of the existing tasks.

– A temporal reasoner suggesting alternative allocations for a specific task in the
current calendar.

The scheduling module, given a set of tasks, their definition (e.g., duration, earliest
start time and deadline) and the allocation policy selected by the user attempts to place
the tasks in the calendars of the involved actors and proposes a solution, if any. Unless
specified by the user by checking the “Can overlap other tasks” box in the task definition
form (see Figure 2), we assume that tasks cannot be scheduled in parallel; e.g., the same
person cannot attend two meetings at the same time. Thus, the scheduler sequentially
allocates the non overlapping tasks.

The temporal reasoner, given the current schedule, the constraints imposed on the
tasks and a problem to be solved (e.g., adding a task to the schedule or moving a task to
a different time), searches for safe reallocation hypotheses concerning the problematic
task. For this purpose, the execution of other tasks might be shifted back or ahead,
within their start time windows, in order to reserve enough free time for it.

5 Mixed-Initiative Scheduling as a TCSP

5.1 Temporal Constraint Satisfaction Problems

As described later on in section 5.2, the constraints that must be satisfied by the tasks
in a user’s calendar can be represented as a Temporal Constraint Satisfaction Problem
(TCSP) [19]. We thus briefly introduce this concept.

TCSPs are a class of Constraint Satisfaction Problems (CSPs) [20] tailored to the
representation of temporal constraints.

A TCSP involves a set of variables X1, . . . ,Xn with continuous domains representing
time points. Constraints can be unary or binary; a unary constraint:

(a1 ≤ Xi ≤ b1)∨ . . .∨ (an ≤ Xi ≤ bn)

constrains the value of one variable Xi to be in one of the intervals [a1,b1], . . ., [an,bn].
A binary constraint:

(a1 ≤ Xj −Xi ≤ b1)∨ . . .∨ (an ≤ Xj −Xi ≤ bn)

constrains the difference between two variables Xj, Xi to be in one of the intervals
[a1,b1], . . ., [an,bn].

As we shall see, TCSPs have the expressive power to capture all of the constraints
of interest to this work. We solve TCSPs with a Constraint Logic Programming (CLP)
solver; see Section 5.3.
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For implementing some important features of our approach, we have to focus on a
subclass of TCSPs, the Simple Temporal Problems (STPs) [19], where all of the con-
straints are binary and do not contain disjunctions:

(a ≤ Xj −Xi ≤ b)

This class of problems can be represented as a graph named Simple Temporal Network
(STN) and has two important characteristics:

– checking whether a STN is consistent takes polynomial time [19,21]
– the same polynomial algorithm used for checking the consistency, also minimizes

the STN; i.e., for each pair of variables Xi, Xj, it computes an interval [amin,bmin]
such that in every global solution, the following holds:

amin ≤ Xj −Xi ≤ bmin

and, vice versa, for each value δ ∈ [amin,bmin] there is a global solution such that
Xj −Xi = δ.

We solve STPs with a specialized STN solver, as described in section 5.4.

5.2 Task Representation

We express the time constraints in the user’s calendar as TCSP constraints. Starting
from the basic constraints defined for a task (earliest starting time, duration, deadline,
etc.), we associate two numeric variables Ts and Te to the start and end time of each task
T . For simplicity, we assume that the value of a variable Ts (resp. Te) is the number of
one-hour slots in our calendar between Monday 8.00 and the start (respectively the end)
of task T .

Let us start by considering deadlines, durations and precedences, following the ex-
ample schedule shown in Figure 1.

A deadline, such as “the Library meeting (LM) must take place before 11.00 on
Thursday”, is expressed as:

LMe ≤ 39

since in our calendar there are 39 one-hour slots between Monday 8.00 and Thursday
11.00 (see Figure 1). With a slight abuse, we use the term deadline also to indicate
constraints on the exact end of a task; for example, the fact that the Prog2 class (P2)
must end exactly on Wednesday at 13.00, is captured by:

P2e = 29

which is equivalent to 29 ≤ P2e ≤ 29.
To express a duration, such as the fact that the Library meeting lasts 2 time slots, we

simply write:
LMe −LMs = 2

A precedence, such as the fact that the Phone call to Mr. Smith (CS) must take place
after the Ph.D meeting (PM), is expressed as:

CSs −PMe ≥ 0
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It is easy to see that all of the above constraints can be represented not only as a
TCSP, but also as a Simple Temporal Network. However, there is an additional kind of
constraints that is fundamental for computing an admissible schedule: the
non-overlapping constraints. A typical non-overlapping constraint states that a task T
cannot overlap with another task. For example, the fact that the Library meeting (LM)
cannot overlap with the Prog2 class (P2) is expressed as:

P2s −LMe ≥ 0∨LMs −P2e ≥ 0

i.e., either LM ends before P2 starts, or vice versa. Clearly, there must be one of these
constraints between each pair of non-overlapping tasks T , T ′ in the calendar.

There may be additional non-overlapping constraints. For example, in our scenario
of section 3, the Library meeting must not take place at lunch time (i.e. from 13.00 to
14.00), nor after 17.00. In order to express this constraint on Monday, we write:

LMe ≤ 5∨LMe ≥ 8
LMe ≤ 9∨LMe ≥ 14

similar constraints must be added for each day of the week under consideration.

5.3 The Scheduling Module

Given the set of tasks to be allocated in the user’s calendar, the scheduling module
generates a schedule by handling the task definitions as constraints to be solved in a
Constraint Satisfaction Problem. This type of activity has been largely explored in the
research on Constraint Satisfaction; thus, we briefly describe it, leaving space for the
temporal reasoning process, which is peculiar of our work.

If a task is not a precise appointment, its start and end times are time windows during
which the task has to be executed (unless its duration is the same as the distance between
such time points). The scheduling module thus represents the start and end time of
each task as time intervals themselves, defining them as Finite Domain Variables whose
domains represent the eligible time instants for starting/ending the task. For instance, if
a task T must start after t0, end by t1 and its duration is d, its starting time window is
[t0, t1-d].

Given the start and end Finite Domain Variables of the tasks to be scheduled and
the existing non-overlapping constraints, the scheduling module performs a domain re-
duction on such variables in order to restrict their domains to the feasible values. If
a solution exists (i.e., for each Finite Domain Variable, the domain is not null), the
scheduling module explores the solution space for setting such variables to specific val-
ues, which represent the proposed allocation times. Otherwise, the scheduling module
returns a “no solution” value, which describes the fact that the set of considered con-
straints is not satisfiable, i.e., a schedule addressing all the requirements specified by
the user cannot be generated.

Different strategies could be applied in the exploration of the solution space, lead-
ing to different schedules. We selected two sample strategies to start with: allocating
earlier tasks, or more urgent ones, before the others. Technically, such policies are im-
plemented by selecting the order of the variables to be set during the exploration of the
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solution space (i.e., the set of possible configurations of the variables). In the Schedule
start policy, the variables having the smallest minimum values in their domains are set
before the others, which results in an early allocation of the tasks that can start earlier.
In the Schedule end policy the variables having the smallest maximum values in their
domains are set before the others, which results in an early allocation of the tasks that
must end earlier.

In order to support an incremental mixed-initiative scheduling of tasks, and the pos-
sibility of reasoning on a subset of all the tasks to be considered, the scheduling module
operates on a constraint set that is a clone of the original task specification. In this way,
at each instant of time, the set of constraints to be considered can be reset or modified
as needed. It is thus possible to create a history of the generated scheduling solutions
and allow the user to navigate it and choose the preferred alternative.

It should be noticed that the constraints to be solved in the generation of a schedule
might concern personal and shared tasks. Scheduling a shared task means allocating
it in the calendar of all the involved actors. The scheduling module fully supports the
allocation of shared tasks because the constraints belonging to the calendars of the
involved users can be fused to search for a global solution by merging their constraints:
in fact, even though each actor is committed to several tasks, those to be performed
by different actors can overlap in the overall schedule; thus, task constraints can be
merged to represent the complete set of activities to be scheduled.1 If the overall set of
constraints is not satisfiable (because there is no free slot where the involved actors can
perform the task), the scheduling module returns a “no solution”. However, if the failure
is returned after the user has selected one of the (conservative) suggestions made by the
temporal reasoner (see next section), it may still be possible to request a complete (non
conservative) re-scheduling of all of the activities, to see if different solutions can be
found which accommodate the new task.

5.4 The Temporal Reasoner

The deadlines, durations and precedences can be straightforwardly expressed without
disjunctions, and therefore can be encoded in a Simple Temporal Network (STN). Fig-
ure 3 depicts the STN for the constraints of our running example regarding the Wednes-
day tasks. It shows the new task Meet Plumber (MP) to be inserted, as well as Library
meeting (LM), Prog2 class (P2), Ph.D meeting (PM) and Phone Call to Smith (CS)
(assuming that the tasks cannot be performed before Wednesday).

The z time point represents Monday 8.00, while the intervals on the arcs express
the minimum and maximum distance between the connected time points; for example,
interval [26,39] on the arc connecting z and LMe represents:

26 ≤ LMe − z ≤ 39

i.e., LM must end at most on Thursday 11.00, and at least on Wednesday 10.00. The
dotted arc represents the precedence between PM and CS; its associated interval (omit-
ted for readability) would be [0,+∞]; i.e., CSs must follow PMe by at least 0 hours.

1 If more than one actor is involved in a task to be re-scheduled, the task instances present in the
various calendars are unified by imposing that their start and end times are equal.
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Fig. 3. Portion of the STN representing the basic constraints for the user tasks

The minimization of this STN only restricts the intervals of the arcs z−PMe and
z−CSe (the restricted intervals are depicted in italics in the figure). In particular, the
maximum value of PMe (end of Ph.D meeting) becomes 35 (Wednesday 19.00) because
there must be time for making the phone call to Mr. Smith afterwards. Similarly, the
minimum value of CSe becomes 27 (Wednesday 11.00) because there must be time for
the Ph.D meeting before.

Note that this STN does not take the non-overlapping constraints into account and,
in particular, its minimization does not affect the interval for the end PMe of the new
task (Meet plumber), which is still between 11.00 and 18.00 on Wednesday. Unfortu-
nately, not all of the time points within this interval are admissible, as can be seen by
considering, e.g., that the two time slots between 11.00 and 13.00 are rigidly allocated
to the Prog2 class.

When the STN solver is invoked to show all the feasible time intervals for starting
the Meet plumber task, we want it to return only admissible time points. Let us start by
considering how we can take into account the non-overlapping between tasks (below,
we will also discuss the non-overlapping between a task and certain time slots, such as
lunch time for the Library meeting).

From the current schedule (Figure 1), we can infer the current order of the tasks that
are already in the calendar. We make the assumption that the order of these tasks cannot
change, while Meet plumber can be placed between any two of them.

Algorithm 1 implements this idea. It takes as inputs a new task T to insert, the se-
quence of the other tasks (T1, . . . ,Tk) in the order in which they appear in the current
schedule, and an STN N encoding the basic deadline, duration and precedence con-
straints for T1, . . ., Tk and T . Each possible positioning of T in the sequence determines
a total order Ord among the tasks, including T ). Such a total order is asserted as a set of
precedence constraints into N , and the resulting net is minimized, yielding an interval
[mini,maxi] of possible values for the start Ts of T .

The algorithm returns a set FInt containing all of such intervals. If the current order
of the tasks is not allowed to change, the intervals in FInt represent all of the possible
choices for starting T .
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Algorithm 1. Feasible intervals for adding a new task

input:
new task T
other tasks in current schedule order (T1, . . . ,Tk)
STN N (deadlines, durations, precedences)

FInt ⇐ /0
for i = 0 . . .k do

Ord ⇐ (T1, . . . ,Ti,T,Ti+1, . . .Tk)
N ′ ⇐ assert order Ord in N
N ′ ⇐ minimize N ′

FInt ⇐ FInt ∪
{ get interval [mini,maxi] for Ts from N ′}

end for
return FInt
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Fig. 4. STN for a specific task order

Going back to our example scenario, the new task is MP, the other tasks in the current
scheduled order are (LM,P2,PM,CS), and the basic STN N is the one depicted in
Figure 3. Figure 4 shows the net N ′ computed by the algorithm at the 3rd iteration
(i = 2), when the new task MP is placed between P2 and PM.

First of all, several intervals are restricted due to the minimization. In particular, the
interval on the arc z−MPe is restricted to [32,33] (Wednesday from 16.00 to 17.00);
when we ask the STN for the interval on the arc z−MPs, we get [29,30] meaning that, if
MP is placed between P2 and PM, it can start on Wednesday between 13.00 and 14.00.

The full execution of the algorithm yields the following set of intervals:

/0 when MP is the first task
/0 when MP is between LM and P2
[29,30] when MP is between P2 and PM
[31,31] when MP is between PM and CS
/0 when MP is the last task
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Fig. 5. STN for a specific task order with forbidden time slots

If we take the union of the overlapping intervals, we conclude that the meeting with the
plumber can start on Wednesday from 13.00 to 15.00 (interval [29,31]).

Let us now show how the non-overlap constraint between a task and certain time
slots can be handled by assuming that the user is not satisfied with the interval [29,31]
for PMs computed by Algorithm 1, because it would be preferable to meet the plumber
in the morning. The user then attempts to make room for MP by selecting the Library
meeting task and asking the STN solver to suggest where to move this task.

The computation of the possible start intervals of LM is made with an algorithm
similar to Algorithm 1, which explores the effects of placing LM in each position within
the current order of the other tasks (P2,PM,CS). However, there is a parallel ordering
to be explored; if we denote respectively as I1, I2 the lunch time (13.00 to 14.00) and
the late afternoon (17.00 to 20.00) on Wednesday, the algorithm must also explore the
placement of LM in each position within the order (I1, I2). Figure 5 shows a portion
of the STN where LM has been placed between P2 and PM in the order of tasks, and
between I1 and I2 in the order of non-admissible slots.

The minimization of this particular network yields an interval [30,31] for starting LM
(14.00 to 15.00). The algorithm also explores all the other combinations of the position
of LM in the tasks order and in the non-admissible slots order, yielding the following
admissible starting intervals:

[24,25] LM first task before lunch
[30,31] LM between P2 and PM after lunch
[31,31] LM between PM and CS after lunch
[36,37] LM on Thursday after Write paper

If we take the union of the overlapping intervals, we conclude that we can start LM on
Wednesday from 8.00 to 9.00 or from 14.00 to 15.00, and on Thursday from 8.00 to
9.00. Going back to the user’s goal, the Library meeting can be moved to Wednesday
afternoon or Thursday morning, saving room for task Meet plumber on Wednesday
morning.

It should be noticed that the described techniques could be extended to handle shared
tasks. For example, after computing the slots where the Library meeting could be
placed, we have only taken the current user’s calendar into account. However, it might
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Fig. 6. Sample scenario involving multiple actors

be necessary or desirable to also take into account the calendars of the other people
attending the meeting.

It is out of the scope of this paper to present the extended techniques that address
this issue. In Figure 6 we give a hint of how a portion of STN encompassing multiple
calendars may look like. There, tasks B and Q of USR1 and USR2 represent the same,
shared task (e.g., a meeting), and this is expressed in the net by the fact that Bs−Qs ≥ 0
and Qs −Bs ≥ 0, i.e. Bs = Qs. Moreover, task U of USR3 must follow task P of USR2,
e.g., because the output of task P is an input for task U; this is expressed in the net by
the link Us −Pe ≥ 0. The extensions needed to handle such an STN may benefit from
distributed solving of the Simple Temporal Problem [22] and may involve negotiations
among the schedules of different users (as partially done in [13], where a user affected
by a change made by another user can accept or refuse it).

5.5 Technical Details

We implemented our mixed-initiative scheduler as a Java Web application. The schedul-
ing module has been developed by integrating the JaCoP Constraint Solver [23], while
the temporal reasoner has been implemented in Perl using the Graph.pm extension mod-
ule [24] for representing and manipulating STNs; in particular, the minimization of the
STNs is performed by invoking the implementation of the Floyd-Warshall algorithm
included in Graph.pm.

The Java Web application calls the temporal reasoner as a local REST (REpresenta-
tional State Transfer) service via the HTTP protocol. The user interface is developed as
a rich interface, based on the Google Web Toolkit (GWT [25]).

6 Conclusions

Calendar scheduling is a complex type of activity, which can dramatically benefit from
automated support, especially in tight schedules where the allocation of new events and
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tasks can generate non-trivial timing conflicts to be addressed. At the same time, it can-
not be reduced to the identification of solutions satisfying all the existing constraints:
in fact, users handle scheduling problems in a very personal way, taking into account
individual preferences, as well as information about the other involved participants.
Moreover, any change which drastically modifies an existing schedule might be con-
fusing for the involved actors because it would strongly change their daily plans. For
such reasons, calendar management should support the user in finding solutions which
are under her/his control and have schedule stability as a priority.

The work described in this paper follows this concept: we described a mixed-initiative
calendar scheduler which proposes safe schedules and suggests conservative revisions
on demand. Our system helps the user to solve scheduling conflicts but also to resched-
ule specific events by suggesting the time slots where they might be allocated without
breaking any existing temporal constraints in the respect of the commitments of the other
involved actors.

At the current stage, our mixed-initiative scheduler handles personal tasks but it only
partially supports the management of shared tasks: while it generates global schedules
if at least one solution satisfying the overall set of constraints exists, it cannot repair
scheduling failures. In our future work we will extend the system to deal with such
situations by improving the temporal reasoner that supports task re-allocation and by
developing an interaction protocol that helps the involved users to reach an agreement
on schedule modifications. Our future work will also be devoted to testing the scalabil-
ity of our scheduler and its usability with end-users, as well as to developing its user
interface for mobile access.
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Abstract. Due to the characteristics offered by automated management sys-
tems, municipal administrations are now attempting to store digital informa-
tion instead of keeping their physical documents. One consequence of such 
fact is the generation of large volume of data. Usually, these data are col-
lected by ICT technologies and then stored in transactional databases. In this 
environment, collected data might have complex internal relationships. This 
may be an issue to identify patterns and behaviors. Many institutions use data 
mining techniques for recognize hidden patterns and behaviors in their opera-
tional data. These patterns can assist to future activities planning and provide 
better management to financial resources. Intelligent analysis can be realized 
using the Support Tools and Support Decision Making (STSDM). These tools 
can analyze large volume of data through previously established rules. These 
rules are presented for STSDM in the training phase, and the tool learns about 
the patterns that should look. This paper proposes a model to support decision 
making based on self-organized maps. This model, applied to electronic gov-
ernment tools, can recognize patterns in large volume of data without the set 
of rules for training. To perform our case study, we use data provided by the 
city of Campinas, Sao Paulo. 

Keywords: Business intelligence, Data mining, e-Government, Self-organizing 
maps. 

1 Introduction 

The results offered by Information and Communication Technologies (ICT) make the 
public and private organizations get rid of physical documents and store their infor-
mation digitally [1]. The Electronic Government (e-gov) has emerged as a popular 
word in the public administration to classify the use of ICTs as tasks, activities and 
events management tools. The ICTs are utilized in the public sector aiming to help the 
organizations manage the resources by monitoring the results of the implementation 
of public policies in the society [2]. 

One of the consequences of using the ICTs is the production of large amounts of 
data with complex relationships amongst them. This large volume of data makes dif-
ficult for the public administrators and people in charge of making decisions identify 
patterns and behaviors derived from the data [3]. Another aggravating is that a big 



186 E.L. de Almeida Gago Júnior et al. 

 

deal of public departments and organizations uses distinctive databases. This hampers 
not only the exchange of data between departments but also the interpretation of this 
information [1]. This way, the public organizations demand software solutions that 
can help the identification of deficiencies and business opportunities based on the 
intelligent analysis of operational data [4]. The intelligent analysis of data originated 
from the public institutions can be carried out through data mining techniques [5].  

The data mining techniques are divided into two groups: supervised learning and 
non-supervised learning. The supervised learning needs previous knowledge of the 
data to be mined. This knowledge is employed to train the data mining algorithms. 
The non-supervised learning algorithms exempt the previous knowledge of data, once 
these algorithms operate on the basis of characteristics and similarities existing in the 
records. In general, the non-supervised learning techniques seek for frequent beha-
viors and events hidden in the operational data of the institutions [6].  

The use of data mining techniques has been intensified in more developed coun-
tries. The North-American government finances private institutions for processing 
information in order to identify evidences of violation, e.g., the overuse of govern-
ment credit by public servants and tax evasion. The data mining is also employed by 
the North-American military sector in the search for evidences of terrorist attacks, and 
even in the selection of young people for military service. 

Braga [7], Oliveira [8] and Mourady [2] show that the support platform to public 
planning and data mining can contribute to economical, fiscal and tributary develop-
ment of public institutions. Kum [9] shows that data mining can also be utilized to 
self-evaluate the performance of these institutions, providing better use of financial, 
human and technological resources. The work of Kum [9] demonstrates that the data 
mining enables the enhancement of processes and speeds up the back and forth of 
administrative paperwork and protocols of public institutions.    

Several studies are carried out with the purpose of improving the management of 
public resources. These works employ supervised learning techniques which depend 
on controlled vocabulary and thesauruses.  

The data mining done through supervised learning techniques raises the operational 
cost, as it needs ontologies and analyses of patterns that will be used during the train-
ing of data mining algorithms. This kind of solution makes difficult the gathering of 
new information, as the data will be explored in accordance with pre-established 
rules. In these cases, the algorithms of data mining are restricted to classify the data 
bearing known labels, leaving unnoticed some new information. 

1.1 Objectives 

This paper proposes a Generic Model for Representation of Samples and Extraction 
of Knowledge (GMRSEK) which enables the identification of unknown patterns by 
mining the operational data of the public institutions. To identify unknown patterns in 
large volume of data, we shall use a non-supervised classification technique called 
self-organizing maps. 

Self-organizing maps are neural networks of competitive learning. On this kind of 
network the processing units, called neurons, compete with one another for the right 
of representing an input datum. The neuron whose distance is shorter, regarding to the 
input datum, wins the competitive process. The winner neuron and its neighbors are 
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adapted towards the input datum; however, these contiguous neurons are adapted with 
less intensity [7]. 

By using this data mining technique, it is expected to get data gatherings which 
show similar information between them, so that, it is possible to find classes of logs 
and possible patterns existing in the data. The patterns and gatherings found after 
exploratory analysis of the data will be treated as knowledge. The knowledge got 
through the exploratory analysis must be stored in the GMRSEK which provides an 
organized structure, enabling the generation of reports and the use of this information 
by electronic government systems. 

2 Electronic Government 

Many countries throughout the world stimulate reforms in the public institutions due 
to growing expectations of citizens, regarding to their governors. The success of pub-
lic management is measured based on the benefits they assure to society. Private or-
ganizations, communities and citizens demand efficiency and accountability in public 
resources management, as well as, ensure the delivery of better services and results.  

In this new scenario, the countries seek to revitalize their public administrations by 
innovating their structures and procedures, and qualifying their human resources. In 
this context, the utilization of Information and Communication Technologies (ICT) 
has a fundamental role in managing and creating an environment propitious to social 
and economic growth, leading to the achievement of these goals [2]. 

2.1 Structure of e-Gov 

To establish and regulate the standards of integration and exchange of services be-
tween government, companies and citizens, it is important to define the e-Gov  
structure. This structure makes easy to understand the implementation process of the 
electronic government and the implications of this process [1]. 

The generic structure of e-Gov proposed by Ebrahim [1] is divided into four layers, 
as we can see in Fig. 1: 
 

 

Fig. 1. Structure of e-Gov [1] 

The access layer provides the means for distribution of services, products and in-
formation provided by e-Gov. These means consist of on-line access channels, such 
as portals that can be accessed via computer or mobile devices [1]. 
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The e-Gov layer can be seen as a repository, where all the services offered by the 
government are allocated. The purpose of this layer is to establish a single entry point 
for users, enabling the search and utilization of services. 

The e-Business layer is where the IT data an services of different agencies and 
public departments can be integrated. In this layer, the common data and services 
between different agencies and public institutions should be shared through a distri-
buted interface, allowing the various public departments to access information from a 
single point [4]. 

On the other hand, the infrastructure layer concentrates the hardware solutions, 
which enable to provide information and services via on-line access channels. 

We can list as elements of infrastructure layer the application servers, routers and 
other pieces of equipment which clears the way for distribution of services via Inter-
net, Intranets and Extranets [1]. 

2.2 Classification of e-Gov 

E-Gov systems have broad applications and hold users of distinctive needs and  
profiles. In order to group the services offered to each class of users, it comes the 
necessity of classifying the electronic government systems. The e-Gov systems are 
classified as follows: Citizen to e-Gov, Business to e-Gov, Government to e-Gov, 
Internal Efficiency Applications, and Effectiveness and Global Infrastructure [4].  

The Citizen to Government system class concentrates the services offered to the 
citizens. In general these services are communication channels which permit the citi-
zen to ask the public institutions for the execution of a given task, for instance, clean-
ing and mowing a park, or simply issuing a form copy of a document, such as IPTU 
(tax for urban territorial property), or a debt clearance certificate [4]. 

The Business to Government system class holds part of the services offered to the 
companies, such as, printing forms, copying taxation documents, thus, facilitating 
communication between government and business.  Among the services offered to 
entrepreneurs, it is usual, in this class of electronic government, the occurrence of 
electronic bids, where competitive propositions are made for getting the right of tak-
ing over a public enterprise or a service bound to be outsourced [3]. 

The Government to Government class deals with the services which must be 
shared between the various agencies and departments of the government itself. In 
general, governmental agencies and departments do not adopt a single solution for 
software and data storage; on the contrary, pieces of information are kept in separate 
and distinctive environments. In this scenario, the sharing of information and services 
is a challenge for the public institutions, which demand software and hardware solu-
tions that can lead to the solution of this problem [4]. 

The class of systems called Internal Efficiency and Effectiveness deals with appli-
cations that aim to improve quality and efficiency of internal processes in governmen-
tal agencies and departments. To exemplify these applications, one can mention the 
work of [9], which proposes a system of knowledge discovery for self-evaluation on 
the results achieved from public departments and agencies, allowing to monitor the 
implementation results of public policies in the society. 

The class of global infrastructure comprises matters concerned to interoperability of 
e-Gov applications, providing quality and assurance of services. The solutions  
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employed in this class of systems put together hardware and software resources. As an 
example of global structure, one can mention the work of Mendes [10], which establish-
es communication networks, enabling the integrations of governmental agencies and 
departments through the distribution of services via on-line service channels [10]. 

3 Business Intelligence 

Business Intelligence (BI) comprises a set of techniques which permit to identify 
behavior trends from a frame of events. These trends can help the process of decision 
making in business. With the fast-evolving computing sector and the enhancement of 
data storage mechanisms, organizations turned to store all pieces of information com-
ing from their daily activities, such as sending protocols and documents, recording 
activities performed by clients, like ordering, purchasing, and so on [2]. 

The organizations begin to see these data as source of information that could guide 
their evolution and development just by utilizing the information concealed in the 
large volume of data stored during long periods of gathering. The growing competi-
tion between organizations and the demand for better services by clients prompted the 
development of more efficient techniques which permit to analyze large volumes of 
data in an intelligent way. The BI has emerged as a popular expression to cover these 
needs and is classified as systems for supporting the decision [9]. 

The large amount of data and the complexity of its relations make difficult the un-
derstanding and extraction of useful information for decision-making. Thus, there is 
the need of storing these data in simplified environments where the degree of relation-
ship among the data is lower, leading to better performance in queries and cross-
checking information. To meet these requirements it comes the Data Warehouse’s 
concept (DW), which are multidimensional data bases with a lower level of standardi-
zation compared to transactional databases. In data warehouse, queries can be done 
more quickly and the data do not suffer from having constant modification [9]. Fig. 2 
displays the BI environment and technologies involved in it: 
 

 

Fig. 2. BI environment 
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As we can see in Fig. 2 the DW is fed by data coming from transactional data 
bases. The insertion of data in the DW is done by tools called Extraction, Transforma-
tion and Load – ETL. The data in the DW are in a suitable format for exploration 
through supporting tools for decision, without duplicities and integrated as for termi-
nologies and formats [2]. 

3.1 Data Mining 

Data mining is the analysis of large volumes of data in order to recognize new pat-
terns and trends coming from information of an organization. Generally, these data 
are cached in transactional databases or in DW, and data mining uses techniques of 
pattern recognition which searches for existing similarities among the data under 
analysis. These patterns are characterized based on recurrent events, for instance, 
several people get the same disease in a given time of the year. If this event occurs 
again in the following years, it can be considered a pattern. Data mining can identify 
this kind of behavior by eliminating those less cyclical facts [9]. 

Data mining enables knowledge discovery, i.e., it gets unknown information 
among the data. When there is no previous knowledge about the data to be mined, it is 
used, in general, techniques of non-supervised exploratory analysis. The self-
organizing maps are examples of these techniques, not requiring any previous know-
ledge about the data, i.e., they operate on large amount of non-classified data, of  
unknown types, classes and groups [9]. 

The self-organizing maps are competitive neural networks which are organized in-
to two layers: the input-layer and the output-layer. Each neuron of the input-layer is 
connected to all the neurons of the output-layer through the vectors of weights [6]. 
The completion of these neural networks supposes the presence of a set of data, taken 
randomly and in a repetitive way in which every neuron has a weight vector asso-
ciated with each input of the total of inputs. There is competition among all neurons 
to win the right of representing the data displayed in the network. The neuron whose 
vector is closer to the input datum wins the competition and gets the name of Best 
Matching Unit (BMU) [6]. The BMU neuron alters its vector of weights in order to 
get even closer to the displayed datum, increasing the likelihood of winning again on 
the occasion of appearance of the same datum. In order to identify groups, the neigh-
bor’s neurons of the winner neuron will also have their weight driven to the same 
input, with less intensity, though [6]. 

4 Proposed Model 

This section presents the proposed model for application of self-organizing maps in 
order to identify patterns in databases of public institutions. the Generic Model for 
Representation of Samples and Extraction of Knowledge (GMRSEK) provides  
mechanisms for storing data which enables automated exploratory analysis of these 
data through self-organizing maps. The need for a generic environment to carry out 
data exploratory analysis is due to the different software solutions adopted by  
Brazilian municipalities. The GMRSEK is capable of storing an undetermined num-
ber of samples made up of dimensions and values that, after being submitted to the 
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self-organizing map, results in a set of new pieces of information which, hereafter, we 
call knowledge.  

The expected results from data mining are concentrations of data, whose meaning 
can be represented by the GMRSEK through a hierarchical structure. Fig. 3 presents 
the Extraction Process of Knowledge: 

 

 

Fig. 3. Extraction process of knowledge 

As we can see in Fig. 3 data originated from transactional databases go through a 
process of transformation and are stored in a Multidimensional Conceptual Model 
(MCM). In the MCM, the data must be in an appropriate format for the application of 
exploratory analysis, without duplicities and integrated, as for the different terminolo-
gies existing in the transactional databases.  Although data stored in the MCM are in 
a suitable format for exploratory analysis, public organizations, in general, have dis-
tinctive environments, turning the data mining process difficult, due to the need of 
integration and utilization of specific routines for data mining. In this scenario, the 
GMRSEK is capable of storing an undetermined number of samples coming from the 
MCM, and, further, submit them to a self-organizing map. 

4.1 Multidimensional Model 

The MCM to be used in the extraction process of knowledge as showed in Fig. 3 is 
the model proposed by Marques [3]. Marques proposes a Multidimensional Concep-
tual Model (MCM) of business intelligence application in electronic government. In 
his work, he describes the application of the MCM for analyzing operational data in 
the Social Assistance area. Marques’ MCM comprises the integration of different 
tools and open sources technologies which regards from data gathering and transfor-
mation to availability of tools for end users to analyze and deal with pieces of infor-
mation stored in the MCM, according to a model of intuitive use. Marques uses a 
structure divided into three layers: ETL layer, Storage and Availability of Data Vi-
sions, and End Users Applications Layer. 

The ETL layer is responsible for the process of extraction, transformation and load 
of data in the repositories of operational data to the database of MCM. In this struc-
ture the ETL process is divided into sub-layers: Motor ETL and Middleware.  

To implement the ETL Engine sub-layer, it was adopted a tool called Talend Open 
Studio, which is specialized in integration and migration of data. To choose this tool, 



192 E.L. de Almeida Gago Júnior et al. 

 

Marques has taken into account the available documentation and the facility of pro-
viding exports routines in .jar extensions [3]. Diversely, in the Middleware sub-layer 
it was adopted the JDBC driver. The changes applied to the data include the removal 
of duplicated records, integration of terminologies and values, such as, monetary val-
ues, dates and profile data, like gender, types of disabilities, race, color, and so on. 
Besides the mentioned changes, data originated from transactional databases undergo 
a structural adequacy, accommodating the pieces of information in an issue-oriented 
structure whose main focus is the social care carried out to citizens.  

The Storage and availability of data layer is responsible for the controlling of 
stored data in the MCM, resulting from the ETL process performed by the previously 
described layer. This layer is divided into the sub-layers Physical data in the BI data-
bases, whose function is to provide mechanisms for storing data, and Logical Layer of 
BI data, accountable for generating representations of data to upper layers. For storing 
data in the sub-layer Physical data in BI databases, [3] uses the Data Management 
System MySQL, for its support to the various types of indexes and its rapidness on 
data loading. As for the sub-layer Logical Layer of BI data, it was adopted the OLAP 
Mondrian server, which allows the execution of multidimensional queries on a rela-
tional database. Along with the server, the Mondrian Schema Workbench tool is  
released to help the multidimensional mapping of relational data, facilitating the com-
pletion of the mapping files in XML format [3]. 

The End Users Applications Layer has as its objective to provide solutions that al-
low users to intuitively analyze available data in BI environment through pre-defined 
visions. The OpenI tool has been sorted out for this purpose. The OpenI tool allows 
users to check BI data through a WEB application where the results are presented in 
form of multidimensional tables and graphs [3]. 

4.2 Generic Model for Representation of Sample and Extraction of Knowledge 

The Generic Model for Representation of Samples and Extraction of Knowledge 
(GMRSEK) offers a centralized environment capable of storing a large volume of 
data, made up of an undetermined number of dimensions and values. The GMRSEK 
consists of a set of entities in charge of storing data which will be utilized by data 
mining process, and summarizes knowledge obtained through this process in a hierar-
chical structure. 

The tables of the GMRSEK are fulfilled with the data brought from the MCM. 
These data are extracted by an ETL routine, which associates numeric values to the 
data before storing them in the GMRSEK. The numeric values will be presented to 
the self-organizable map during the data mining phase.  

The numeric values associated to the data should be normalized in the open inter-
val between 0 and 1. This normalization is necessary, for the activation function uti-
lized by the self-organizable map has better convergence when these values are within 
this interval [6]. 

The ETL routine that extracts the data from the MCM and stores them in the 
GMRSEK should also reduce the amount of variables of some dimensions. This re-
duction will increase the similarity amongst the records and will ease the convergence 
of the self-organizable map. Not all the dimensions need to have their variables re-
duced. This reduction must be employed only on the dimensions that can hamper the  
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Fig. 4. Generic model for representation of samples and extraction of knowledge 

separation of the data into large groups. The age dimension, for instance, can have its 
values reduced to child, teenager, adult and elderly. 

In Fig. 4 we can see the existence of six entities: Dimension, Record, Datum, 
Group, Tuple and Knowledge. The entity Dimension stores columns of a sample, 
identified in a single way, while the entity Datum stores different values that each 
dimension can take. It stores, along with the descriptive value, a numeric constant 
which will be used by the self-organizing map while running data mining. This nu-
meric constant will be utilized to calculate the similarity between topological regions 
of the self-organizing maps and the input data.  

The entity Record relates to a value of the entity Datum, where the dimension and 
the datum belong to the same input. Each input has a record in the entity Tuple, which 
relates to the entity Record, as well. The entities Dimension, Datum, Tuple and 
Record are Entities of Sample Representation (ESR), in charge of storing all the data 
to be submitted to the data mining process through the self-organizing map.  

The ESRs will be fulfilled with data stored in the MCM proposed by Marques [3]. 
These data will be extracted from the MCM through a specific conversion routine and 
recorded in the GMRSEK. The extraction, Transformation and Load process (ETL) 
must be done through a specific routine which reads the data of the multidimensional 
model, changing these data to be stored in the entities of sample representation of the 
GMRSEK.  

The option for using the MCM proposed by Marques [3] took place due to being 
the data converted into a suitable format for the mining process, with a possible re-
duction of the number of variables, which summarize and integrate the data to be 
submitted to the extraction of knowledge. The dimensions of MCM proposed by 
Marques [3] used by the routine of load are: gender, race, social program, location, 
education and disability.  

The mining of data will be accomplished through a self-organizing map, due to its 
capability of non-supervised classification and identification of groups based on the 
similarities of data. The option for this technique lies on the fact of not previously 
knowing the data to be mined, so that it is not possible specify a set of training which 
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comprises all the possible classes of objects existing in the data. The data stored in the 
ESRs must be submitted to the self-organizing map, triggering the non-supervised 
exploratory analysis process.  

The parameterization of the neural network and choice of the self-organizing map to-
pology comprise parameters like: initial radius of the neighborhood function, number of 
events for the learning process, initial value for the adaptation pace (learning rate) and 
the number of neurons existing in the self-organizing maps. The choice of these parame-
ters is an empirical process whose goal is to get a point of convergence with the least 
possible number of neurons, thus, minimizing the processing time. The convergence 
point is reached when the configuration of the self-organizing map does not undergo 
significant changes from an event to another. This occurs because the vectors of synap-
tic weights reached the minimum locations of the function to be represented [6]. 

The choice of the number of neurons is also an empirical process, so that few neu-
rons may not represent all the groups existing in the data. On the other hand, an ex-
cessive number of neurons can be computationally costly. So, the appropriate number 
of neurons is the one that represents all existing groups in the data with the lowest 
number of units in the self-organizing map. The interpretation of results from the self-
organizing map can be presented through a graphical representation by the Unified 
Distance Matrix (U-Matrix) and through analytical representation by assessing the 
relation between the records stored in the entity Knowledge, of the GMRSEK. It fol-
lows the routine for training routine self-organizing map. 

,  = weight.start(); 
r = network.getSize(); 
α = null; 
δ = 0.9; 
k = 0; 
som ( , … , , … , , … { 
while((α=null||α<>0)&(k < 10000){ 
 , ∑ | |; 
 α exp | , | 2.⁄ ; 

 w 1 . . ; 

neighbors.reduce(); 
knowledge.reduce(); 
α = som(t) - som(t + 1); 
k = k + 1; 
} 
} 

As it can be seen in the routine previously described, the synaptic weights , , be-
tween the input layer and the network neurons are initialized at random. The neigh-
borhood radius of neurons, represented by the variable r, is initially as large as the 
network but it is reduced in all learning iterations. The variable α stands for the differ-
ence of the map in the time status t – 1 and when this difference is equals zero we say 
there was data convergence. The conditions for stopping neural network come 
through either data convergence or through a number k, which limits the iterations in 
case of no convergence. 
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The learning rate must be initiated by having a fixed value; in the example, the 
learning rate δ starts in 0.9, but must be gradually reduced as the network learning 
goes on. The variable  ,  stands for the winner neuron that is the closest one to 
the input provided to the network. In the sequence, the neighborhood function is cal-
culated, which affects the degree of adaptation of the neuron and its neighbors. After 
concluding the data mining by the self-organizing map and identification of the 
groups by the entity Group, the hidden information concerned to the data is already in 
the GMRSEK. 

Although the knowledge is stored, reaching these pieces of information may be a 
costly task under the computational point of view, once the set of stored data in the 
GMRSEK may be big. There is, then, the need of a structure which leans the informa-
tion, making knowledge available in an agile and unique access channel. This channel 
allows other applications of electronic government which makes use of knowledge 
achieved through the data mining process for decision-making, therefore, enhancing 
quality of reports and information provided to users. 

As it can be seen in Fig. 4. The entity Knowledge has self-relationship, featuring a 
hierarchical structure, in such a way that enables interdependent relationship among the 
entities Data, Dimensions and Tuples. Hierarchical structures are known by their repre-
sentative capability and access agility, however, the performance during the access to 
these structures is closely related to data balancing represented by them. The data must 
be distributed, so that, the information tree does not grow indiscriminately in just one 
side. If this occurs, the access performance will be like a list and not like a tree. 

In the sequence, it is presented the Routine for Balancing and Load which summa-
rizes the knowledge achieved by data mining in the hierarchical structure comprised 
by the entity Knowledge of the GMRSEK: 

 = groups.getAll(); 
dimensions.order(); 
for each  of  do { 
 = .getTuples(); 

for each  of  do { 
 = .getRecords(); 

integer j = 0; 
for each  of  do { 
if ( 1) then { 
knowledge.save(); 
} 
else { 
knowledge.save( , ); 
} 
} 
} 
} 

As it can be seen in the above routine, to load all the data in the entity Knowledge to the 
entities Dimension, Record, Datum, Group and Tuple, they have to be fulfilled in. The 
loading process of these entities starts with getting all the groups found after mining 
data, along with the organization of the set of samples. The dimensions of the set of 
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samples must be organized in accordance with the number of variations of their sides, in 
such a way that the dimension with the lowest number of variations must be presented 
first. We also notice that in the first iteration of each record r, the entity Knowledge 
refers to the record r. In the other iterations, the entity Knowledge refers to the record r 
and to the record r[ t - 1], where t – 1 stands for the previous iteration record. 

5 Case Study 

This section presents the results achieved from a real case study applied to data ga-
thered from services rendered to beneficaries of social programs from the city of 
Campinas, SP, Brazil. 

5.1 Operacional Data Source 

The Brazilian Federal Government holds the control on the service addressed to the 
beneficiaries of social programs by using a data gathering tool in order to characterize 
the status of families called Family Development Index (FDI) [11]. Although this data 
gathering tool is established by the Federal Government, public institutions look for 
complementary solutions which can bring bigger efficiency to the management of 
operational data, thus, allowing visualization of managerial reports and graphs regard-
ing to social services. The SIGM is a good example of these solutions. It is a software 
focused on the need of municipal management, providing mechanism for dealing with 
all services, records of citizens, process management and other relevant data for mu-
nicipal administration. This system is developed on the structure of multiple layers, 
by using the EJB technology for distributing the business objects, and managing rela-
tional database system for data storage [3]. For managing operational data, Marques 
[3] has adopted the SIGM module for Social Management by loading in its MCM all 
bits of information from the SIGM transactional database. Throughout the ETL 
process, the data underwent a format change in order to fit the MCM. This change 
leads to the redistribution of information in the dimensions of multidimensional mod-
el and the elimination of duplicated records, with no integration of values, as the data 
come from a unique source, that is, from the SIGM transactional base. 

In the MCM by Marques [3] there are around 21,000 social care records, of which 
1,621 were loaded to the ESRs of GMRSEK. Only the most consistent data records 
were sorted out, taking in consideration the logs of the following pieces of informa-
tion: Gender, Race, Disability, Education, Attends School, Type of social benefit and 
metropolitan region. These dimensions were selected because they can portrait indi-
viduals and are capable of characterizing them without interfering in their privacy. 

5.2 Loading Data in the GMRSEK 

While loading data from the MCM to the GMRSEK, some dimensions had their val-
ues grouped into broader classes aiming to provide closer data similarity. For this 
reason, some different disabilities were not considered, making this dimension to be a 
Boolean one, that is, only saying whether the person is disabled or not. Nevertheless, 
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the item Education had its various levels grouped into four categories: None, Low, 
Fair, and High. The kind of social care, likewise, had a reduction of variables, packing 
the different benefits into five types. They are: Income transference, Housing benefit, 
Social-educative benefit, Child and Teen Care and Youth-addressed Programs. The 
reduction for these variables was necessary to bring bigger similarity in the data set, 
once the similar social programs benefit citizens with the same features. 

5.3 Data Mining 

During the exploratory analysis carried out through the self-organizing map, it was 
possible to notice that the free parameters of the neural network and the choice of the 
number of neurons have directly influenced the convergence of results, sometimes, 
even the results themselves. Initially, the self-organizing map had been defined with 
many neurons, having 841 processing units, that is, a grid of 29 x 29 neurons. This is 
a generous estimative, taking in consideration the number of available data. It took the 
exploratory analysis 15 hours to reach the convergence point, and, in the end, it was 
possible to identify the existence of five groups of data. By decreasing the number of 
neurons to 64 units, the convergence time has dropped to approximately 90 minutes; 
however, only four groups have come to evidence, being the fifth one embodied to the 
others. In the trial of establishing an intermediate value, a grid of 100 processing units 
was then defined.  In this last configuration, it was possible to obtain the same five 
groups resulting from the first execution with fewer processing units and to shorten 
the convergence time to around 12 hours.  

For achieving convergence of results, the neural network had to go through several 
learning events. One could notice that when modifying the pace of adaptation of the 
neural network, the number of necessary events to convergence had been different. 
Taking the 100-neuron grid, with the learning pace starting at 0.9, it was necessary 
about 2300 events to have the occurrence of convergence of results. Nevertheless, by 
initiating at 0.3, it was necessary around 1000 events for having convergence of re-
sults. A third trial was carried out with the same 100-neuron grid, but with the adapta-
tion pace at 0.6. This way the convergence point was reached with about 700 events. 
Fig. 5. shows the U-Matrix which illustrate the 100 neurons of the self-organizing 
map and the groups found: 

 

Fig. 5. U-Matrix 



198 E.L. de Almeida Gag

 

Fig. 5 is a graphical repr
through the U-Matrix. In it
ferent groups. Between one
of bigger or smaller intensi
smaller similarity among th
ger similarity among the gr
G1 made up of just one hex
the image.  This group has
highlight that there is small
darkest frontier F2 between
of Fig. 5. The frontier F1 b
the two groups. 

5.4 Balancing and Load

After the end of the autom
map, the five groups foun
GMRSEK. Although the gr
which generated them, the
results in an analytical way
tood after having summar
hierarchical structure provi
possible thanks to Balancin
ing and load routine show t
public are generally of fema

The young female, defic
longer attending school an
female, non-deficiency hol
school, usually downtown, 
 

Fig. 

This piece of informatio
the actions to be taken in 
study has shown that, in the
accessibility to disabled peo
the job market, assuring tha

go Júnior et al. 

resentation of the groups found by the data mining proc
t, we can notice the division of the input data into five 
e group and another there is a delimitation done by front
ity. The darkest frontiers F1 and F2 are those represent
he groups. This way the clearest frontier F3 represents b
roups. It is possible to notice the existence of a small gro
xagon, surrounded by clearer frontiers, at the bottom lef
 little difference from G5 and G2 groups. It is importan
ler similarity between G5 and G2 groups, bordered by 

n them. Other two groups G3 and G4 can be seen on the 
between them shows that there is little similarity betw

d 

matic exploratory analysis carried out by the self-organi
nd had already been identified in the entity Group of 
roups were associated with the tuples, that is, to the inp
e big volume of data made difficult the understanding
y. The results, in their analytical form, were better unde
rized the knowledge, representing the results throug
ided by the entity Knowledge of the GMRSEK. This w
ng and Load Routine. The data summarized by the bala
that people who claim for programs addressed to the you
ale gender.   
ciency holders, have a high level of education and are

nd live in the east zone of town. Nevertheless, the you
ders, have medium education level and are still attend
as shown in Fig. 6: 

6. Descriptive representation of groups 

n may be useful for the municipal institutions, as it allo
order to improve services to these beneficaries. The c
e east zone of town, social attendance points must prov
ople beyond forwarding the most qualified beneficiarie
at other people can be helped in this region. 

cess 
dif-

tiers 
ting 
big-
oup 
ft of 
nt to 

the 
top 

ween 

ized 
the 

puts 
g of 
ers-
h a  
was 
anc-
ung 

e no 
ung 

ding 

 

ows 
case 
vide 
s to 



 Knowledge Discovery: Data Mining by Self-organizing Maps 199 

 

6 Conclusions 

This piece of work has shown that the implicit information in the operational data of 
the institutions is a valuable component concerning to decision-making act in the 
public administration. The administration of the knowledge and the data mining per-
mits to obtain information derived from the operational data, thus benefitting the insti-
tutions and the society. 

For the private institutions the administration of the knowledge is a competitive 
differential, but, on the other hand, for the public institutions the administration of the 
knowledge can change the way the government interact with the society and the 
economy, when meeting the citizens’ needs. For this matter, the electronic govern-
ment can enable the inter-operability between its systems and provide intelligent ana-
lyzes on their operational data. The self-organizable map has shown that it is possible 
to identify concealed patterns in the operational data, even without a training set. 
These patterns can be used further in future investigations about the same operational 
data. 

We can sort out the groups found by the self-organizable map and assess the beha-
vior of variables not yet considered along the data mining, for instance, the family per 
capita income. If there is likeness in the family per capita income of all the elements 
of that group, this variable can have some influence on the condition of those people. 
Possibly, a change in this variable can contribute for those people to leave that classi-
fication. Although the self-organizable map has grouped the logs from the existing 
similarities in the data, the visualization of these groups through the U-Matrix is not 
very clear. The U-Matrix shows just the topologic distribution of the groups and it is 
not able to show the characteristics of these groups. These characteristics become 
more evident by using the GMRSEK as it can associate each log to the correspondent 
group. 

Even if the GMRSEK associates the logs to the groups, understanding the charac-
teristics of these groups can be difficult when there is a large volume of data. These 
characteristics can be better understood after the summary obtained by the balancing 
routine and load. This routine organizes the data in a tree-like structure that ease the 
understanding and allows a good perception of the results got from the data mining. 
For having the convergence of data, the self-organizable map had to be submitted to 
several learning epochs, that is, a set of data was presented many times to a neural 
network. It was possible to notice that the network adaptive pace may influence the 
amount of epochs necessary for the convergence. When this pace is very big, the al-
gorithm may overtake the function convergence point and be forced to step back. 
Nevertheless, if this pace is too small, the algorithm may delay and reach the conver-
gence point. In the case study carried out, the most satisfactory results were obtained 
when we started the adaptive pace in an intermediate value, and, we gradually re-
duced this pace after each learning epoch of the map. 

New studies can be developed in order to identify the variables correlate to each 
group obtained by the PEC. These variables can have their values changed, and  
simulate, through projections, the behavior of operational data. This would allow 
previewing the results of an action even before executing it. 
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Abstract. Social media or what is called social websites has become a crucial 
method for communication development and a key driver in the way individuals 
and organisations across the globe create a collaborative environment. Despite 
the fact that social media are broadly used among individuals, it is not well un-
derstood how cultural issues and individuals motivations influence their social 
and professional use. This paper aims to explore and examine the use of social 
media among individuals in Saudi Arabia using a quantitative approach to in-
vestigate and understand the effect of cultural restrictions on individual’s moti-
vation, users’ attitude, intention behaviour and their actual use. Based on the 
study findings, individuals’ attitude and behaviour towards the use of social 
media are discussed followed by suggestions for future work. 

Keywords: Social media, Social websites, Web 2.0, Saudi arabia, Developing 
countries. 

1 Introduction 

The fast growth of Web 2.0 technologies that have been observed over the past few 
years is changing the daily life of many people around the world. What attract indi-
viduals to use social media are the ease of connection, communication, participation 
and collaboration, as well as avoidance of restriction for meeting people who are in 
different places. They also provide people with new and different ways to interact 
over the Internet; using their PCs or mobile devices. At the same time, the engage-
ment with these tools creates potential benefits as well as concerns about the ways 
people are using them. Similar to other communications tools, social media services 
include certain social norms, rules and principles which users have to follow.  

Web 2.0 platforms have become one of the main methods of social connection and 
interaction, whether among individuals, business or governments [1]. The civil 
movement in Tunisia and Egypt between December 2010 and January 2011 are ex-
amples of the growth and shift in the use of social websites by citizens. Attitudes 
towards social media and their impacts have been studied by researchers in the devel-
oped countries [2, 3]. However, to the best of our knowledge, there are limited studies 
that focus on peoples’ behaviour towards using social media tools in the Middle East, 
in particular in Saudi Arabia [4]. The kingdom of Saudi Arabia currently is experienc-
ing a rapid social change as a result of wealth created by its oil and the government’s 
commitment to modernization. It is also facing population growth coupled with the 
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young-age structure of the Saudi population [5]. As a result, we believe that it is im-
portant to study the effects of social media on Saudi society and its people’s attitude 
and behaviour towards using them.  

The survey conducted look at the social media that are used by Saudi society. It 
aims to understand how people are using these sites and their attitudes and behaviours 
towards this form of communication tools. This paper draws on a quantitative re-
search method; using a questionnaire for people in Saudi Arabia who are using these 
websites in their everyday lives and activities. One of the purposes of this paper is to 
see whether the growth of social media can be considered as a positive approach to 
develop social and business relationships and as a widely used source of information. 

2 Background 

2.1 Social Media / Web 2.0 

Social media and Web 2.0 are two terms that are often used interchangeably which 
refer to highly interactive technologies that emphasise human interaction, collabora-
tion and connectivity [6]. Blogs, microblogging, wikis, podcasts, social networking 
services (SNS), video and RSS feeds are the most common types of social media. In 
this paper we will try to cover some of those tools: 

Blogs or WebBlogs are online journals where entries appearing in reverse chronolog-
ical order saving into an archive which is easy to browse or search [7, 8]. Many dif-
ferent messages can be found in blogs such as long essays, personal diaries or links to 
other website. The various  types of blogs include [8]: (1) Personal Blogs (2) Politi-
cal Blogs 3) Business Blogs and 4) Mainstream Media Blogs.  

Microblogging is a new type of real-time communication publishing that combines 
social networking with bite-sized blogging where messages are limited to less than 
200 characters. Short contents are distributed online or over the mobile network [9]. 
Twitter is the most popular and fastest growing service in this area [9].  

Social Networking Services (SNS): Personal web pages that focus on building online 
communities and interacting with others in order to share information, interests and 
activities [10]. It is a new way to communicate and share information that is used 
regularly by millions of people. The most famous social network websites are MyS-
pace, Facebook and LinkedIn. Facebook is enabling people to develop applications 
and run them free of charge and this is one of features that makes Facebook popular 
[11]. LinkedIn is a site for business people to build connections with other business 
professionals. It enables people to look for jobs, looking for experts in a specific field, 
or connect with other members through chain of trusted connections.  

Social Bookmarking are services that allow users to classify online resources by 
using folksonomies or keyword categorisations, to tag and share frequently used or 
interesting online resources. del.icio.us is a popular bookmarking site [12]. 

Wikis: enable a group of people to co-author and interact by adding or editing articles 
online [13]. Wikis have many-to- many information exchanges that enable people to 
contribute to a communal document [14]. Wikipedia is the most famous websites in 
this area that has significantly grown, edited by users globally. [15]. It is a simple 
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virtual collaboration platform [15] and can be considered as a source for getting in-
formation and knowledge.  

All of these tools can be used within a firm to support or replace their current com-
munication, cooperation, collaboration and connections efforts. 

Over the past few years, these social media tools have spread widely among indi-
viduals [16] and have attracted attention of practitioners and researchers. According 
to Nielsen’s [17] report almost three quarters (74%) of internet users around the world 
are using SNS/blogging sites while the average hours of using these sites equals six 
hours per month. In the US, the use of social media has increased significantly and the 
age group increasing their use quickest of all  are the over 30s and the number of 
users on SNSs almost doubled over a year for the 50 and over age group [18]. It is 
clear that a massive growth can be highlighted and using these tools is not limited to 
younger generations. At the same time, almost 40% of Web 2.0 platforms users ac-
cessed these websites from their mobile phones [19]. 

Nielson [20] revealed that the global use of SNS has dramatically increased from 
December 2007 to December 2008; the SNS have attracted close to 67% of the total 
online global population, up from 61% the previous year. Members use these websites 
for interacting, managing relationships and keeping friends updated on their lives by 
sharing status updates, photos and video [20]. The main reason for this widespread 
attention can be attributed to the fact they have attracted millions of people who use 
them as their preferred communication channel. While a wide range of tools are com-
ing under the list of social media, in this paper we will cover the most common ones.  

People use social media tools for personal and professional use [21]. Several at-
tractive factors that encourage people to join these websites were discussed by Dinev 
[2] and Wu et al. [3]. Social media tools allow groups of people to interact with each 
other or with other interested members, with people from other disciplines with simi-
lar interests, and with industry professionals and mentors. They are easy and effective 
tools to create and manage their relationships [21]. More individuals have been en-
couraged to be a part of these social and professional networks as a result of  the 
development of  the infrastructure of these tools [21]. In summary, all of these tools 
can be used within an enterprise to support or replace their current communication, 
cooperation, collaboration and connection efforts. 

2.2 Saudi Arabia and Internet Usage 

The Kingdom of Saudi Arabia is the largest country among the Gulf States [5]. It had 
estimated population of 24.39 million in 2010, growing at relatively high rate of 3.2% 
between 2004 and 2010 [22]. 

To understand the impact of social media on Saudi life, it is important to examine 
the Saudi Arabian culture. One of the key factors that affect not only Saudi social life 
but also business is the family: the most important social institution in community 
because of the importance of family ties is based on Islam [23]. The religion of Saudi 
Arabia is Islam, a Muslim must keep in contact with other members in the extended 
family at all times and offer them anything considered as a way of keeping ties with 
them [23]. Therefore, Saudis prefer building social and business relationships with 
family members rather than others [24]. However, rapid modernisation and increased 
interaction with the outside world resulted in changing in the Saudi community. 
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In terms of business, most of Saudi firms are family businesses that are owned and 
operated by the dominance of a family and the senior executive positions are filled by 
wealthy and well-educated immediate family members [24]. A family firm is consi-
dered as the social welfare safety net that assists all members of the extended family. 
Conversely, social networks have an impact on business; given a good relationship 
with the right person, it will help a firm to sell their product [25]. Therefore, it seems 
that Saudis have a different way of doing business and managing relationships. 

At the same time, the growing number of educated people in Saudi Arabia, who are 
now participating in the different roles of technical, professional, and managerial 
positions, has been accompanied by a fast growth in Internet usage from around 1 
million in 2001 to an estimated 11.4 million and the penetration rate increased to 
43.6% at the mid of 2011 [26]. In addition, Saudi Arabia is considered as one of the 
fastest growing Internet markets and as the best country among Arab countries in 
broadband speed with average 3.53Mb/s [27]. According to the CITC [28], a remark-
able increase in the number of broadband subscriptions from 2.75 million to 4.4 mil-
lion between 2009 and 2010. This growth was due to an exceptional grow in wireless 
and wireless broadband and connections; grew by more than 100% over 2009 which 
representative to two-thirds of full broadband connections. In the mean time, competi-
tion in the mobile telecommunications market has resulted in main improvements in 
service offerings, quality of service, customer care, reduced prices, and subscriber 
growth in using online services. A study in using information technology (IT) in Mid-
dle East shows that usage behaviours are often different from those reported in the 
West due to cultural differences [29]. In Saudi Arabia, culture continues to provide an 
important contribution to the business environment; there are tightly interwoven per-
sonal relationships, thus, social networks are expected to play a more significant role 
in various aspects of the community including business [24].  

The social media revolution in Arab world has been viewed either negatively or 
positively by contributing to economic growth globally [1]. It has also indicated that 
social media tools have the potential to promote social inclusion and create opportuni-
ties for employment, entrepreneurship and development [1]. Morrison [30] states that 
based on The Facebook Global Monitor Data From Inside Face Gold report, Saudi 
Arabia achieved an impressive growth of 13.4% in active users between March and 
April 2010 and, with its relatively low penetration rate, there are more opportunities 
for growth in the future. It seems that social media have attracted young people in 
Saudi Arabia and freed them from some restrictions, giving them chance to express 
themselves and communicate with others.  

3 Research Questions and Methodology 

The literature review suggested that different external factors influence the use of 
technology and may be experienced differently by different users. Culture has been 
highlighted to be an external factor that influences the use of technology and informa-
tion system (IS)—which leads the question of how society culture influence the beha-
viour intention and in turn the actual use of such a system. Straub et al. [31] proposed 
a model called Cultural Influence Model and found that cultural beliefs have great 
impact on resistance to IT transfer in Arab countries. Loch et al. [32] tested this model 
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to investigate how culture-specific beliefs and values can enable and impediment the 
use of Internet in Arab countries. They revealed that both social norm and the degree 
of technological culturation influence both individual and organisational use and ac-
ceptance of the Internet. On the other hand, it has also suggested that motivation plays 
great roles in forming the user attitude and behaviour towards new technology [33]. 
Two types of motivation were highlighted: intrinsic motivation and extrinsic motiva-
tion. Davis et al. [33, p.112] defined extrinsic motivation as “the performance of an 
activity because it is perceived to be instrumental in achieving valued outcomes that 
are distinct from the activity itself, such as improved job performance, pay, or promo-
tions”. Intrinsic motivation refers to “the performance of an activity for no apparent 
reinforcement other than the process of performing the activity per se” [33, p.112]. 
Despite the fact that both types of motivation have effect on the user intention to use 
technology, different impacts across different users may be found. Accordingly, li-
mited studies investigate the influence of cultural restrictions on users’ motivation, 
attitude towards the use of a technology, behavioural intention and finally the actual 
use. This leads to the following research questions: How do cultural restrictions in 
Saudi society affect the use social media? 

A conceptual model (Figure 1) was developed including some factors drawn from 
literature in technology use and acceptance such as motivation, attitude, and beha-
vioural intention to use a technology. This proposed model guided data collection and 
analysis to understand how it does relate to cultural restrictions, users’ motivation, 
behavioural intention and actual use in both social and business.   

A quantitative approach was applied in this study for collecting the data in order to 
validate the model. An online survey method was used for collecting the data with a 
total sample of 600 people who were pre-selected from the Saudi community. The 
survey was conducted between 1st June and 15th July 2010. Most of the respondents 
were participants of social websites. A total of 362 valid responses were collected, 
yielding a response rate of 60.1% (362/600).  

3.1 Survey Administration 

A questionnaire was designed for this purpose in English, translated to Arabic. To 
confirm the validity of the instrument, two academics who were knowledgeable in 
instrument development and in the field of internet technology use reviewed the sur-
vey. Then, the survey was initially sent to some IS experts for review and feedback 
and then pr-tested with ten people located in Saudi Arabia. The feedback in general 
was positive; only some questions were rewarded to improve their clarity. An online 
survey was preferred to attract interested Web users and due to the fact that social 
media usage attitudes and behaviour was the object of the study. The participants 
were asked which of listed communication and interactive tools they used, including, 
SNS, instant messaging (IM), blogs, wikis, podcast, audio and video tools, and for 
what purposes. They were also asked if they know the terms “social media and social 
networking sites”.  

In the survey, we defined a cultural restriction as any issue or fear related to Saudi 
culture that influences their use of social media due to the fact that culture is one of 
the most key factor that play major roles in Saudis’ social and business life. As the 
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survey were developed to capture the perceptions of cultural restrictions, users’ moti-
vation, behavioural intention and the use of social media, participants were asked to 
express their level of agreement on a five-point Likert scale ranging from 1 (strongly 
disagree) to 5 (strongly agree). Table 2 summarises the final survey items used to 
measure each construct. 

 

 

Fig. 1. A conceptual model for understanding social Media usage 

3.2 Measurement Scale Reliability  

Measurement items were developed based on literature review or were identified from 
thorough consultation with IS experts to ensure their validity and reliability. Then, to 
correct any issues related to the survey questions, a pilot test of the final survey was 
conducted on 10 participants randomly selected and questionnaire statements were 
updated accordingly before the distribution process. The reliability of the pre-test 
survey achieved the Cronbach’s alpha value of 0.81; an α greater than 0.7 is often 
used as the threshold for reliability [34].  

4 Statistical Results 

Data was analysed using SPSS 17.0 statistical software packages. 

4.1 Demographic Characteristics 

Because the paper focuses on individuals’ attitudes and behaviour towards the use of 
social media, demographic information was a part of the survey. Table 1 shows the 
distribution of the demographic characteristics of the respondents. Only employed 
respondents were broken down into five groups (sales & marketing, customer servic-
es, information technology, human resources, public relations, research and develop-
ment, and education) based on their nature of job, i.e. students were excluded from 
these groups. 
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Table 1. Profile of survey sample 

Respondents Characteristics Number of respondents (n=362) Percentage (%) 
Age 

Under 20 
20 to less than 30 
30 to less than 40 
40 to less than 50 
50 and more 

 
47 

157 
105 
36 
17 

 
13.0 
43.4 
29.0 

9.9 
4.7 

Gender 
Male 
Female 

 
218 
144 

 
60.2 
39.8 

Education 
High school 
Diploma 
Bachelor’s degree 
Master’s degree 
Doctoral degree 

 
70 
12 

152 
102 
26 

 
19.3 

3.3 
42.0 
28.2 

7.2 
Occupation  

Employee-government firm 
Employee-private firm 
Self employed 
Student 
Unemployed 

 
71 

152 
43 
93 

3 

 
19.6 
42.0 
11.9 
25.7 

0.8 
Department 

Sales & Marketing 
Customers Services 
Information Technology  
Human Resource 
Public Relations 
Research & Development 
Education 
Other 

 
53 
18 
78 
31 
26 
18 
45 
93 

 
14.6 

5.0 
21.5 

8.6 
7.2 
5.0 

12.4 
25.7 

4.2 The Use of Social Media 

The survey shows that people in Saudi Arabia are aware of the term social media and 
social networking sites, i.e., where users can share their thoughts and experiences and 
leave comments on each others’ profiles. 80.4% were knowledgeable with these terms 
and only 19.6% were not familiar. In addition, the survey indicates that people tend to 
use the sites’ brand names such as Facebook rather than the generic term. Figure 2 
presents the awareness of these terms based on age groups. 

In terms of main social media tools that are used by Saudi society, it was found 
that a different combination of tools are used for both work and social/leisure purpos-
es. YouTube is the most popular tool used by Saudi society for social life with 92.3%. 
However, only 44.5% of them used it for work. In terms of SNS, Facebook is used for 
social, leisure purpose and for professional purpose as well more than LinkedIn. This 
could be because the aim of LinkedIn is to create professional network rather than a 
social one or simply that Facebook is more popular than other SNS. Wikipedia and 
Google Docs are considered appropriate for professional work more than for personal 
and social life. This may be due to the fact that around 43.1% of respondents were 
students and employees who are working in educational sectors. Conversely, while 
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are using these tools from three to more than five years which may gives indication 
that nearly half of the sample are aware about these tools and its functions. 

The survey also indicated that respondents are used these tools frequently, with 
95% accessing social media at least once a week, and more than half of all users 
access social media every day. Not surpassingly, as we can see in figure 3 it is clear 
that people who are between 20-40 years old are more addicted to social media sites 
than other groups. Therefore, it could be said that there is a direct link between how 
long people in Saudi Arabia have been using social media and their weekly time 
commitment. 

The level of activity on social media varied among the respondents. Based on the 
participants answers, more than half (58%) of respondents are either partially (36 %) 
or actively (23%) contributing to these sites and most active users are employees in 
private organisations and students with 31 percent and 25 percent respectively (see 
figure 4). 
 

 

Fig. 4. Users’ contribution on social media sites based on their occupation 

4.3 Users Segments 

According to respondents, there are a number of complex factors impacting the use of 
social media. The majority of comments were positive about using social media. 
Moreover, privacy and safety on social media did not come as ‘top of mind’ for most 
participants. Intellectual rejecters were the smallest group in the survey sample. These 
people see social media as waste of time or they do not see the point of using them 
with 11% and 9.9% respectively.  

Accordingly, people who have concerns or were not welling to use social media 
can be categorised as follow: 

• People who have concerned about safety online in particular making their personal 
information available online, 

• People who have low level of confidence in their ability to use these tools. 

• People who have no time or interest in social media and look to them as a waste of 
time. 
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4.4 Other Functions for Social Media Tools 

The research sought to understand the usage of social media in business through the 
analysis of their actual usage on various business activities. The participants were 
provided with twelve different social and business activities (Table 2) and their views 
sought on how they use these social media tools. The respondents were asked to select 
more than one reason if applicable. 

Table 2. Reasons for using SM sites 

Reasons Frequencies Percentage (%) 
Communicating with family, friends or colleagues 317 87.6 
Communicating about recent local or world news 181 50.0 
Planning Events 125 34.5 
Engaging in social issues 174 48.1 
Engaging in political issues 43 11.9 
Talking about shopping 70 19.3 
For advertising and marketing 80 22.1 
For recruiting purpose / Seeking job 112 30.9 
Information mining about other people to explore 161 44.5 
For public relations /corporate communications 118 32.6 
Knowledge Transfer 167 46.1 
Engagement with customers 76 21.0 

 
The findings indicated that a considerable percentage (87.6%) of respondents re-

vealed that they use social media to be in contact with their family and friends. This 
was expected as in Saudi society business relationships are usually based on family 
and personal relationships. 

Beyond communicating with family and friends and sharing photos and videos, 
social media sites have several other functions. A part of this paper is to explore some 
other potential functions that can be achieved through these kinds of communication 
tools. It seems that social media tools can be an ideal way of engaging in social issues 
in Saudi Arabia. 48.1% of respondents indicated that they use social media for ‘en-
gaging in social issues’ which may have a positive effect on social change. One ex-
ample of the power of social media in social issues is “Rescue Jeddah”, a group in 
Facebook boasts more than 9,000 members. This group was acted like an umbrella for 
relief efforts and a gathering point for volunteers. However, very few participants 
(11.9%) used these sites for taking part of political issues.   

Following from this position, 46.1% or respondents used these tools in knowledge 
transfer. This is may be due to the fact that 32.6 and 10.5% of respondents are stu-
dents and employees who are working in education field respectively. Almost 31% of 
the respondents used these tools for recruitment purpose. The low percentage of other 
business activities may be because the rate of workers is only around 47% of the total 
respondents. 

People also may use these sites to explore, look for and collect information of 
people for several reasons. These reasons may be for recruitment purposes, looking 
up for candidates employees or for illegal reasons such as identify theft. 44.5% re-
vealed social media is useful tools to explore and collect data about people. 
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In addition, some respondents mentioned that they are using social media sites for 
targeting and reaching new customers (22.1%) and build strong relationships with 
their current customers (21%). One respondent gave an example of how he use Twit-
ter for a small-scale commercial purpose. He stated “I use also Twitter.com for both 
personal interest or to build some relations with some people who I know I want to 
target in future sales”. Even though the percentages are considered as low, organisa-
tions cannot ignore these behaviours and will need to bear this in mind.  

The above results show that this could be important tools to create relationships 
with others. Heavy users are more extensively for interaction with their friends, fami-
ly and sometimes for work. 

5 Data Analysis 

Structural equation modelling (SEM) was performed using AMOS (Version 17.0) 
software to test the overall fit of the model in addition to evaluating the internal con-
sistency reliability and validly of each construct used. It helps in constructing tests of 
the psychometric properties of the scales applied to determine the parameters of struc-
tural model. 

5.1 Measurement Scale Validation 

In order to test the validity of the measures, a two phase approach suggested by Ander-
son and Gerbing [35] were applied. This approach includes the test of the measurement 
model by performing confirmatory factor analysis followed by the evaluation of the 
structural relationships among latent constructs. According to Fornell [36], it is impor-
tant to estimate the internal consistency reliability, the convergent and discriminate 
validly of the research instrument in the first step as they indicate strength measures 
used to examine the proposed model. Three types of measures were employed to assess 
scale reliability: internal reliability, convergent validity and average variance extracted 
(AVE). The final instrument includes 30 items presented in Table 3 with a Cronbach’s 
alpha (α) reliability of 0.780. This instrument includes: eight items for capturing cultural 
restrictions (CR) with α=0.721); nine items for measuring motivation determinants with 
α=0.772 (Intrinsic (IM): 0.766 and extrinsic (EM): 0.719); four items for users’ attitude 
(ATT) with α=0.891, and behavioural intention (BI) determinants with α=0.792. As we 
can see in table 3, the Cronbach’s Alpha (α) value of all measures were above the ac-
ceptable level which means that all constructs were reliable to use. 

Moreover, Fornell and Larcker [37] mentioned that convergent validity is used to as-
sess the validity across multiple operationalisations and achieving an average variance 
extracted (AVE) of a least 0.5 is recommended. Conversely, discriminant validity de-
scribes to what extent measurement scales differ from one another. The square root of 
AVE has to be greater than the correlation among any pair of latent variables in order to 
achieve acceptable discriminant validity [37]. Table 4 illustrates the discriminant validi-
ty of latent constructs including the square root of AVE on the diagonal. The statistical 
analyses results showed the convergent and discriminate validity and of this study con-
structs. Moreover, in Table 3, we can notice that the factor loadings for each construct 
are high; the lowest factor loading was 0.740. Overall, the results of statistical analysis 
show an adequate reliability for each group of items. 
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Table 3. Constructs reliability and validity 

Constructs Items Measure Loading
Cronbachs 
Alpha (α) 

Average 
Variance 
Extracted 

(AVE) 

Cultural 
Restrictions 

(CR) 

CR1 Restrictions around meeting new people 0.771 

0.721 0.620 

CR2 Restrictions around giving out personal details 0.767 

CR3
Rules around meeting people you met on 

social media sites in person 
0.745 

CR4
Only add others as friends if I know them 

before 
0.762 

CR5 Restrictions around posting photos 0.793 
CR6 Restrictions around posting video 0.824 
CR7 Rules in privacy settings 0.815 
CR8 I am not familiar with social media tools 0.771 

Intrinsic 
Motivation 

(IM) 

IM1 Keeping in touch with family members 0.787 

0.766 0.589 
IM2 Keeping in touch with friends 0.831 
IM3 Managing existing relationships 0.820 
IM4 Sharing ideas, photos and video 0.787 

Extrinsic 
Motivation 

(EM) 

EM1 Meeting new people 0.815 

0.719 0.580 

EM2 Creating new social networks 0.796 

EM3
For communication and general discussion 

with others 
0.794 

EM4 Looking for Professional/business networking 0.814 
EM5 For collaborative business work 0.823 

Attitude 
towards the 

Use 
(ATT) 

ATT1
Social media development will support our 

social activities 
0.842 

0.891 0.753 
ATT2

Social media development will support our 
professional activities 

0.822 

ATT3
I will encourage my network members the use 

of social media in business 
0.740 

ATT4
In general, my attitude towards the use of 

social media is positive 
0.800 

Behavioural 
Intention 

(BI) 

BI1 
I do not have interest in using social media 

tools 
0.849 

0.792 0.645 BI2 
I prefer to rely on face-to-face of using social 

media 
0.825 

BI3 I communicate with people in other ways 0.685 
BI4 Using social media is waste of time 0.795 

Table 4. Discriminant validity of construct 

Correlation Matrix SQUARED CR IM EM ATT BI 
CR 0.78     
IM 0.51 0.77    
EM 0.49 0.51 0.75   
BI 0.39 0.48 0.54 0.72  
AU 0.33 0.36 0.42 0.57 0.71 

Note: Diagonal elements (in bold) are the square root of average variance extracted (AVE) and off-
diagonal elements are the correlations among constructs. 
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5.2 Model Fit 

In order to test the proposed model and the hypothesised relationships, SEM was 
applied. It is a useful method for studying a set of dependence relationships at the 
same time, in particular, when direct and indirect effects are expected among the con-
structs [38]. AMOS software and Generalised Least Squares procedure were em-
ployed to execute the evaluation of the research model as the data were non-normally 
distributed. In the SEM, the sample size has to be considered as it is playing a major 
role in the reliably of the test. While a minimum sample size of 200 is recommended  
by Anderson and Gerbing [35], Hair et al. [38] argued that 150 can be an adequate 
sample size if a study includes five or fewer factors with more than three items each 
and high item communality of 0.60 or above. Accordingly, the sample size (362) of 
this research is satisfactory for this purpose. 

Table 5. Model fit results 

Measure Type Fit Index (Statistic)
Recommended 

Level of Fit 
Proposed Model 

Value 
Acceptable? 

Absolute Fit Measures 

CMIN (χ2) - 1546.045 - 
DF - 743 - 

χ2 / df < 5.00 2.169 Acceptable 
GFI 1.000 = Perfect 0.896 Marginal 

AGFI >0.800 0.897 Acceptable 
RMSEA 0.050 – 0.080 0.065 Acceptable 

Incremental Fit Meas-
ures 

CFI >0.800 0.602 - 
TLI >=0.80 0.482 - 

Parsimony Measures 
PRATIO >0.600 0.964 Acceptable 

PCFI >0.500 0.573 Acceptable 

 
A range of indices were created to measure the model fit and to examine if the data 

support the proposed model [39, 40]. The value of some of these indices is usually 
between 0.00-1.00. Minimum discrepancy (CMIN) is the only statistical measure of 
goodness-of-fit which is represented by chi-square (χ2) has no acknowledged value 
for this variable. However, CMIN divided by the degree of freedom with a value less 
than 5 indicates acceptable fit. Other indices were also recommended: Goodness of 
Fit (GFI), Adjusted Goodness of Fit (AGFI), Root Mean Square Error of Approxima-
tion (RMSEA), the Comparative Fit Index (CFI) and Parsimony Ratio (PRATIO) 
[39]. Table 5 shows each value of these indices satisfied the recommended level of 
acceptable value except incremental measure fit, i.e. Tucker-Lewis index (TLI) and 
the comparative fit index (CFI). West et al. [41] argued that non-normality can cause 
fairly underestimated fit index for example TLI and CFI. Accordingly, even though 
incremental measure fit was not achieved the suggested level, a good fit of the model 
was accomplished. 

5.3 Examination of Research Hypotheses 

The results related to the proposed model will be discussed in this section. The path 
coefficients beta weight (β) will be used to evaluate the structural model which 
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represent the level of strength of the relationships between dependent and independent 
variables, and the amount of variance explained by independent variables which is 
referred to by R² value. The path coefficients and R² value show how the model is 
performing. The predictive power of the model can be tested by R² which will be 
analysed in the same way of normal regression analysis. Chin [42] recommended that 
the standardised level of path coefficients (around 0.20 and ideally above 0.30) has to 
be obtained in order to be considered as meaningful. Table 6 presents the results of 
the statistical analysis of the research model. The results found that 4 variables have a 
significant statistical support. 

Table 6. Hypothesis testing results 

No Hypothesis Path β S.E. C.R. (t-value) P R² Supported? 
H1 CR → IM .737 .085 9.793 *** 0.574 Yes 
H2 CR → EM .482 .078 5.201 *** 0.309 Yes 
H3 CR → ATT .731 .090 9.132 *** 0.667 Yes 
H4 CR → BI .786 .111 7.978 *** 0.464 Yes 
H5 IM → ATT .122 .080 1.386 .166 0.101 No 
H6 EM → ATT .691 .104 4.002 *** 0.453 Yes 
H7 ATT → BI .886 .087 4.433 *** 0.768 Yes 

Note: *** p < 0.01 

 
We argued that there are relationships between cultural restrictions (CR) and users’ 

motivation (IM and EM), attitude (ATT), and behavioural intention (BI) to the use of 
social media. The statistical analysis indicated that cultural restrictions and concerns 
had effects on users’ motivation, attitude and usage behaviour with positive coeffi-
cient paths 0.737, 0.482, 0.731, and 0.786 respectively; this means that hypotheses 
from H1 to H4 were supported. We suggested that H5 and H6, i.e. IM and EM could 
have positive influence on attitude towards the use of social media; however it was 
found that IM had no effect on attitude (β = 0.122). This non-significant path indi-
cates that hypothesis H5 was not supported. Hypothesis H6 which suggested that EM 
has a positive impact on ATT was supported with positive pat coefficients (β = 
0.691). The strongest relationship was between attitude and BI as expected with (β = 
0.886), this showed a strong support with H7. 

6 Discussion 

The growth in the use of social media websites has encouraged individuals and enter-
prises to improve their personal and business relationships in addition to employing 
them in business activities such as marketing, sales, recruitment and others. As more 
and more people use these tools, it is necessary to understand their attitudes towards 
usage of these technologies. This paper investigated several significant issues impact-
ing users’ attitude and behaviour towards these tools in the context of Saudi Arabia 
including reasons for using these sites, factors that encouraging them to use it and 
issues related to safety and security. This study achieved as significant explanatory 
power (R²) which explain approximately 77% (R² = 0.768) of the variance in beha-
vioural intention (BI). Hernandez et al. [43] argued that if the model have R² value 



 The Use of Social Media in Arab Countries: A Case of Saudi Arabia 215 

 

that are far from 100%, this mean that the proposed subject is not correct. According-
ly, our study showed that the model correctly explains the role of cultural restriction 
on the use of social media. 

It was found that survey respondents are well aware of these tools and they are us-
ing them for social and leisure purposes more than business activities. YouTube, Fa-
cebook, and Twitter were the top three tools used by Saudi society, in that order. 
iTunes was ranked of highest interest, followed closely by Twitter. In terms of profes-
sional activities, Wikipedia, Google docs and LinkedIn websites were the most  
popular tools. However, while there are factors that encourage people to use these 
communication tools, some cultural restrictions were reported, as well as, issues re-
lated to individuals’ perceptions towards these tools. As individuals’ attitude and 
behaviour towards such a new innovation usually has an impact on usage and accep-
tance behaviour [44, 45], the findings may help system designers when designing 
tools or software in order to satisfy users and allow them to have a greater control in 
managing their accounts. For example, while some respondents are more open to 
sharing their personal information, other make full of use of set privacy level features 
and they ask for more control. 

It was also found that social websites are most popular with young adults aged 
from 20-40 years old. They are using them to communicate, whether through their PC 
or their mobile phone. An adult usually uses a variety of social media sites; it is com-
mon to have a profile on 2-3 social websites with the main ones being Facebook and 
LinkedIn. 

It is interesting to find that in terms of gender, the male used a greater number of 
social media tools and features and they are more active than female. This finding is 
similar to the results from previous study [46, 47]. This is indicative of the fact that 
females have more concerns towards using social media than male because of the 
social and cultural issues around the Saudi society. A study revealed that 68% of Sau-
di girls prefer to conceal their family name on their profiles, and 32% of them have 
accounts in Facebook under an alias or false name compared to 80% of Saudi boys 
who are members of Facebook under their own full name [48]. It is also common for 
Saudi women to publish photos of their father, a cartoon, or a drawing rather than 
posting photos of themselves [48]. It is clear that gender has a strong influence on 
decisions regarding the use of social media. In addition, cultural restrictions and us-
ers’ concerns have been considered as they tend to have direct effect on their attitude 
and attitude towards the use of social media.  

As Saudi society is considered as very conservative community the survey high-
lights the major concerns and restrictions of the use of social media in Saudi Arabia 
which is presented in Table 3. These factors have been regarded as they tend to have 
direct effect on their usage behaviour. One of the answers emphasized the privacy 
issue: “I think the main issue for most people would be privacy. I have seen people in 
America (Saudis [in America]) and Americans) talk about Facebook or Twitter as a 
threat to our lives. So by time and experience people will figure whether they will be 
(or not) involved in such social/communication websites”.  

On the other hand, other issues were reported by respondents such as issues related 
to information quality in these websites mentioning that “I limit my interaction online, 
beyond practical uses of social media ... I find twitter and immediate status posts on 
Facebook ... the height of arrogance and self importance.  I find it irritating that I 
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could be bombarded by useless information continuously.” Another issue is related to 
internet speed, a respondent stated that “to use social media tools effectively, high 
internet speed is required which I think is an issue here.” 

According to the results of SEM test, relationships were found between cultural re-
strictions, motivation, attitude, and behavioural intention. For example, relationships 
were found between these restrictions and users’ motivation to use social media in 
creating social networks. We can argue that as Saudi Arabia is a very conservative 
society, these restrictions could have affects on using these tools in terms of creating 
personal relationships rather than on building business relationships. This also con-
firms that Saudi culture is facing a cultural shift with regards to business and social 
media will create change in Saudi society and will open new business opportunities. 
A respondent indicated that social media websites become her “second life world that 
dedicated to my creativity, which inevitably blur the boundaries.” Another respondent 
stated that “use of social media is a must in the current time we are living ... I can see 
that in coming years, more and more social media tools will come up and Saudis will 
definitely use them.” 

Conversely, cultural restrictions have more impact on behavioural intention than 
other constructs. This could be due to the fact that Saudis still prefer to use other ways 
to be in touch with their relatives or friends or even when creating business, such as 
face-to-face and through phone calls. One of the respondents emphasised that people 
in Saudi Arabia “still rely on their mobile and SMS to communicate with others”. 

Overall, the research results show that social media could be valuable tools to 
create relationships with others for both social and business life. A limitation of this 
research is that it based only on a survey method that was limited to the people who 
are currently using social media. Another limitation of our analysis was the relatively 
small size of the sample compare to the total population of Saudi Arabia. 

7 Conclusions 

The paper mainly investigated how and why individuals in Saudi Arabia are using 
social media, as well as their attitude, and behaviour towards them. A model for 
exploring and predicting the role of cultural restriction on the users’ motivations, 
attitude, and behaviour towards use social media has been developed in this paper. 
The measures used in this study were created based on various existing work in 
order to validate the model. The findings of this study point to a need for thorough 
understanding of the influence of culture in order to encourage the use and accep-
tance of social media. As the result of this paper was based on descriptive analyses 
and SEM tests, future work will include a further statistical analysis to investigate 
the relationships between privacy and security concerns, and trust in social media 
and other different issues that were examined in the survey. Furthermore, a qualita-
tive approach could be used to investigate and look at the attitudes, behaviours, and 
wider issues that arise from survey results. Carrying out interviews with some sur-
vey respondents may help to present rich insights around users’ attitude and beha-
viour towards social media. 
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Abstract. The research aims to exploit facilities provided by smart spaces, 
Web-services and Web-based communities in order to organize resources of a 
smart space into an emergency response community. Organization of such a 
community is coordinated by Web-services, which represent different kinds of 
smart space’s resources. The Web-services coordinate efforts on planning 
emergency response actions and on involving acting resources as well as people 
that are in the emergency situation into a Web-based community. The commu-
nity’s members communicate on making decisions on action plans and ex-
changing the actual information during the response actions. The applicability 
of the ideas behind the research is demonstrated by a simulated case study on 
organization of a fire response community. 

Keywords: Web-based community, Smart space, Web-services, 
Service-oriented architecture, Emergency response. 

1 Introduction 

Recently, technologies of smart space environments, Web-services, and Web-based 
communities have received much attention due to facilities offered by them. The smart 
environments provide efficient facilities for organization of their resources in a context-
aware way to assist people in their needs [1], [2]. Web-services offer advantages of 
seamless information exchange between the resources of smart environments [3] and a 
potential for lower integration costs and greater flexibility [4], [5]. Web-based commun-
ities are beneficial in instant information exchange and online decision making. 

The present research aims to exploit facilities provided by the technologies above. 
The paper proposes a framework that incorporates concepts of smart space, Web-
based communities, and Web-services. The framework is intended to organize re-
sources of a smart space into a community aiming to emergency response. Various 
sensors, actuators, electronic devices with computational capabilities, etc. as well as 
humans and organisations are considered as various kinds of resources comprising the 
smart space. 

The organization of resources is proposed to be coordinated by Web-services. In 
this direction, real-world resources of the smart space are replaced with their service-
based representations. As a result of this replacement, the emergency response  
community is made up of Web-services representing resources that would provide 
emergency response services. 
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The emergency response community is organized based on an emergency re-
sponse plan, which is a result of solving planning problem by Web-services. Emer-
gency responders that are in this plan and people involved in emergency are enabled 
to use Web-based interface for exchanging the actual information during the response 
actions and making decisions on action plans. In this way the emergency responders 
constitute a Web-based community. 

The rest of the paper is structured as follows. Section 2 presents a brief survey of 
related research. Section 3 introduces the framework intended for organisation of 
emergency response communities in smart spaces. Service-oriented architecture used 
in the framework and interactions of Web-services are discussed in Section 4. Sec-
tion 5 demonstrates the applicability of the framework by a simulated case study on 
organization of a fire response community. Main concluding remarks are summarized 
in the Conclusion. 

2 Related Research 

There is no extensive literature on the subject of organization of Web-based commun-
ities in smart spaces or involvement of members of such communities in joint actions. 
An example of coordination of different users doing collaborative activities from 
diverse locations through different devices is the use of a hypermedia model to de-
scribe and support group activities in intelligent environments [6]. 

The role of social media and online communities is being thoroughly investigated 
within the research area of crisis informatics [7]. Online forums [8], Web portals [9], 
Tweeter [10], [11], micro-blogging [12], social networks [13], [14], and other forms 
of social media are believed to be powerful tools enabling collaboration of different 
parties to respond more effectively to emergencies. 

To some extent potentialities of smart spaces in emergency have been used in an 
architecture that intends to improve the collaboration of rescue operators in emergen-
cy management via their assistance by a Process Management System [15]. This sys-
tem is installed on the smart phones and PDAs of the rescue operators. It manages the 
execution of emergency-management processes by orchestrating the human operators 
with their software applications and some automatic services to access the external 
data sources and sensors. 

The idea close to the integration of Web-services into an emergency response 
community has been studied in research addressing the investigation of effectiveness 
of actor-agent communities in context of incident management [16]. Although the 
preliminary research results are inconclusive, they allow ones to suggest that agents, 
at least, can efficiently support humans in achieving a common goal. 

The idea beyond the present research of treating emergency response as the prob-
lem of planning emergency response actions in an efficient manner is shared by many 
studies, e.g. [17], [18], and many others. 

The approaches above address different aspects of organisation of communities of 
actors (including emergency response communities) sharing a common goal. They 
integrate various emerging technologies to achieve their goals. But no one of them 
investigates jointly both the problems of planning response actions and involvement 
of the participants of these actions into Web-based communities. 



222 A. Smirnov et al. 

3 Framework 

The proposed framework is intended to coordinate operations of various resources of 
a smart space in context aware way to assist people in attaining their objectives. The 
framework distinguishes two kinds of resources in the smart space: information and 
acting. The information resources are various kinds of sensors and electronic devices 
that provide data & information and perform computations. Particularly, some infor-
mation resources are responsible for problem solving. The acting resources are people 
and/or organizations that can be involved in the response actions, i.e., emergency 
responders. 

3.1 Emergency Response Community 

As known from e-Government practice, participation of different stakeholders in e-
Government’s activities can result in broader (integrated) solutions [19], [20]. So, the 
framework assumes partnerships of different stakeholders in emergency response 
actions. It integrates emergency services the smart space provides and voluntary sec-
tor as the partnerships (Fig. 1). It is considered that the smart space provides emer-
gency response services on first aid, emergency control, and people evacuation. The 
services on first aid and emergency control are services rendered by professional 
emergency responders, whereas the evacuation services are provided by the voluntary 
sector. This sector is represented by car drivers – they are the volunteers ready to 
evacuate the potential victims. 

Access to the emergency response services is achieved through wire or wireless 
Internet-accessible devices. Communications between the participants of emergency 
response actions are supported by Web-based interface. In this way these participants 
organize a Web-based community. 

 

Service providers 

Emergency response community

Smart space’s
emergency services Voluntary sector 

Service consumers 

Car drivers 
Professional

emergency responders

Potential victims Injured people 

Wire or wireless Internet-accessible devices

 

Fig. 1. Emergency response community in smart space 
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The professional emergency responders and the volunteers make up the emergen-
cy response community. They use Web-based interface to make decisions on action 
plans, to exchange information during the response actions, and to communicate with 
victims. 

3.2 Generic Scheme of Framework 

The idea behind the framework is to represent the resources of the smart space, emer-
gency responders, and people in any way involved in the emergency by sets of Web-
services. Each of the listed objects is characterized by its profile. A profile, besides 
typical information characterizing an object (object’s name, address, etc.), holds a set 
of context sensitive properties, e.g. the object’s location, its availability, role, etc. The 
Web-services provide data stored in the profiles and implement the resources’ func-
tionalities. As a result of the representation used, the emergency response community 
comprises Web-services representing emergency responders taking the response  
actions. 

The framework guides the emergency response as follows (Fig. 2). Whenever an 
emergency event occurs, resources of the smart space recognize the type of event and 
determine other event characteristics (the location, intensity and severity of the event, 
etc.). Based on the type of emergency and knowledge represented in an application 
ontology of the emergency management domain, special developed services create an 
abstract context. This context is an ontology-based model of the emergency situation 
of the given type at the abstract (non-instantiated) level. It represents knowledge rele-
vant to the emergency situation, i.e. kinds of services required in the given emergency 
situation and other knowledge related to these services. 

The abstract context is instantiated by resources of the smart space. The resources 
continuously fill up the abstract context with real-world information characterising 
the emergency situation. In this way an operational context is produced, which is a 
model of the emergency situation representing fully-instantiated real-world objects 
relevant to it. Particularly, the operational context contains information about the 
locations of potential emergency responders along with some other their characteris-
tics (their availabilities, capacities, etc.). 

The operational context serves as the basis for producing a plan of response  
actions. An emergency response plan is a set of emergency responders with transpor-
tation routes for the mobile responders, required helping services, and schedules for 
the responders’ activities. The problem of plan producing is solved as a constraint 
satisfaction problem, the result of which is a set of feasible action plans. 

From the set of feasible plans an efficient plan is selected. For this, some efficien-
cy criteria are applied. For professional emergency responders the following efficien-
cy criteria are provided for: minimal time of arriving of professional emergency  
responders at the emergency location, minimal time and cost of transportation of in-
jured people to hospitals, and minimal number of mobile teams involved in the re-
sponse actions. For car drivers efficiency criteria are minimum evacuation time and 
maximum evacuation capacity. 

The efficient plan is displayed on the Internet-accessible devices of emergency 
responders that are in this plan for making decisions if they are ready to act according 
to the plan or not. The procedure of making decisions is provided for two reasons. 
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Firstly, emergency situations are rapidly changing ones – something may happen 
between the moment when a plan is selected and time when the possible community 
members receive this plan. Secondly, resources of the smart space may be disabled in 
emergency and because of this operational information may be not available; there-
fore the operational context may not meet the real state of the situation. 

The approved plan is thought to be the guide for the response actions. The emer-
gency responders scheduled in this plan organise the emergency response community. 
 

 

Fig. 2. Generic scheme of the framework 

3.3 Decision Making 

Decisions on action plans are made online using Internet-accessible devices and Web-
based interface. But procedures of making decisions by professional emergency 
responders and volunteers are different. 

 

Fig. 3. Decision making by professional emergency responders 
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For the professional emergency responders an emergency response plan is a set of 
professional emergency responders (emergency teams, fire brigades, rescue parties, 
hospitals, etc.), a set of services these responders have to provide in the emergency 
situation (fire extinguishing, transportation, first aid, etc.), a set of transportation 
routes to go to the emergency location and to transport injured people to hospitals, 
and schedules for the responders’ activities. 

The procedure of making decisions by professional emergency responders is as 
follows (Fig. 3). If the plan is approved by all the responders this plan is supposed to 
be the plan for actions. Otherwise, either this plan is adjusted (so that the potential 
participant who refused to act according to the plan does not appear in the adjusted 
plan) or another set of plans is produced. 

The plan adjustment is in a redistribution of the actions among emergency res-
ponders that are contained in the set of feasible plans. If such a distribution does not 
lead to a considerable loss of time (particularly, the estimated time of the transporta-
tion of the injured people to hospitals does not exceed “The Golden Hour”) then the 
adjusted plan is submitted to the renewed set of emergency responders for approval. If 
a distribution is not possible or leads to loss of response time a new set of plans is 
produced, from which a new efficient plan is selected and submitted to approval. 

For the car drivers the emergency response plan is a plan for evacuation of poten-
tial victims from the dangerous area. Potential victims here are people who have been 
out of danger so far or got themselves out of the dangerous area. Plan for a car driver 
is a ridesharing route and transportation schedule. 

Decision making on an evacuation plan is in making agreement between the driver 
and the evacuee to go according to the scheduled ridesharing route (Fig. 4). In case, 
when there is no agreement between a driver and an evacuee, another car for evacua-
tion of this passenger is sought for. At that, the confirmed routes are not revised. 
 

 

Fig. 4. Decision making by car drivers and evacuees 

The emergency responders that are in the approved plan intended for professional 
emergency responders and the drivers participating in the evacuation organise the 
emergency response community. 

4 Service-Oriented Architecture 

To coordinate the interactions of Web-services, the framework deals with, service-
oriented architecture has been designed. 
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4.1 Architecture Components 

The architecture comprises three groups of services (Fig. 5). The first group is made 
up of core services responsible for the registration of the Web-services in the service 
register and producing the real-world model of the emergency situation, i.e. the crea-
tion of the abstract and operational contexts. Services belonging to this group are as 
follows: 

• registration service registers the Web-services in the service register; 

• application ontology service provides access to the application ontology; 

• abstract context service creates, stores, maintains, and reuses the abstract contexts; 

• operational context service produces the operational contexts. 

Web-services comprising the second group are responsible for the organization of an 
emergency response community. This group contains: 

• emergency response service integrates information provided by the city’s re-
sources; 

• routing service generates a set of feasible plans for emergency response actions; 

• smart logistics service implements functions of the ridesharing technology; 

• decision making service selects an efficient plan from the set of feasible plans and 
coordinates the (re)planning procedure. 
 

 

Fig. 5. Service-oriented architecture 

The third group comprises sets of services responsible for the representation of the 
smart space’s resources, implementation of their functions, and representation of 
emergency responders and people in any way involved in the emergency. This group 
includes: 
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• resource services provide data stored in the profiles of information resources and 
implement functions of these resources; 

• acting services provide data stored in the profiles of acting resources (emergency 
responders) and other people involved in emergency. 

4.2 Service Interactions 

Service interactions in Web-based community are demonstrated by two scenarios. 
These scenarios introduce the service interactions in making decisions on the plan for 
actions intended for professional emergency responders. 

Fig. 6 shows Web-service interactions when all the emergency responders agree to 
participate in the joint actions according to the plan selected by decision making ser-
vice (in the figure the emergency responders are represented by vehicles that they use 
– ambulance, fire truck, and rescue helicopter). It is seen that decision making service 
sends simultaneous messages to all the emergency responders with the plan for each 
responder, waits their replays on plan acceptance (Ready), and sends them simultane-
ous messages to take the response actions (Start). 

Fig. 7 demonstrates Web-service interactions in case when all the ambulances se-
lected for the response actions are not ready to participate in them and routing service 
does not manage to adjust the selected plan. Two ambulances (Ambulance 1 and Am-
bulance 2) replay “Not ready” to the messages of decision making service. This replay 
is accompanied with the messages to decision masking service and operational ser-
vice with the reasons of their refusals. Examples of such reasons are the road has been 
destroyed, the ambulance has blocked, etc. 
 

Decision making 
service

Ambulance Rescue 
helicopter

Fire truck

URL_AmbulServ, Route_Ambulance

URL_FTServ, Route_FireTruck

URL_RHServ, Destination

Ready

Ready

Ready

Start

Start

Start

 

Fig. 6. Emergency responders accept emergency response plan 

Decision making service duplicates the messages with the reasons for operational 
service. The duplication is a guarantee that operational service will receive informa-
tion that it was unaware of up to this moment. As well decision making service sends 
the message on excluding the two ambulances from the list of available emergency 
responders to routing service. 
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Decision making 
service

Ambulance 1 Fire truck Rescue 
helicopter

Ambulance 2 Routing 
service

Operational 
service

URL_Ambul1Serv, Route_Ambulance1

URL_FTServ, Route_FireTruck

URL_RHServ, Destination

Not ready, Reason 1

Ready

Exclude URL_Ambul1Serv, URL_Ambul2Serv

1: URL11_Route11, URL21_Route12,...; 2: URL21, Route_21, URL_22, Route_22,...

Reason 1

Reason 1

Ready

URL_Ambul2Serv, Route_Ambulance2

Not ready, Reason 2
Reason 2

Reason 2

CurrentSituation_Req

CurrentSituation_Rep

 

Fig. 7. Plan regeneration 

Operational service corrects the operational context according to the information 
contained in the reasons. Routing service requests operation service of the operational 
context that represents the up-to-date information of the emergency situation, gene-
rates a new set of plans, and sends it to decision making service. 

5 Case Study: Fire Response Community 

An applicability of the proposed framework is demonstrated via the organization of 
an emergency response community aiming to response to a fire event happened in a 
smart space. The event was simulated using an internal platform that supports a GIS-
based simulation. The platform is capable to generate random failures and locations of 
emergency responders, and random route availabilities; it allows ones to input contex-
tual information on types of emergency events, number of victims, etc. 

According to the framework resource services recognize the fire event, fix the fire 
location, classify the fire severity, and registers number of victims to be transported to 
hospitals. In the test case it is simulated that the fire has happened in a building, its 
level of severity is low, 9 injured people have to be transported to hospitals. This in-
formation is sent to emergency response service. This service concludes that to extin-
guish the fire 1 fire brigade is required. 

Based on the type of emergency (fire) abstract context service creates an abstract 
context. This context represents the following kinds of response services required in 
the fire situation: fire service, emergency service, and transportation service. These 
services are provided by the following kinds of emergency responders: fire brigades, 
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emergency teams, hospitals, and car drivers. Besides the listed knowledge, the ab-
stract context represents various kinds of vehicles that may be used by the emergency 
responders, and kinds of roles of the individuals involved in the fire situation (e.g. 
leader of a team, driver, victim, passenger, etc.). 

Operational context service instantiates the kinds of concepts represented in the 
abstract context and produces in that way an operational context. For the instantiation 
operational context service uses the information provided by the resource services 
and acting services: 

• the location and severity of the fire event; 

• the number of victims; 

• the current locations, availabilities, and capacities of the mobile emergency res-
ponders, i.e., fire brigades, emergency teams, and car drivers; 

• the types of vehicles the mobile emergency responders use; 

• the addresses, contact information, availabilities, and free capacities of the hospit-
als; 

• the destinations of cars passing by the fire place and the cars’ properties (free ca-
pacities, availabilities of baby car seats, etc.); 

• the current locations of the uninjured people to be evacuated from the fire area; 

• the transportation network, the route availabilities, and the traffic situation. 

Operational context service passes the operational context to routing service. Routing 
service analyses types of routes (roads, waterways, etc.) that the emergency teams and 
fire brigades can follow depending on the vehicles they use. Then, routing service 
selects feasible fire brigades, emergency teams, and hospitals that can be involved in 
the response operation. They are selected depending on 1) their availabilities; 2) the 
types of vehicles they use and 3) the routes available for these types; and 4) the hos-
pitals’ free capacities. 

In the simulated area 7 available fire brigades, 8 emergency teams, 5 hospitals 
having free capacities for 4, 4, 2, 3, and 3 patients correspondingly are found; 6 fire 
trucks and 1 fire helicopter are allocated to the fire brigades, 7 ambulances and 1 res-
cue helicopter are allocated to the emergency teams. 

For the found emergency responders routing service generates a set of feasible 
plans for actions. A plan for actions produced for the emergency teams supposes that 
one vehicle can house one injured person. 

Routing service passes the operational context and the set of plans to decision 
making service. The latter selects an efficient plan (Fig. 8). At that, minimal time of 
victim transportations is used as the efficiency criterion. In Fig. 8 the big dot denotes 
the fire location; dotted lines depict routes to be used for transportations of the emer-
gency teams and fire brigades. 

As it is seen from the figure, the set of emergency responders comprises 1 fire bri-
gade going by 1 fire helicopter, 7 emergency teams allocated to 1 rescue helicopter 
and 6 ambulances, and 3 hospitals having free capacities for 4, 2, and 3 patients. 1 
ambulance (encircled in the figure) and the rescue helicopter are planned to go from 
the fire location to hospitals twice. The estimated time of the operation of transporta-
tions of all the victims to hospitals is 1h. 25 min. 
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Fig. 8. Plan for actions for fire brigades and emergency teams 

Decision making service submits the plan to the emergency responders that are in 
it for making decisions on this plan. The plan is displayed on the Internet-accessible 
devices of these responders. The view of the plan depends on the roles the emergency 
responders fulfill in the current emergency situation. Fig. 9 shows part of the plan 
displayed on the Tablet PC of the leader of an emergency team. 

In the test case all the emergency responders represented in Fig. 8 are supposed to 
agree on the plan and therefore have become the members of the emergency response 
community. 

 

 

Fig. 9. Plan for actions for an emergency team 

Concurrently with the planning of the response actions activities on evacuation of 
people from the fire area are undertaken. Persons who need to be evacuated from the 
fire area invoke smart logistics service. This service scans cars passing the person 
locations. Based on the information about the person locations and destinations, and 
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the locations and destinations of the found cars, routing service produces a set of feas-
ible ridesharing routes for the person transportations. Decision making service selects 
efficient routes. 

The selected efficient routes are displayed on Internet-accessible devices of the 
drivers and the evacuees to confirm their intentions to go according to the proposed to 
them ridesharing routes. Besides the routes, the passengers are informed of the model, 
color, and license plate number of the car intended for their transportation. 

As the drivers and the passengers confirm the evacuation plans, smart logistics 
service sends appropriate signals to the drivers included in the agreed plans. Examples 
of ways routed for a driver and a passenger and displayed on their smart phones are 
given in Fig. 10 and Fig. 11. For the passenger the walking path to the locations 
where the drivers are offered to pick his/ her up is displayed. The encircled car in the 
figures shows the location where the driver is offered to pick up the passenger. 

In the simulated example 26 persons are supposed to have to be evacuated from 
the fire area. The results obtained for this are as follows: 22 persons have been driven 
directly to the destinations by 16 cars whereas for 4 persons no cars have been found. 
These 4 persons are informed through their mobile devices that they can be evacuated 
by taxis. If they agree, smart logistics service makes orders for taxi. 

The Web-based community organized in the test case comprises 1) the profession-
al emergency responders scheduled in the fire response plan (Fig. 8) in the persons of 
the leaders of the emergency teams and fire brigades as well as the administrators of 
the hospitals; 2) the cars’ drivers participated in the confirmation of the ridesharing 
routes and 3) the evacuees. The emergency teams, fire brigades, hospitals, and car 
drivers constitute the emergency response community. 

 

 

Fig. 10. Ridesharing route: driver’s view 

 

Fig. 11. Ridesharing route: passenger’s view 
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The Smart-M3 platform [21] was used in the scenario execution. Tablet PC Nokia 
N810 (Maemo4 OS), smart phone N900 (Maemo5 OS), and different mobile phones 
served as the user devices. Personal PCs based on Pentium IV processors and running 
under Ubuntu 10.04 and Windows XP were used for hosting other services. 

Table 1. Execution results 

Number of emergency 

responders 

Number of 

victims 

Total number of 

objects 

Time of plan 

generations, s. 

10 10 20 4.85 

10 20 30 9.12 

20 20 40 17.51 

30 30 60 37.93 

40 40 80 66.13 

50 50 100 101.29 
 
In the experiments with different datasets the execution time from the moment the 

emergency event was registered to the moment of producing the operational context 
took around 0.0007 s. The time taken to generate the sets of action plans for different 
datasets is shown in Table 1. The approximating equation is quadratic for the total 
amount of objects involved in the response actions. The experimentation showed that 
the system already takes a reasonable time for result generation. Presented results are 
based on the usage of a research prototype running on a desktop PC. In a production 
environment the system is aimed to be run on dedicated servers and it is expected to 
be responsive enough to handle a large amount of objects. The future development of 
Smart-M3 up to the production level with a higher capacity could also contribute to 
the system performance. 

6 Conclusions 

The problem of integration of services provided by a smart space with the purpose of 
service-coordinated organization of emergency response communities was investi-
gated. A framework that serves to integrate concepts of smart space, Web-services 
and Web-based communities has been proposed. The framework supports seamless 
information exchange between the resources of the smart space, allows the members 
of an emergency response community to make online decisions on plans for their 
actions and to communicate during these actions for coordination of their activities, 
enables Web-based communications between the emergency responders and emer-
gency victims, supports access the emergency services that the smart space provides 
using any wire and wireless Internet-accessible devices. 

An original feature of the way the response actions are planned is in involvement 
of ridesharing technology in planning evacuation activities. 

Some limitations of the developed framework are worth mentioning. The frame-
work does not take into account cases when it is not found enough available profes-
sional emergency responders or when some resources become disabled at time of the 
response actions. As well, the framework does not address the problem of lack of 
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passing cars for evacuation of people from the fire area and the problem of searching 
for a route with changes if there are not any cars nearby the fire area going directly to 
the person destination. The listed limitations as well as real-life testing and implemen-
tation will be subjects for future research and activities. 
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Abstract. The spread of microblogging services, such as Twitter, has made it
possible to extract geographical characteristics such as keywords specific to a
geographical region, with fine granularity. The results of content analysis of mi-
croblogging services are easily affected by users who post excessive messages. In
addition, because geographical granularity of users’ interests differs, it is prefer-
able to support multiple levels of granularity for usability. Thus, we propose
a ranking method of location-dependent keywords based on a term frequency-
inverse document frequency method to extract geographical characteristics. In
our method, ranking scores are weighted by diversity of information sources so
that the effect of loud users is mitigated. Multiple zoom levels of geographical ar-
eas are supported by approximation while databases at only several zoom levels
are maintained. We evaluated our ranking method with a real dataset from Twitter
and showed its effectiveness. We also describe a prototype implementation of a
system using our ranking method.

Keywords: TF-IDF, Context awareness, Keyword ranking.

1 Introduction

Microblogging services, such as Twitter, have been spreading worldwide in recent
years. A characteristic of users frequently updating their status has made it possible
to obtain users’ context information with fine granularity in real time.

Accordingly, user content from microblogging services has been widely leveraged
as a research object of user context[13,3]. In particular, context based on geographical
location information, location-dependent context, is notable since users’ activities are
closely related to their location. Moreover, the popularization of smartphones equipped
with GPS receivers has encouraged research on location-dependent context. In fact,
many studies analyzing content from microblogging services based on geographical
location information have been conducted[1,9].

One way to express location-dependent context is to extract and rank location-
dependent keywords, which characterize a geographical region by analyzing content
from microblogging services. In content analysis of microblogging services, the impact
of advertisement messages must be taken into consideration. Since microblogging ser-
vices are also used as advertisement tools, malicious users may try to compromise the
analysis result by posting a large number of messages. Though spam filtering with a
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Bayesian filter[8] would be considered effective to determine whether a message is an
advertisement or not, it requires training using sample messages in advance. Moreover,
it is difficult to determine what should be filtered out as malicious since an advertise-
ment message may be useful if it contains context related to its location. Hence, it is not
adequate to filter out all advertisement messages. Additionally, the granularity of geo-
graphical areas with which location-dependent context is analyzed is important. For in-
stance, an application that analyzes and visualizes location-dependent keywords should
use geographical areas with appropriate granularity based on the zoom level of a map
because sizes of geographical areas in which users are interested may differ. Therefore,
it is preferable to support multiple levels of granularity with a method that can reduce
computational cost and database size, because a naive approach must calculate and store
ranking scores for all zoom levels.

We propose a ranking method of location-dependent keywords, which enhances a
term frequency-invert document frequency (TF-IDF) method [10]. Diversity of infor-
mation sources is taken into consideration with our method. Specifically, by penalizing
keywords with low diversity of users, the impact of excessive repeating of messages
by a few users is mitigated. Additionally, our ranking method supports multiple zoom
levels of geographical areas by TF-IDF approximation. With this approximation, we
need not to calculate and store TF and DF values for all zoom levels because values
for only several zoom levels are stored and TF-IDF values for the intermediate zoom
levels are interpolated. From evaluations using an actual dataset from Twitter, we show
the effectiveness of user diversity and the accuracy of TF-IDF approximation. We also
introduce a prototype implementation of a system using our ranking method.

The rest of this paper is organized as follows. Section 2 introduces our ranking
method of location-dependent keywords. Section 3 describes the prototype implemen-
tation of a system using our ranking method. Section 4 discusses the evaluation of the
effect of user diversity and approximation used in our ranking method. Related work is
discussed in Section 5, and Section 6 gives the conclusions.

2 Ranking Method

In this section, we introduce our location-dependent keyword ranking method that en-
hances a TF-IDF method. In our method, diversity of information sources is utilized to
suppress the impact of loud users. Moreover, our method supports multiple zoom levels
of geographical areas by TF-IDF approximation.

2.1 Application of TF-IDF

The basic idea for extracting location context is to apply a TF-IDF method to ranking
location-dependent keywords.

In contrast to original TF-IDF for determining how important a word is to a document
in a collection of documents, the purpose of our approach is to determine how important
a word is to a geographical area. For this purpose, we regard a collection of messages
posted in a geographical area as a document of the TF-IDF method. A geographical
point, latitude and longitude, tagged in a message is converted into a location label
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representing an area the point is located in. An area represented by a location label is
one cell of a square grid on the Mercator projection of the earth. The size of an area is
determined by zoom level. Specifically, a single cell covers almost the whole earth at
zoom level 0 and is divided into four cells for each additional zoom level.

To label geographical points, we use tile coordinates, which are used in the Google
Maps API [5] and reference a specific tile on a map at a specific zoom level. The tile co-
ordinates (x, y) at zoom level z are determined from a geographical point with latitude
ϕ and longitude λ as follows:

x =

⌊
2z · π + λ

2π

⌋
, y =

⌊
2z · π − ln (tanϕ+ secϕ)

2π

⌋
.

For instance, tile coordinates (0, 0) at zoom level 0 includes almost the whole earth.
We consider a TF-IDF-based keyword ranking method for each area whose location

is expressed in the tile coordinate system. A TF-IDF value for a word w in an area
with a location label l of tile coordinates (x, y) at a specific zoom level is calculated as
follows:

tfidfw,l = tfw,l · idfw (1)

where tfw,l is the number of occurrences of w in l. The inverse document frequency
idfw is defined as:

idfw = log2

N

nw
(2)

where nw is the number of areas where w occurs at least once.
To accurately rank location-dependent keywords, we need to pay attention to a defi-

nition of N , which is simply the number of all areas in the case of the original TF-IDF
method. Some words are given an unexpectedly high ranking score especially when a
zoom level is high in which the minimum and maximum DF values tend to be close if
we simply select the number of all areas for N . If we instead take the number of “active”
areas that accommodate at least one word, this unexpected ranking problem is mitigated
since we can exaggerate the difference in the location-dependence of words by enlarg-
ing the difference between the minimum and maximum DF values. Yet, there is still
room for improvement and we propose to use maxw(nw) instead of these candidates
of N . By adopting the maximum DF value as N , IDF values of location-independent
keywords come closer to zero than when the number of active area is used as N . Conse-
quently, location-independent keywords are expected to be placed at lower ranks with-
out lowering ranks of location-dependent keywords.

2.2 User Diversity Weighting

Microblogging services are also leveraged for commercial advertisements and
announcements from public institutions. For instance, some restaurants provide time-
limited coupons and some fire departments announce information on responses to 911
calls. In such cases, the frequency of posts from such services is relatively high on
a constant basis such as tens of posts a day. Moreover, since these services usually
use message templates, the messages have a strong tendency to include specific words
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related to the services or the users. As a consequence, TF values of such user specific
keywords tend to increase, as well as TF-IDF values. This indicates that malicious users
can easily juggle keyword ranking simply by posting a large number of messages with
target keywords.

To prevent such user-specific keywords from becoming too influential, we introduce
using a diversity index of each keyword, which is a measure that represents how many
users equally originate a keyword, for penalizing the ranking scores of those keywords.

There are several diversity indices such as Shannon’s diversity index and Simpson’s
diversity index. We use Simpson’s due to its simple definition. The user diversity index
for a word w in an area l is defined as follows:

Dw,l = 1−
∑
u∈U

(
nw,l,u

nw,l

)2

where U is a set of users, nw,l is the number of occurrences of w in l, and the user term
frequency nw,l,u is the number of occurrences of w from a user u in l.

We use the user diversity index to lower the ranking of keywords from malicious
users. This index ranges from zero to one and approaches one when a word is uniformly
posted by many users. Because of these characteristics, the ranking of keywords from
malicious users is lowered simply by multiplying TF-IDF values by the user diversity
index. We define diversity-weighted TF-IDF (DTF-IDF) as follows:

dtfidfw,l = Dw,l · tfidfw,l.

2.3 Zoom Support

It is preferable to provide rankings for each zoom level for usability since the granu-
larity of interest may differ among users. Because a change in zoom level alters the
geographical partitioning, the simplest solution is to calculate and store TF-IDF values
for each zoom level. However, this requires a huge database whose size is approxi-
mately proportional to the number of TF entries. Moreover, the computational cost is
also roughly proportional to these entries. Figure 1 shows the number of TF entries for
each zoom level for a dataset of actual tweets collected from Twitter, which is described
in detail in Section 4. If we maintain TF tables at each zoom level from 7 to 16, we need
to keep about 15 million TF entries. Additionally, calculation of the user diversity index
in real time needs to maintain the number of occurrences of words at all areas for each
user. The total database size required for the dataset was about 1.3 GB.

To reduce the database size, we introduce an approximation approach for calculating
TF-IDF values. Instead of maintaining calculated results for all zoom levels, calculated
results are stored for several zoom levels to the database and TF-IDF values for the
omitted zoom levels are approximated from the stored zoom levels. This approximation
approach also has another advantage in that it supports various sizes of a target area. An
approximated TF-IDF value for an area consisting of 3× 3 sub-areas, for example, can
be calculated with this approximation approach even if partitioning with 3×3 sub-areas
is not supported.
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Fig. 1. Number of TF entries at each zoom level

IDF Approximation. For approximating TF-IDF values, IDF values for the omitted
zoom levels must be estimated. This can be accomplished by interpolating DF values.

In general, location dependency of keywords varies according to the size of the target
areas. For instance, if the size is large enough, a name of a nationwide chain store
would have least location-dependency (IDF value) since the name would be posted in
almost all areas. In contrast, in a small area, the name would have a relatively high
dependency since it would be posted within a narrow range near the stores. Hence, we
cannot simply use an IDF value for other zoom levels available in a database as the
value for the target zoom level. Therefore, appropriate DF values should be used for
TF-IDF approximation.

While one might think variations in DF values for all words have similar tendency
to the number of areas, this is not the case. Figure 2 shows variations in DF values of
some words and the number of active areas. The DF values monotonically increase as
the zoom level increases. The shapes of the curves, however, differ from each other
including “# of active areas”. The DF value of “aid response” increases quickly from
zoom level 13 to 16. In contrast, the DF value of “san francisco” increases gradually in
this range.

The tendency seen in Figure 2 is that the segments that result from splitting the curves
several ways are roughly approximated by straight lines in linear-log space. Hence,
some interpolation approaches in linear-log space are used to yield good approximation
results. With linear interpolation in linear-log space, we store DF values for K zoom
levels {ξ1, ξ2, . . . , ξK} with ξi < ξi+1. The DF value dfz at zoom level z ∈ (ξi, ξi+1)
is interpolated by the following equation:

dfz = dfξi

(
dfξi+1

dfξi

) z−ξi
ξi+1−ξi

.

A maximum DF value used for calculating IDF values is also approximated by this
equation.

TF Approximation. Precise TF values are calculated from those at a larger zoom level
by just summing up TF values in all sub-areas included in a target area for each word.
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Fig. 2. DF values for some words for each level. Line with “# of active areas” is number of areas
having at least one word.

Fig. 3. Number of words in top 250 areas in decreasing order

The user diversity indices are also calculated by aggregating user term frequencies in
all sub-areas.

However, the computational cost of calculating TF-IDF values from TF and DF ta-
bles is not negligible since aggregation is required per query. Figure 3 shows the number
of words in the top 250 areas in decreasing order for zoom levels 7, 10, 13, and 16.

There were 144,251 words in the area with the largest number of words at zoom level
7. If the naive approach is taken, it requires aggregation for all the words per query for
accuracy. Because of this, it is not realistic to calculate precise values for such areas
with a large amount of words.

Hence, approximation is taken for TF aggregation to reduce the computational cost
in areas with thousands of words. Our approximation approach limits the number of
words taken from each sub-area, that is, for some integer k, only the words with top k
TF values in each sub-area are taken for aggregation and the others are ignored.

While this approximation may yield TF-IDF rankings with less accuracy, the choice
of k can improve accuracy. Undoubtedly, a large enough k results in precise TF values,
while it increases the computational cost. The effect on rankings of this approximation
is evaluated in Section 4.4.
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Fig. 4. Architecture of our ranking system

3 Implementation

With the ranking method described above, we implemented a ranking system for
location-dependent keywords. In this section, we briefly introduce our ranking system.

3.1 Architecture

The system architecture is shown in Figure 4. Our system collects geotagged tweets
from Twitter using the Streaming API [14], making it possible to collect tweets within
a specific geographical area in real time.

When the system receives a tweet via the Streaming API, the geographical point (lat-
itude, longitude) of the tweet is converted to a location label (tile coordinates) which
represents a geographical area. Next, nouns (or noun phrases) in the tweet are extracted
as candidate keywords. We use a part-of-speech (POS) tagger for noun extraction. To
show tweets that contain such nouns, the mapping between a tweet and the nouns are
stored in a database. Then, the number of occurrences of nouns are updated and stored
into the TF table. At the same time, user term frequencies are also stored for calculating
user diversity indices. If a noun is found to be the first occurrence in the area in the
TF counting process, the DF value of the noun is also updated and stored in the DF
table. Thus, the TF and DF tables are kept updated in real time. A ranking is gener-
ated per request by calculating DTF-IDF scores using the approximation described in
Section 2.

On a machine with Intel Xeon 3.1 GHz and 4 GB memory, the response time per
request is shorter than 300 milliseconds even for areas with a large number of words
if the database is in memory. In contrast, it is shorter than 100 milliseconds for rural
areas with not many words. The response time is considered to be improved by caching
generated rankings for areas that requests concentrate on.



244 S. Ikeda, N. Kami, and T. Yoshikawa

Fig. 5. User interface

3.2 User Interface

Our system ranks keywords depending on a specified geographical area by analyzing
tweets with geographical information. Figure 5 shows a user interface of the ranking
system. When a user clicks at a point on the map, a keyword ranking in an area that
contains the clicked point is displayed on the right side. While only the top 13 key-
words are shown in Figure 5, the ranking area is scrollable and the top 100 rankings
are calculated by default. A user can look at tweets that contain a keyword by selecting
it if he or she wants to know why the keyword is rated highly. The zoom level of tile
coordinates used to specify a target area is basically one zoom level larger than that of
the map. In other words, the size of a target area varies by the zoom level of the map.
This makes it possible for users to specify a target area with granularity of interest.

Although the prototype system simply provides a keyword ranking, the ranking can
be used also for keyword recommendation or completion. When one inputs a text with
a smartphone out the door especially at a location that he or she visit for the first time,
its content should relate closely his or her geographical context. By recommendation
or completion of location-dependent keywords, he or she would be able to notice the
excitement at the location which is usually passed over unnoticed.

4 Evaluation

We obtained 866,420 geotagged tweets via the Twitter Streaming API from Sept. 3 to
Sept. 16, 2011. The geographical area covering the west coast of the United States was
specified as the query parameter. The south-west and north-east corners of the area were
respectively (32.0, -125.0) and (49.0, -114.0).

4.1 Comparison among IDF Candidates

As discussed in Section 2.1, what to use as N in IDF computation (Eq.(2)) is important
since it has a significant impact on rankings of location-dependent keywords. We com-
pared three candidates for N in IDF computation: the number of all area, the number
of active areas, and the maximum DF value.

Figure 6 plots these candidates for N against various zoom levels for the dataset. If
the number of all areas is selected as N at zoom level 16, the IDF value of a word with
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Fig. 6. Candidates for N in IDF computation

Table 1. Comparison among candidates for N in IDF computation

# of all areas # of active areas max DF value
rank keyword score keyword score keyword score

1 love 1884 anaheim 1435 anaheim 1070
2 time 1716 disneyland 1205 angel stadium 885
3 anaheim 1685 angel stadium 1052 disneyland 828
4 day 1483 santa ana 838 santa ana 667
5 disneyland 1471 love 811 star tours 400
6 work 1169 time 739 orange 269
7 angel stadium 1166 work 717 mickey 233
8 need 1128 need 692 class 212
9 today 1018 day 639 winrt 207

10 right 979 today 625 brea 203

the maximum DF value is about 9.3 and the IDF value of a word that occurs at a single
area is about 23.0. This means that, for least and most location-dependent keywords
wL and wM , wL is ranked higher than wM if wL occurs only thrice of wM . On the
other hand, if the number of active areas is selected as N , the IDF values respectively
change to 2.5 and 16.2. By adopting the maximum DF value as N , IDF values for the
least location-dependent keywords are zero. Consequently, a least location-dependent
keyword is always ranked lowest.

Table 1 lists an example rankings with TF-IDF scores generated by using these can-
didates. These are top ten rankings in a section of Anaheim, CA, in which there are
very famous spots such as the Disney Resort and Angel Stadium of Anaheim. Thus,
keywords related to these spots are expected to be placed high in a ranking. However,
when the number of all areas was used as N , location-independent keywords, such as
love, time, and day, were highly ranked. As a result, the ranks of keywords related to the
location were relatively low. By employing the number of active areas as N , the rank-
ing was improved, but not remarkably. The ranking still contained location-independent
keywords while location-dependent keywords rose in the ranking. On the other hand,
by using the maximum DF value, the ranking was significantly improved. As you can
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Table 2. Example results of user diversity weighting

TF-IDF DTF-IDF
rank keyword diversity keyword diversity

1 arts festival 0.97 arts festival 0.97
2 seattle 0.99 seattle 0.99
3 bainbridge island 0.48 bumbershoot 0.97
4 aid response 0.00 space needle 0.96
5 bumbershoot 0.97 keyarena 0.93
6 space needle 0.96 golden gardens park 0.92
7 keyarena 0.93 ballard 0.95
8 golden gardens park 0.92 bainbridge island 0.48
9 new listing 0.00 alki beach 0.92

10 e 21 0.00 woodland park zoo 0.74

see, almost all location-dependent keywords dropped from the top 10 ranking. There-
fore, using the maximum DF value as N is effective to filter out location-independent
keywords.

In the evaluations below, the maximum DF value was used as N in IDF computation.

4.2 Effect of User Diversity Weighting

Table 2 lists the example results of the effect of user diversity weighting. These are top
ten rankings of location-dependent keywords with and without user diversity weighting
in the area with tile coordinates (163, 357), a section of Seattle, WA, at zoom level 10.

The TF-IDF ranking without user diversity weighting contained keywords of ‘aid
response’, ‘new listing’ and ‘e 21’. Of these keywords, ‘aid response’ and ‘e 21’ were
a part of announcements related to 911 calls posted by one user, and ‘new listing’ was
a part of advertisements from a real-estate agency. Though they are indeed location-
dependent in the sense that they have large IDF values, the ranks are considered to be
overrated due to one user’s massive tweets.

With user diversity weighting, the ranking is adjusted so that the impact of loud
users are mitigated. The keywords above were filtered out by the user diversity index
of 0.00. At the same time, keywords posted by many users can maintain higher ranks.
For instance, the keyword ‘bumbershoot’, a name of a festival, which was posted by 40
users, had a user diversity index of 0.97 and its rank rose from 5th to 3rd.

4.3 Effect of IDF Approximation

Cubic interpolation in linear-log space also promises a better outcome than linear in-
terpolation since it yields smooth and continuous curves that linear interpolation can
not yield. In this section, we compare the linear interpolation of DF values described in
Section 2.3 with cubic interpolation. The comparison results show that the two interpo-
lations of DF values in linear-log space did not show significant differences in errors of
approximated IDF values.
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Table 3. Comparison of approximation errors

Linear Cubic
precise IDF RMSE MAE RMSE MAE rate (%)

< 2.0 0.082 0.065 0.090 0.071 1.3
< 4.0 0.150 0.122 0.154 0.123 8.9
< 6.0 0.235 0.185 0.225 0.178 19.3
< 8.0 0.257 0.182 0.270 0.196 24.9
8.0 ≤ 0.261 0.213 0.255 0.209 45.6
ALL 0.245 0.190 0.244 0.190

There were 432,132 words in the dataset, and 374,992 words of them had the same
DF values at zoom levels 7 and 16. Since such words yield no errors by the interpo-
lations, these words were excluded from the evaluation. We evaluated the error in IDF
values of the remaining 57,140 words. We used DF values at zoom levels 7, 10, 13 and
16 and approximated IDF values at the six intermediate levels.

Errors of approximated IDF values are summarized in Table 3. The errors are clas-
sified by the range of precise IDF values (precise IDF). In both interpolation methods,
the errors tend to decrease as IDF values decrease. The fact of low errors for words with
small IDF values indicates that approximation can keep location-independent words as
they are.

Another finding is that there is no significant difference in both Rooted Mean
Squared Errors (RMSEs) and Mean Absolute Errors (MAEs) between linear and cu-
bic interpolations. In both methods, RMSE and MAE were respectively about 0.24 and
0.19.

From the evaluation results, the approximation by cubic interpolation had no signif-
icant advantages compared with linear interpolation. In contrast to linear interpolation
requiring only two zoom levels, cubic interpolation requires at least four zoom levels.
This would increase database access and computational cost. For this reason, we chose
linear interpolation for approximation.

4.4 Effect on Rankings

As mentioned above, for ranking location-dependent keywords, it is not necessarily
required to calculate precise TF-IDF values for all candidate words. The important thing
is to provide precise ranking against perfect ranking which is obtained from precise TF-
IDF calculations.

For evaluation of rankings by the approximation described in Section 2.3, we used
the normalized discounted cumulative gain nDCGk [6]. nDCGk for a top-k ranking is
defined as:

nDCGk =
DCGk

iDCGk

where DCGk = R1 +
∑k

i=2(Ri/log2i). Ri is the relevance value of a word at rank
i, which takes a large value if the word strongly depends on the location, and iDCGk

is DCGk for perfect ranking. From this definition, nDCGk is such a value that the
more similar a ranking is to an ideal one, the closer it is to one. Thus, if nDCGk for
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an approximated ranking is close to one, the approximation is considered to be highly
accurate. We use precise TF-IDF values of a word at rank i as relevanceRi since a word
with a higher TF-IDF value is considered to be strongly dependent on a geographical
area.

Fig. 7. Evaluation of TF approximation at zoom level 8 by aggregating TF entries at base zoom
level 10

In the evaluation below, the results in Figures 7, 8 and 9 are the average nDCGk

values of the top ten areas with a large number of words at a specified zoom level.
Figure 7 shows the evaluation results for TF approximation at zoom level 8 using TF

values at the base zoom level of 10. The x-axis represents the number of TF entries used
in the approximation. If it is 1,600, for instance, the top 100 TF entries for each sub-area
are collected since there are 16 sub-areas to aggregate. In this evaluation, we used the
precise IDF values without approximation and ranked by TF-IDF instead of DTF-IDF
values, without user diversity weighting, to evaluate the effect of TF approximation.

The number of entries per sub-area to achieve a highly accurate ranking is not large.
There were about 275,000 words on average in the top ten areas at zoom level 8. For
k = 10, 25, and 100, respectively, about only 70, 140, and 310 TF entries per sub-area
were needed to achieve nDCGk over 0.99. Since the average number of words per area
is less than that at smaller zoom levels, TF entries required to achieve this accuracy are
considered to be less than these results for a zoom level larger than 8.

The differences among base zoom levels at which TF values were used to approxi-
mate TF values at zoom level 8 are shown in Figure 8. Similar to the evaluation above,
we used TF-IDF rankings with precise IDF values and the approximated TF values
without user diversity weighting. For zb = 8, approximation was performed simply by
ignoring words with low TF values. For base zoom levels zb = 9 and zb = 10, there
were respectively 2× 2 and 4× 4 sub-areas to aggregate.

The results show that the total number of TF entries required for equivalent accuracy
is not proportional to the number of sub-areas. For nDCG100 ≥ 0.99, the required total
entries doubled or tripled when the base zoom level increases by one while the number
of sub-areas increases to four times.

In the next evaluation, the effect of IDF approximation is taken into consideration.
Figure 9 shows nDCGk values with and without IDF approximation.
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Fig. 8. Evaluation of approximation for different base zoom levels zb

Fig. 9. Effect of IDF approximation

With IDF approximation, the nDCGk takes small values compared to the case with-
out approximation regardless of k. This is because the errors in IDF approximation
make perfect ranking impossible. To be more precise, in a TF-IDF result ranking with
IDF approximation, since the approximated TF-IDF values are not necessarily the same
as the precise ones, it is impossible to generate a perfect ranking even if all TF entries
for each sub-area are aggregated. However, our approximation is considered to have
good accuracy since the differences in nDCGk between the cases with and without IDF
approximation are less than 0.02.

5 Related Work

Many studies have been conducted for analyzing content in microblogging services
and leveraged geographical location context. Arakawa et al. introduced an extraction
method of location-dependent keywords by extracting grids with high density of spe-
cific keywords using breadth-first search[1]. It needs to specify a target keyword to
calculate its dependency and is suitable for detecting locations the keyword depends
on. On the other hand, it is not suitable for ranking keywords that depend on a spe-
cific location. TwitterStands[11] is a news processing system that analyzes tweets and
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detects late breaking news with a geographic focus. The geographic focus, which is
determined from tweet text and metadata by geotagging, is calculated by ranking the
geographic locations in a topic cluster. The approach determines the geographic fo-
cus after topic clustering. Therefore, the geographic focus might concentrate in areas
where many tweets are posted. Sakaki et al. proposed an event detection scheme using
a Kalman filter in real time and estimated earthquake epicenters and typhoon trajecto-
ries from Twitter data[9]. Tweets with pre-defined keywords are regarded as sensor data
of a target event. Mei et al. proposed a probabilistic mixture model and analyzed spa-
tiotemporal theme patterns on weblogs (not on microblogs) with the model[7]. Since
the granularity of a location is not flexible, parameter estimation of the model must
be reperformed when the granularity is changed. Thus, support of multiple levels of
geographical granularity has not been discussed sufficiently.

TF-IDF methods are widely used in analysing tweets. TwitterStands uses TF-IDF
for weighting important words to cluster topics. Eddi[2] assigns topics to a tweet using
TF-IDF-style key terms obtained from search results of nouns in the tweet. Chen et al.
studied URL recommendation on Twitter[3]. In their approach, the recommendation is
made based on a user profile which is a TF-IDF vector generated from his/her tweets. A
set of tweets from a user is regarded as a document; in contrast, a set of tweets in an area
is regarded as a document in our approach. Our user diversity weighting is applicable
for recommendation to mitigate the impact of malicious users.

Diversity of users in a geographical area is useful also for purposes other than miti-
gating the impact of loud users. Cranshaw et al. examined connection between an online
social network and the location traces of its users[4]. They showed that users who visit a
location with high diversity tend to have more connections in the social network. Toch
et al. showed that users appear more comfortable sharing their presence at locations
with high diversity[12].

6 Conclusions

We proposed a location-dependentkeyword ranking method for microblogging services,
which adopts a TF-IDF method to geographical location context, and described the
prototype implementation of a keyword ranking system. Our ranking method penalizes
keywords with low user diversity and supports multiple zoom levels of geographical
granularity by using TF-IDF approximation. The evaluation results showed that user di-
versity weighting is effective in mitigating the effect of excessive posts from a few users
and approximation can yield a highly accurate ranking in terms of similarity to precise
TF-IDF ranking without approximation. We plan to extend our method for spatiotem-
poral analysis so that it can track trends and the spread of location-dependent keywords.
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Abstract. Baidu, Sogou and Google are three main utilized search engines in 
China reported by Chinese Internet Date Centre (CNZZ) recently. There are 
significant differences among the search rank indexes such as Baidu weight, 
Sogou rank and PageRank. As a result, the sequence of the search lists is totally 
different for a same keyword. On the other hand, some valuable articles in Web 
as blog in ScienceNet.cn are ignored by Baidu, Sogou and others. It is impossi-
ble to unify these ranking systems to a same level due to the business models 
from multi-enterprises. This paper studies the difference of ranking indexes of 
these search engines by analyzing 42 websites from 4 sectors in China. Using 
information theory, W-entropy rank index is proposed as a search ranking ref-
erence. With the analyses of the correlation among the ranking indexes, the 
proposed index demonstrates the ranking reality of Chinese websites. The paper 
also described the application of W-entropy rank index to measure the influence 
of the blogs on the Internet. TOP10 of the most important blogging websites in 
China is listed as the preliminary study. 

Keywords: Baidu weight, Blogging website, Information theory, Sogou rank, 
PageRank, W-entropy rank. 

1 Introduction 

According to the recent monthly report from Chinese Internet Date Centre (CNZZ) 
[1], Baidu, Sogou and Google are three main search engines with 93.50% using rate 
in China. At the same time, some statistic results show that 70% of people use search 
engines to find the product or service that they want to buy; and 90% of web search-
ers never make it to the second page of search results. This means that to get a poten-
tial business and a better propagation in the Internet, it is important to be listed at the 
top of the major search engines. There is no doubt, in Baidu, Sogou and Google. 

Every search engine has proper criteria and evaluation system to rank the feature 
of web pages, such as Baidu weight (by Baidu search), Sogou rank (by Sogou search), 
and PageRank (by Google search [2]) and so on. However, the difference of the rank-
ing algorithms and criteria systems makes the same web page have the different im-
portance values by above search engines. In some especially situations, the Baidu 
weight and Sogou rank are lower than PageRank for universities and research institu-
tions and Google has lower PageRank than others for Chinese financial institutions. 
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As a result, the sequence of the search results is totally different even for the same 
keyword.  Some valuable articles in web, such as blog papers by some famous scien-
tists in ScienceNet.cn [3] may be not well classified and further propagated on the 
Internet, even not be indexed by Baidu and Sogou search engines.  

In order to adjust the inequality of the inquiry from different search engines, this 
paper firstly analyzes the ranking indexes such as Baidu weight, Sogou rank and Pa-
geRank for 42 websites from 4 categories institutions in China: Internet media, uni-
versities and research institutions, financial institutions and some enterprises to show 
the problems. Then it uses statistical method to find out the correlation between every 
two search engines, such as Baidu weight with PageRank, etc. And further it estab-
lishes the mean index among these three ranks and weighted index based on statistic 
result by CNZZ. The paper also describes the model of W-entropy rank using the 
information theory and the application for the 42 websites mentioned above.  

The W-entropy rank is proposed as a reference to adjust the gap among the Baidu 
weight, Sogou rank and PageRank. With the property analyses, this new index de-
monstrates the ranking reality of Chinese websites. After the publication of our main 
idea in our blog of ScienceNet.cn, Baidu and Sogou adjusted their ranking indexes 
achieving a better matching with the result of W-entropy rank and the reality. 

Another application of W-entropy rank is proposed to measure the influence of the 
blogging websites. The basic factors related to this influence are analyzed. The 
Weighted PageRank (WPR) is defined initially as one of these factors. Using the W-
entropy rank, the paper gives the TOP10 ranking list of Chinese blogging websites. 

The paper is organized as following. Section 2 explains the problem of the hetero-
genic ranking indexes of search engines in China. Section 3 analyzes the different 
search engines return the different results for the same query keywords using the ex-
ample of a blog article in ScienceNet. Section 4 studies the correlation among the 
ranking indexes from these search engines by comparing various website samples. In 
section 5, the paper presents the information theory briefly and proposes a new index 
called W-entropy rank to unify the existed search ranking indexes as a reference. And 
in section 6, the new index is used as a reference for the search engines. The applica-
tion results of W-entropy Rank for blogging websites are illustrated in section 7 and 
the section 8 is the conclusion of the paper. 

2 Heterogenic Ranking Indexes of Search Engines 

As mentioned by the report from CNZZ, in October 2011[1], Baidu search engine 
remained in the top shot with a commanding 81.10% market share in China, Sogou 
earned 7.52% share and the third place Google had 5.49% share. This paper takes 
these three most popular search engines to study the ranking index, a measurement of 
importance of the web pages. 

Table 1 shows the rank indexes by the search engines for some websites in China 
and there are two rank values in the last columns: Averaged rank is the average of 
rank indexes from these three search engines. Another is weighted rank, where every 
search engine is assigned a different weight in accordance of market share. Baidu is 
weighted as 81.10%, Google and Sogou both are weighted as 9.45%. The distribution 
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of the weights is still a research topic. It may use the Analytic Hierarchy Process – 
AHP [4] to further study the effective weights to reflect the reality. 

Table 1. Rank indexes of Baidu, Sogou, Google for related web sites (2011-11-14) 

Website URL Field Baidu Weight Sogou Rank Google PR
Averaged 

Rank 
Weighted 

Rank 
Baidu baidu.com search 9 9 9 9 9 

Google google.com search 8 9 10 9 8.28 
Sogou sogou.com search 9 9 7 8.33 8.81 

Zhejiang U. zju.edu.cn education 4 6 9 6.33 4.66 
CAS cas.cn science 4 6 8 6 4.57 
ICBC icbc.com.cn financial 8 9 7 8 8 

Unipay unionpay.com financial 2 1 7 3.33 2.38 

1. The website of Baidu gets 9/10 score from every one of these three engines. For 
Google’s site, 8 score was weighted by Baidu, ranked 9 by Sogou, and PageRank 10 
by itself, so the Averaged rank of Google is 9, but its Weighted rank is 8.28. For So-
gou’s site, the rank index from both Baidu weight and Sogou rank is 9, its PageRank 
is 8, the Averaged rank of Sogou is 8.33 and Weighted Rank is 8.81. These data 
present the basic scenario of Chinese search engines and the market share distribution. 
2. From the collected data, Baidu weighted 4/10 score for the websites of both Zhe-
jiang University and Chinese Academy of Science (CAS). Sogou rank is 6 for them. 
However, Google’s PageRank for Zhejiang University is 9, and for Chinese Academy 
of Science is 8. This result shows the Baidu search engine classified the websites of 
the most universities unreasonable systematically till now. 
3. There is also some inequality classification for the web sites of financial institu-
tions. For the website of Industrial and Commercial Bank of China – ICBC, its Sogou 
rank is 9; Baidu weight is 8; Google’s PageRank is only 7. In an especial case, Baidu 
just weighted the website of Unipay, the biggest credit card company in China, as 2, 
and 1 by Sogou rank. It should be mentioned that, Unipay is the biggest credit card 
company in China. This situation shows the importance to develop a unify index sys-
tem as a reference for these search engines in China. 

3 Different Search Engines, Different Ranks 

In this section, ScienceNet is presented firstly and then, the propagation and search 
results of a famous paper in the Internet are discussed to show the situation of the 
different search engines with the different ranking list. 

3.1 ScienceNet 

Besides timely and reliable science news, abundant and valuable classified informa-
tion, ScienceNet [3] hosts the most active and high-profile virtual community of Chi-
nese-speaking scientists. This site is co-sponsored by Chinese Academy of Sciences 
(CAS), Chinese Academy of Engineering (CAE) and National Natural Science Foun-
dation of China (NSFC). 



 Using W-Entropy Rank as a Unified Reference for Search Engines 255 

 

Since 2007, there have been 900,000 registered users, in which 50,000 are re-
nowned scientists registered under their real names. ScienceNet is a virtual society 
with the most well-known science media in Chinese research institutes, universities as 
well as many Chinese science communities scattered around the world.  

According to the statistic data from Alexa [11], Table 2 presents the user stream in 
ScienceNet. The blog.sciencenet has 42.71% of accesses, a PR value of 6 and a Baidu 
weight of 4. The page of news.sciencenet has 22.86% of accesses and a PR of 7. 
BBS.sciencenet is placed third in accesses, 18.15% and a PR of 7. The homepage 
sciencenet.cn has a PR of 9, Baidu weight of 6, and 10.66% of accesses. Table 2 also 
shows other related information. 

Table 2. User steam in the different channels of ScienceNet (2011-11) 

Channels User stream (%) PR 
Blog 42.71 6 
News 22.86 7 
BBS 18.15 7 

Homepage 10.66 9 
Talent 1.49 7 
Paper 0.94 7 
Group 0.85 6 
Talk 0.66 5 

Meeting 0.43 7 
Others 1.25 7 

 
ScienceNet is managed by the cooperation of a group of bloggers who are within 

the top 100 bloggers in terms of number of visits, and among the top 100 bloggers 
whose blogs have had the most page views. This system is a very democratic, promot-
ing the direct participation of its members. 

3.2 Propagation of a Blog Paper 

Shi Yigong, a famous scientist from Tsinghua University, published an article “How 
to be an excellent PhD student?” [5] in ScienceNet, in September 9th, 2011. Using the 
title of the article as the keyword to search in Baidu, Sogou and Google, there are 
some interesting results to be analyzed: 

1. The first three results listed in the first page of Baidu search engine are respective-
ly: a) the article re-published by Baidu Online Library; b) the article re-published by 
Douban online community; c) the article re-published by Dingxiang forum. This se-
quence basically is ordered by the Baidu weight, a rank index of Baidu to classify the 
importance of websites. The website of both of Baidu Library and Douban online 
community is with 9 of the Baidu weight and Sogou rank; and the website of Ding-
xiang is with 6. Even the version of the article was re-published in Baidu Library by 
someone rather than the original author, Baidu indexed very fast and took the snap-
shot on September 14th. Whereas the original version from the blog of SicenceNet, 
was listed in 24th place on the third page and didn’t take the snapshot until November 
13th. 
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2. In Sogou search engine, the first three results were listed as: a) the article re-
published by the Sina iask site; b) the article re-published by Baidu Online Library; c) 
the article published in the 1000plan net. For Sina iask site, the Sogou rank is 5, for 
Baidu Library and 1000plan, both of them is 4. Although in the first 8 search pages 
(with 80 results), all the links are totally with the re-published version of the article, 
and there is no exist the original version from ScienceNet. It can be explain reasona-
ble, Sogou ranked 2 for the website of the blog of ScienceNet. 

3. The results from Google search engine are: a) the original version of the article in 
the blog of ScienceNet; b) the related article “How to be a good PhD student (contin-
ue)” (Shi, 2011) in the ScienceNet; c) the article republished by Sina iask site. Google 
classified ScienceNet as PR 9 and the blog of ScienceNet as 7. According to this high 
ranking index, the original version and the related article are certainly listed in the 
first two lines by Google, see figure 1. 

 

Fig. 1. The search result of “How to be a good PhD student” by Google 

Compare with the results of this example, it can be found that the different ranking 
indexes are main reason of the scenario of heterogenic search results. The search en-
gines of Baidu and Sogou focus on the popular sites and Google gives more weight to 
the innovation pages. 

4 Correlation between Different Rank Indexes 

As mentioned above, the different search engines with different search reports. How 
about the relation among the ranking criteria from the different search engines? Cor-
relation coefficient (R) [6] is used as an indicator to measure the relationship among 
these indicators. The range of R is [-1, 1], the abstract value of R bigger, the correla-
tion between these variables stronger, otherwise the correlation is weaker. Usually 
when the |R| >0.8, it is considered that these two variables have strong correlation. 
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Table 3 listed the ranking indexes from Baidu, Sogou and Google for some web-
sites of the Internet media in China. The data were collected in Nov. 14, 2011. 

The correlation is defined syntactical by 5 levels: |R| between 0~0.2 is no correla-
tion, 0.2~0.4 is little correlation, 0.4~0.6 is ordinary correlation, 0.6~0.8 is fine corre-
lation, 0.8~1.0 is linear correlation. Table 4 shows the correlation among the ranking 
indexes form Baidu, Sogou and Google search engines. It is also analyzed the correla-
tion among the ranking indexes with the Averaged Rank and Weighted Rank indexes. 
The |R| between Baidu weight and Sogou rank is 0.0663, so there is no correlation 
between the ranking indexes from these two search engines; also they don’t have 
correlation with PageRank of Google, the |R| values are 0.1768 and 0.1406 respective-
ly. Baidu weight has little correlation with the Averaged Rank, but has linear correla-
tion with the Weighted Rank, obviously the reason is that the weight of the ranking 
index of Baidu is 81.1% when calculation the Weighted Rank value. Sogou rank has 
linear correlation with the Averaged Rank value and ordinary correlation with the 
Weighted Rank value; Google has ordinary correlation with Averaged Rank value and 
has no correlation with the Weighted Rank value.  

Table 3. The ranking indexes for some websites of the Internet media (2011-11-14) 

Website URL Baidu Weight Sogou Rank Google PageRank
Averaged 

Rank 
Weighted 

Rank 
Baidu baidu.com 9 9 9 9 9 

Sohu sohu.com 9 9 8 8.67 8.91 

Sogou sogou.com 9 9 7 8.33 8.81 

Google google.com 8 9 10 9 8.28 

Sina sina.com 9 9 8 8.67 8.91 

Tencent qq.com 10 9 8 9 9.72 

Sina micro-blog weibo.com 9 1 8 6 8.15 
Net Ease 163.com 9 9 8 8.67 8.91 
Youku youku.com 10 8 8 8.67 8.62 

Tianya tianya.cn 9 8 8 8.33 8.81 

Douban douban.com 9 8 7 8 8.72 

Mop mop.com 8 7 7 7.33 7.81 

Table 4. The correlation analyses among the ranking indexes from Baidu, Sogou and Google 

 Baidu Weight Sogou Rank PageRank Averaged Rank Weighted Rank 

Baidu Weight - 0.0663 0.1768 0.2311 0.8978 
Sogou Rank No - 0.1406 0.9329 0.4749 
PageRank No no - 0.4085 0.0447 

Averaged Rank Little Linear Ordinary - - 
Weighted Rank Linear Ordinary No - - 

 
Table 5 listed the ranking indexes from Baidu, Sogou and Google for some web-

sites of the education institutions in China. The data were collected in Nov. 14, 2011. 
In table 5, USTC is the abbreviation of the University of Science and Technology, 
and SJTU is the Shanghai Jiaotong University. And RUC is the People’s University. 
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Table 6 presents the analyses of the correlation among the ranking indexes from 
Baidu, Sogou and Google for the websites of some Chinese education institutions. 
Baidu weight has no correlation with Sogou rank, the |R| between them is 0.0709; it 
has ordinary correlation with Google PageRank (0.4737), fine correlation with Aver-
aged rank value (0.6947) and linear correlation with Weight rank value. Sogou rank 
has ordinary correlations with PageRank of Google and Averaged rank, little correla-
tion with the Weighted rank value. Google PageRank has linear correlation with Av-
erage rank value and fine correlation with Weighted rank value. 

Table 5. The ranking indexes for some websites of the education institutions (2011-11-14) 

Website URL Baidu Weight Sogou Rank Google PageRank 
Averaged 

Rank 
Weighted 

Rank 

Tsinghua U. tsinghua.edu.cn 5 7 9 7 5.57 

Peking University pku.edu.cn 6 7 9 7.33 6.38 

USTC ustc.edu.cn 5 5 8 6 5.28 

Nanjing U. nju.edu.cn 6 5 9 6.67 6.19 

Fudan University fudan.edu.cn 5 6 9 6.67 5.47 

Zhejiang U. zju.edu.cn 4 6 9 6.33 4.66 

SJTU sjtu.edu.cn 4 7 9 6.67 4.76 

RUC ruc.edu.cn 5 6 8 6.33 5.38 

Sun Yet-Sen U. sysu.edu.cn 6 5 8 6.33 6.09 

CAS cas.cn 4 6 8 6 4.57 

ScienceNet sciencenet.cn 6 5 9 6.67 5.38 

1000plan 1000plan.org 3 4 7 4.67 3.47 

Table 6. The correlation analyses among three search engines 

 Baidu Weight Sogou Rank PageRank Averaged Rank Weighted Rank 

Baidu Weight - 0.0709 0.4737 0.6947 0.9874 

Sogou Rank No - 0.6285 0.7326 0.2204 

PageRank Ordinary Fine - 0.8798 0.5890 

Averaged Rank Fine Fine Linear - - 

Weighted Rank Linear Little Ordinary - - 

 
Analyzing above studies, some interesting points should be mentioned: 

1. Heterogenic sequences of presentation the search results of the same keyword 
from the different search engines should be noted in Chinese Internet search scenario. 
The main reason is that every search engine has its own criterions and algorithms to 
determine the rank of web pages. This is a difficulty factor in the Search Engine Op-
timization. 

2. The Averaged rank indexes of Tencent, Baidu and Google are 9, but distribution 
manner of ranking index from the every search engine is different. For example, for 
Tencent, its Baidu weight is 10, its Sogou Rank is 9 and its Google PageRank is 8. 
The Weighted rank index can distinguish this difference.  
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3. According to the correlation analyses, in Averaged rank case, Baidu weight has 
linear correlation with the Averaged rank, and Sogou rank too. Google PageRank has 
little correlation with Averaged rank. In Weighted rank case, only the Baidu weight 
has linear correlation with Weighted rank index. Sogou rank has fine correlation with 
Weighted rank value and Google PageRank has no correlation with it. So, there is a 
necessary to develop a new ranking index with the advantage from both of Averaged 
rank and Weighted rank. 

5 Information Theory and the Definition of W-Entropy Rank 

The information theory is introduced firstly in this section. Based on this theory, W-
entropy rank is defined. 

5.1 Brief Introduction of Information Theory 

The concept of Shannon's entropy [7] is the central role of information theory some-
times referred as a measurement of uncertainty. Let X be a discrete random variable 
taking a finite number of possible values x1, x2…xn with probabilities p1, p2…pn re-
spectively such that Δn = {P = (p1, p2…pn) : pi ≥0, ∑ pi = 1, i = 1, 2…n}. Let h be a 
function defined on the interval (0, 1] and h(p) be interpreted as the uncertainty asso-
ciated with the event X = xi, i = 1, 2…n. For each n, a function Hn(p1, p2…pn) is de-
fined as the average uncertainty associated with the event {X = xi}, given by 
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Let Hn:Δn → IR (n≥2) be a function satisfying the following axioms: 
(a) Hn(p1, p2… pn) is a continuous function of p Є [0, 1]. 
(b) Hn(p1, p2… pn) is a symmetric function of its arguments. 
(c) Hn(p1, p2… pn) = Hn-1(p1, p2… pn) + (p1 + p2)*H2 (p1/( p1 + p2), p2/( p1 + p2) ), p1 + 
p2 > 0. 

Then Hn(p1, p2…pn) is the formula as Shannon defined: 
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Where C > 0, b > 1, with 0*logb0 = 0. 
Weigang presented a practical application of the entropy, where the entropy of in-

formation was applied to measure the degree of disorder and an application algorithm 
was proposed [8], also adopted this theory to measure the influence of individual 
among the different social networks [9,10].  

5.2 Definition of W-Entropy Rank 

Suppose a ranking index for a web page is Pj, j = 1...n, there are n these indexes from 
related search engines. The weights of these indexes are {a1, a2...an}, ∑aj=1, which are 
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selected as 1/n for every search engines as mentioned in section 4. Because the rank-
ing index is usually divided in 10 levels, so there is pj = Pj/10. 

Then the Averaged rank index of this web page is: 
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The Averaged rank is a very simple and intuitive method to present the unified rank 
index for a web page. As discussed in section 4, it cannot identify the difference cases 
between the distribution of rank indexes in 10, 9, 8, and in 9, 9, 9. The entropy con-
cept of information theory can be employed to quantify this distribution. Firstly, there 
is a transformation for pj to qj. 
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Where qj presents a numeric value of the information of jth ranking index from jth 
search engine. On the other hand, q(n+1) is a percent that presents an absence of infor-
mation of all n ranking indexes of the related search engines. The entropy is defined 
as a correction coefficient to reflect the distribution of the ranking indexes of these 
related search engines, in briefly distribution coefficient: 
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Based on the formulas (3) and (6), W-entropy Rank, a new index to class the impor-
tance of a web page can be defined as: 

W-entropy Rank = h * m (7) 
In order to simplify this formula for application purposes, the value from formula (7) 
was scaled in relation to maximum W-entropy Rank, and multiplied by 100, which 
results in the following equation: 

  -
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Generally, the Relative W-entropy rank index is simply presented as W-entropy rank. 

6 W-Entropy Rank for Search Engines 

This section presents the application of W-Entropy rank to the web sites of the Inter-
net media and education institutions of China. There is some difference of the ranking 
indexes of Baidu, Sogou between tables 3 and 7 (5 and 8 too) because the companies 
of these search engines changed the ranking indexes during this period. 

6.1 W-Entropy Rank for Some Websites of the Internet Media 

Table 7 shows the W-entropy rank indexes for some websites of the Internet media in 
China. For the website of Baidu, its ranking index is 9/10 by Baidu, Sogou and 
Google. The Averaged rank index is 9 too. The distribution coefficient h is 0.9863, 
the absolute W-entropy rank index is 8.88. This is the largest value in this moment, 
so, the relative W-entropy rank index of Baidu is defined as 100. 
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In case of Google, its website is classified by Baidu as 8, Sogou as 9 and proper as 
10, The Averaged rank index is 9 too. The distribution coefficient h is 0.9829, the 
absolute W-entropy rank index is 8.85. According to Baidu, the relative W-entropy 
rank index of Google is defined as 99.78.  

As in table 7, for websites of Tencent and Youku, Baidu changed the weight for 
them from 10 to 9, which is the maximum Baidu weight value in China now. So, the 
relative W-entropy rank index of Tencent together with Sina, NetEase and Sohu is 
95.48, Youku is 90.91 together with Tianya.  

In an especial case, Baidu re-classified Unipay’s website from 2 to 4, the adjust-
ment reflected the affection of our proposal. As the result, the relative W-entropy rank 
index of Unipay is defined as 28.41. 

Table 7. W-entropy rank for some websites of the Internet media (2011-12-01) 

Website URL Baidu Weight Sogou Rank Google PR Averaged Rank W-Entropy Rank 

Baidu baidu.com 9 9 9 9 100 

Google google.com 8 9 10 9 99.78 

Tencent qq.com 10/9 9 8 8.67 95.48 

Sina sina.com 9 9 8 8.67 95.48 

NetEase 163.com 9 9 8 8.67 95.48 

Sohu sohu.com 9 9 8 8.67 95.48 

Youku youku.com 10/9 8 8 8.33 90.91 

Tianya tianya.cn 9 8 8 8.33 90.91 

Sogou sogou.com 9 9 7 8.33 90.70 

Douban douban.com 9 8 7 8 86.10 

Mop mop.com 8/9 7 7 7.67 81.79 

Sina weibo weibo.com 9 1 8 6 52.40 

Visa China visa.com.cn 1 5 6 4 28.71 

ChinaUnipay unionpay.com 2/4 1 7 4 28.41 

6.2 W-Entropy Rank for Some Websites of Education Institutions 

As an indicial study in table 5, Baidu and Sogou classified the websites of education 
institutions with lower indexes. In the later of November, these search engines 
changed the rank indexes for these websites. As presented in table 8, the Baidu weight 
of the websites of Shanghai Jiaotong University and Zhejiang University were re-
classified from 2 to 4. And the websites of Tsinghua University, People’s University 
of China, Nanjing University, Sun Yat-sen University and University of Science and 
Technology of China ware modified from 5 to 6. For Chinese Academy of Science, 
its Baidu weight was also increased from 4 to 5. 

As the results, in the Shanghai Jiaotong University, Peking University and Tsing-
hua University, their websites were classified by Baidu as 6, Sogou as 7 and Google 
as 9, The Averaged rank index is 7.33. The distribution coefficient h is 0.9309, the 
absolute W-entropy rank index is 6.83. According to Baidu, the relative W-entropy 
rank index of them is defined as 76.28. 
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The Fudan University, Nanjing University and Zhejiang University shared fourth 
place with the W-Entropy rank index 71.33. Sun Yat-sen University, Chinese Acade-
my of Science, University of Science and Technology of China, ScienceNet are also 
listed in the same level with the W-Entropy rank index more or less 62. 

Comparing the results in table 8 and the Internet traffic records of Alexa [11], the 
rank sequence of the websites is listed as the Shanghai Jiaotong Unviersity, Fudan 
University, ScienceNet, Tsinghua University, Peking University, Nanjing University, 
and Zhejiang University. This means that, probably, Baidu and Sogou search engines 
adjusted the classification for this institutions using W-entropy rank as a reference. 

Table 8. W-entropy rank for some websites of education institutions (2011-12-01). 

Website URL Baidu Weight Sogou Rank Google PR
Averaged 

Rank 
W-Entropy 

Rank 

SJTU sjtu.edu.cn 4/6 7 9 7.33 76.28 

Tsinghua U. tsinghua.edu.cn 5/6 7 9 7.33 76.28 

Peking U. pku.edu.cn 6 7 9 7.33 76.28 

Fudan University fudan.edu.cn 5/6 6 9 7 71.33 

Nanjing U. nju.edu.cn 6/6 5/6 9 7 71.33 

Zhejiang U. zju.edu.cn 4/6 6 9 7 71.33 

People’s U. ruc.edu.cn 5/6 6 8 6.67 66.81 

CAS cas.cn 4/5 6 8 6.33 61.78 

Sun Yet-sen U. sysu.edu.cn 6/6 5 8 6.33 61.78 

USCT ustc.edu.cn 5/6 5 8 6.33 61.78 

Science Net sciencenet.cn 6/5 5 9 6.33 61.22 

1000plan 1000plan.org 3 4 7 4.67 38.15 

6.3 Correlation Analyses of W-Entropy Rank with Others 

In this section, 42 websites from some Internet media, education, research, finance 
institutions and telecommunication enterprises were selected to analyze the correla-
tion between the W-entropy rank index and the rank indexes from every individual 
search engine. The indicial results are presented in table 9 and there are following 
observations: 

Table 9. Correlation analyses of W-Entropy rank with the indexes of Baidu, Sogou and Google 

 Baidu Weight Sogou Rank PageRank Averaged Rank Weighted Rank W-entropy rank 
Baidu Weight - 0.5648 0.1530 0.8796 0.9957 0.8657 
Sogou Rank Ordinary - 0.1044 0.8438 0.6297 0.8647 
PageRank No No - 0.3442 0.1968 0.3402 
Averaged 

Rank 
Linear Linear Little -   

Weighted 
Rank 

Linear Fine No - - - 

W-entropy 
Rank 

Linear Linear Little - - - 

The average of correlation coefficients between each 
search engine and different rank value 

0.6956 0.6074 0.6902 
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1. With the comparison, the correlation between W-entropy rank index and Baidu 
weight is 0.8657, i.e, linear correlation. For Sogou rank, the correlation coefficient is 
0.8647 and also as linear correlation. For the PageRank of Google, the correlation 
coefficient is 0.3402, even it is with little correlation, but is still better than PageRank 
with Weighted rank. This result reduces the gap between the PageRank with other 
two ranking indexes. 
2. Comparing the correlation study among the Baidu weight, Sogou rank and Google 
PageRank with the Average rank, Weighted rank and W-entropy rank in table 9. The 
sum of the column of the correlation coefficient of Average rank is 0.6956, the sum of 
the column of W-entropy rank is 0.6094 and the Weighted rank is 0.6074, this result 
shows that the W-entropy rank index has a better presentation. 
3. The W-entropy rank index is developed to synchronize the information distribu-
tion of the ranking indexes from the different search engines. In case of the websites 
of Baidu and Tencent, both of them get 9 in Average rank, but Baidu is also with a 
better distribution of the classification: 9, 9, and 9 by Baidu, Sogou and Google. As 
the result, the distribution coefficient h is 0.9863, the absolute W-entropy rank index 
is 8.88, and, the relative W-entropy rank index of Baidu is 100. Otherwise, in case of 
Google, the ranking indexes are classified as 8, 9 and 10, the distribution coefficient is 
0.9829, so W-entropy rank index is 99.78, lesser than Baidu. 

7 W-Entropy Rank for Blogging Websites 

This section presents the application of W-entropy rank to measure the influence of 
the blogging websites on the Internet. The Weighted Page Rank (WPR) is proposed 
initially in this analysis. For more cases, the Baidu weight, Sogou rank and others can 
also be applied as the basic indexes. 

7.1 Definition of the Weighted Page Rank 

In the study of the influence of the blogging websites, the Weighted PageRank (WPR) 
of a website is related to two factors: 1) The PR value of the website, noted as PRs, 
for example, the ScienceNet is with PR 9; 2) The PR values of the different channel’s, 
noted as PRc(i). Table 2 shows the PR values of different channels of ScienceNet, 
such as blog.sciencenet with 6 and 42.71% accesses.  

Based on the data from table 2, the Weighted PageRank (WPR) is defined as: 
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n

i
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where n is the number of the channels within this website. Alexa provides the user 
stream in different channels, in percentage, see table 2. 

This percentage is used as a weight γ (i) to measure the quality of the channel of a 
webpage and the importance of the visitors from Internet: 
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where n is the number of the channels of the website, ∑γ(i) )/100 = 1. In this paper, 
the first 10 channels were considered. The other percentages were summed into the 
10th. 

7.2 Influence Factors of the Social Networks 

Based on the study of the typical blogging websites in China, three factors are se-
lected to measure the influence of this kind of social networking platforms.  
1. Index of the visit traffic flow of the website, noted as P1. The percentages of glob-
al Internet users who visit the website by Alexa are used. Also this factor can take the 
indicator of the number of people per million by China Internet Network Information 
Center (CNNIC) [12]. The weight of this factor is proposed as 40% in this moment. 
2. Index of the quality of the site and the importance of the visitors, noted as P2. The 
Weighted Page Rank (WPR) of the website is used as indicate of this factor. The 
weight for this part is 30%. 
3. Index of the number of the new pages indexed by a search engine, noted as P3. 
Baidu Indexed pages of the website are considered in this paper. It can also take in 
consideration the data from Google search engine. The weight of this part is 30%, too. 

In some cases, such as Starcount [13] in ranking the influence of the members over 
Facebook, Twitter and YouTube, the mean of indexes of these factors is simple calcu-
lated without considering the distribution of information over above platforms.  

7.3 Ranking Blogging Websites by W-Entropy Rank 

A new concept of W-entropy Rank can also be used to serve as a measurement for the 
influence of blogging websites. TOP10 blog-based social networks in China are listed 
including Baidu Tieba, Sina Blog and Sina Weibo (micro-blog) etc. 

According to the theory and analysis above, table 10 listed TOP10 Blog, Micro-
blog and BBS based social networks in China. Baidu Tieba, a typical BBS, is in the 
first place. There are 0.73% of the global In-ternet users visiting Tieba.baidu.com. In 
the recent month it has been indexed 25.4 million new pages by the Baidu search 
engine and the W-entropy Rank value of this site is 0.8376. Hence the average coeffi-
cient is 0.6862 and the coefficient of the distribution is 0.9755. Its relative W-entropy 
index is the biggest with the relative value 100.  

Sina Blog is a popular blog in China in the second position. There are 0.93% of 
the global Internet users visiting blog.sina.com. In the recent month it has been in-
dexed 15.7 million pages by Baidu and the WPR value of this site is 0.7850. With the 
calcu-lation, the average coefficient is 0.5932 and the coefficient of the distribution is 
0.9468. Its relative W-entropy index is 96.13. 

Sina Weibo, a micro-blog, is in the third position with the W-entropy index 91.76. 
There are 2.18% of the global Internet users visiting the weibo.com. In the recently 
month it has been indexed 14.8 million pages by Baidu and the WPR value of this site 
is 0.7352. The average coefficient of this site is 0.6380 and the coefficient of the dis-
tribution is 0.7611.  

Tianya is in the fourth position with the w-entropy index 90.14. There are 0.73% 
of the global Internet users visiting tianya.cn. In the recent month it has been indexed 
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14.6 million pages by Baidu and the WPR value of this site is 0.7009. The average 
coefficient is 0.5174 and the coefficient of the distribution is 0.8955. There is more 
information of other social networks in the TOP10, see table 10. 

Table 10. Top 10 social networking websites in China 

Social Networks Average Coefficient Coefficient of the distribution W-entropy Rank Index Rank 
Baidu Tieba 0.6862 0.9755 100 1 
Sina Blog 0.5932 0.9468 96.13 2 

Sina Weibo 0.6380 0.7611 91.76 3 
Tianya 0.5174 0.8955 90.14 4 

Baidu Space 0.3726 0.6737 63.30 5 
Mop 0.3400 0.6845 59.79 6 

Tencent Blog 0.3403 0.6564 57.92 7 
China 0.2905 0.6167 48.34 8 

Sohua Blog 0.2740 0.5130 39.05 9 
Netease Blog 0.2691 0.5212 38.98 10 

 
There is also another list of China Webmaster [14] who ranked the TOP10 blog-

related social networks in China. Comparing with these two lists, there is 70% simi-
larity. Analyzing their list, there are three questions for discussion: 
1. The scores of TOP6 website from that list all are 98. The aim of the list is to rank 
a sequence of the sites by the influence to assist the user make decision which one 
they will choose. If the result of the list is almost the same thing, this is useless for 
administer and Internet users. 
2. The position of the site spaces.live.com in the TOP10 is not consistent. It is in 
35176th places all over the world and 33697th place in the China by Alexa. Recently 
this website already closed so Google didn’t have its PR value, also didn’t have the 
new pages indexed by Baidu search. Why this site can still be listed at the 9th place? 
3. In that list, Sina micro-blog is listed at the 10th place, when the PR value was 0. 
Now the PR value of this site is 8, so where will it come in the new list of them? 

Considering ScienceNet, 0.02% of the global Internet users visited this site, in the 
recent month it has been indexed 0.165 million pages by Baidu. The WPR value of 
this site is 0.6764. By the calculation, the average coefficient is 0.2080 and the coeffi-
cient of the distribution is 0.3556. Its relative W-entropy index is 21.29.  

8 Conclusions 

As the national Internet search engines, Baidu, Sogou and Soso take the main market 
share in China. There is still a space for Google search too. In order to adjust the gaps 
among the Baidu weight, Sogou rank and PageRank and other search engines, a new 
concept, W-entropy rank was proposed as a reference. This index unified the rank 
indexes from above research engines to smooth the gaps among them. It is also better 
than simple use the averaged rank because of using the entropy concept of the infor-
mation theory to reflect the distribution of the information from different ranking 
indexes of the related platforms.  
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Based on the study of 42 websites from 4 sectors such as Internet media, educa-
tion/research, finance institutions and telecommunication enterprises, the sequence of 
these websites according the W-entropy rank is well listed comparing with the Inter-
net traffic rank list by Alexa. 

It should be mentioned that, the W-entropy rank is not proposed to substitute the 
existed ranking indexes, but just to be a reference for all search engines in China. 
After the publication the main idea in our blog in ScienceNet.cn about this reference, 
Baidu, Sogou and Google adjusted their criteria and methods of the ranking indexes, 
especially for education and research institutions. 

W-entropy rank was used to rank the websites according to their influence index. 
The paper listed the TOP10 of the important blogging websites of China to show the 
application. 

The further study of the research is to develop an automated system to produce 
frequently a W-entropy rank list to cover the important websites in China even 
worldwide to establish a public domain for reference to any kinds of the users, espe-
cially, search engines. It is very important with a democracy and quality in the web-
site ranking by any search engine over the Internet. 
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Abstract. When looking at the relationship between two terms, we are not only
interested on how much they are related, but how we may explain this relationship
to the user. This is an open problem in ontology matching, but also in other tasks,
from information retrieval to lexicography. In this paper, we propose a solution
based on snippets taken from Wikipedia. These snippets are found by looking for
connectors between the two terms, e.g. the terms themselves, but also terms that
occur often in both articles or terms that link to both articles. With a user study,
we establish that this is particularly useful when dealing with not well known
relationships, but well-known concepts. The users were learning more about the
relationship and were able to grade it accordingly. On real life data, there are
some issues with near synonyms, which are not detected well and terms from
different communities, but aside from that we get usable and useful explanations
of the term relationships.

Keywords: Relationship extraction, Wikipedia, Ontology matching.

1 Introduction

The purpose of semantic relatedness measures is to allow computers to reason about
written text. They have many applications in natural language processing and artificial
intelligence [1], and have consequently received a lot of attention from the research
community. In ontology matching [2] standard measures have been used to find likely
partner based on labels.

However, the pure measure of relatedness in numbers is not very helpful to normal
users. These people are not so much interested in the quantity of relatedness, but the
quality. We use a modified standard method to measure relatedness between Wikipedia
entries based on a combination of link analysis and text analysis, which evaluate com-
parably to other similar measures. We leverage information used by these methods to
find text snippets on Wikipedia, which are significant for the relationship and describe
it in a human-readable way.

The goal of these snippets is to inform the user of the quality of the relationship,
especially in the case of an information gap. For evaluation, we have made a user study
using Mechanical Turk. We have first asked the participants what they know about the
relation between two concepts, such as Barack Obama and Chicago and then present
them with a number of snippets extracted with our method. The general feedback was
very positive, with most participants finding most of the snippets helpful. The learning
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effect was also quite visible, while in one group 58 % of the participants felt there was
a relationship between both, only 22 % could specify that relationship precisely, while
the others were either very general (”both in America”) or plainly wrong (”He was the
governor the State of Illinois”). Yet, they quickly accepted the connections made by the
application as meaningful.

The next step was to evaluate our method on real life data. We chose the prepared
data set from an ontology matching challenge, in order to find snippets that explain
the relationships between some of the term pairs. While the recall on those term pairs,
in terms of snippets found, were not as high as we expected, we could show that the
snippets we did find gave adequate descriptions of the underlying relationships.

2 Related Work

Current research explores two fundamentally different ways to compute semantic relat-
edness between two terms. The first is link-based. In a hierarchical structure, usually a
taxonomy, this typically applies to the shortest path between the two concepts. This is
often modified with other parameters, such as the depth of the term in the taxonomy,
weights derived from the semantics of the taxonomy and so on [3,4]. This can also be
applied to Wikipedia, through the use of categories, like is done with WikiRelate [5].
More accuracy is gained by exploiting the link structure between the articles, such as
in [6], simply because there are many more links than categories per page. Beyond the
very simple distance of counting the shortest path, in [7] the anchor texts of links and
link structure itself is used to find. They use link counts weighted by the probability
of the link occurring on the page (inspired by tf-idf) as a vector representation of the
article while calculating the cosine similarity on the vectors for the similarity measure.
This may look very similar to our approach, but we use tf-idf on the terms not the links
as well as a directly computable measure for the link structure, so we can calculate
our measure online with only two requests to the Wikipedia API. Thus, we combine a
link-based measure with the second category of text based measures.

Text based measures take an example corpus of documents that are known to relate to
the two terms and then calculate the semantic distance between the two document sets,
thereby splitting the problem of relatedness between terms into two problems: choosing
a suitable data set and calculating the semantic distance between the documents. There
are large numbers of semantic distances to choose from: Lee distance, tf-idf cosine
similarity [8], Jaro-Winkler distance, and Approximate string matching [9], just to name
a few. In [6], the Semantic Text Similarity (STS) has been developed as a variety of the
Longest Common Subsequence (LCS) algorithm and a combination of other methods.
It is optimized on very short texts, such as single sentences and phrases. This method
was evaluated by using definitions from a dictionary.

The Explicit Semantic Analysis ESA [10] uses Wikipedia, just like our approach,
and calculates a complete matrix of term to concept relatedness, which can be further
refined by introducing human judgments. Unlike our approach, however, it requires the
processing of the whole of Wikipedia in a non-linear process, which is very expensive
and has not been replicated on the scale since.

There are other approaches to mix both link and text analysis, such as [11] which
extracts explicit relationships such as Apple is Fruit, Computer is Machine, Colorado
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is U.S. state. The goal of this paper, however, is not to use Wikipedia to find relation-
ships which conform to established standards and semantics, but quite the opposite, to
produce explanatory text suited for unusual relationships.

When looking at explanation for term matches in complex domains, these are most
often based on the structural properties of the domain [12] or the arithmetical relation-
ship of the instances [13]. In [14] a matchability score is given to the user as feedback.
The system introduced in [15] allow users to collaborate on descriptions of label-to-
label mappings, but does not suggest descriptions on its own.

The problem of explaining matchings on domain models is widely recognized. It
is a recurring theme in [2,16]. In [17] it has been suggested that good explanations
and usability are more valuable for the quality of data mappings than slightly better
matching algorithms.

3 Relationship Extraction

3.1 Architecture

The RelationWik Extractor was built as a web information system. From a user’s point
of view, it’s function it quite simple. The articles for which a relationship is sought and
a few parameters are input over a web site and the system will show the results as both
a score and snippets illustrating the connection from both sides.

The Wikipedia articles are then downloaded directly via the Wikipedia API. The text
is then scanned for additional information such as links, templates, etc. and stripped of
its Wikipedia syntax. Both text and meta-information is stored in a database cache. The
results of the algorithms are visualized with PHP and the Google Chart API.

3.2 Calculating Relatedness

For the actual calculation of the relationship, two differently approaches are used. One
is based on the link structure and the other on the textual closeness of the texts. A third
approach is a mixture of both.

The first algorithm measures the connectedness of the terms, by studying inlinks and
outlinks. When looking at connections that go over several hops, it becomes clear that
the connection can be quite thin. For example, Banana and Berlin are connected by an
enzyme that occurs in the Banana and was identified in Berlin. This gets worse when
looking at connections with even more connectors in between. Therefore, we decided
to ignore all connections involving more than one intermediary. The connections with
one intermediary that made the most sense occurred in the scenario where both articles
link to the same article. This occurs, for example, when both of the given articles A and
B are connected to a category or another larger super-concept by linking to it. Also, in
terms of computation time, it is the fastest possible link analysis since outlinks are the
easiest to extract from.

Following that argumentation, we only look at articles that either have intersecting
outcoming links or have a link from A to B or from B to A. Any other pairs are given
a relatedness of zero. Connected articles A and B receive a base relatedness b of 0.5
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Fig. 1. The result page of the Relationship Extractor with the terms Bonn and Berlin. The algo-
rithm is set to sentence-sized snippets. The Score given next to the snippets is a relevance measure
based on the terms used in both documents.

and are given a boost of 0.1 for additional connections (e.g. 0.7 when A and B link to
each other and link to at least one third article). This base value is further modified by
the number of backlinks of the linked-to article in relation to the links from the other
article. And, if applicable, by the ratio between common outlinks c and total outlinks
lA→ respective of lB→.

RelAB = b − lA→B + lB→A

ltotal
+

c

2lA→
+

c

2lB→
(1)

It was originally planned to optimize the choice of b and introduce weighting factors, but
the initial choices performed quite well in the evaluation and so no further optimization
was necessary and might have introduced overfitting.

For the second algorithm, we use a standard cosine similarity between the articles.
The articles are preprocessed by stripping wikisyntax, punctuation and symbols, remov-
ing stop words and unique terms and using only basic stemming by removing plurals.
The term vectors A and B are calculated with tf idf.

cos(θ) =

∑n
i=1 Ai ×Bi√∑n

i=1 (Ai)2 ×
√∑n

i=1 (Bi)2
(2)

As our third method, we average the results of the two similarities above. Again weigh-
ing was considered, but since our goal is not to optimize the relationship score, but to
present human-readable snippets, the exact optimal ratio, was of no consequence to us.

4 Evaluation

For the evaluation of the relatedness score, we use the WordSimilarity-353 Test Collec-
tion [18]. It contains 353 English word pairs with human-assigned similarity judgments.
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It contains antonyms, synonyms and similar words and connected terms, such as Film
and Popcorn. Not all terms from the dataset can be used directly, e.g. keyboard was
mapped to the Wikipedia article Computer keyboard, Plane to Fixed-wing aircraft, etc.
The mappings were constructed by using the Wikipedia search engine and choosing the
first entry. A few terms had to be removed, such as Diego Maradona, because of errors
on the page. The similarity scores from all three algorithms were tested on the data set
by using a Pearson linear correlation coefficient [19]. The results are shown in Table 1.

Table 1. Pearson-correlation

Algorithm r-Pearson coefficient

links 0.65
cosine 0.55
combined 0.69

[5] 0.49
[10] 0.75
[7] 0.69

On closer inspection, we can observe that the cosine similarity tends to judge too low
on somewhat similar articles, such as Radio, Computer or Internet. The links similarity
on the other hand is vulnerable to over judging relatedness due to singular rogue links
and has problems in general with articles containing only few links. On average, both
effects seem to dampen each other.

The combined score is competitive with other methods such as described in [5], [10]
and later in [7], but it is very fast, without needing any pre-processing and is able to
work online. The wait time mostly depends on the speed of downloading both articles.
All three other methods work on a Wikipedia dump, which is more or less extensively
pre-processed. With the pre-processed data-set however, they achieve much faster re-
sponse times. We rarely go beyond 10 seconds for any given pairs of terms, though this
depends on the current traffic on the Wikipedia server. A caching mechanism has been
implemented to alleviate the effect, lowering response times to much lower numbers.

We have not addressed some of the serious questions in the field, such as how to
match search terms from the evaluation set to the Wikipedia articles. Since we expect
user interaction, the disambiguation can be done with Wikipedia-specific means. Alter-
natively, methods, as outlined in the above-mentioned publications can be employed.

The terms, we are most interested in, are not generally found in evaluation data sets.
And with good reason: they are terms, which have hidden or not commonly known
relationships. Human judges would give varying degrees of relationship, depending on
whether they happen to know the details about the relationship or not. Terms, such
as Belarus and Ukraine1 are blindly judged as completely unrelated by 28.8 % of the
participants, yet our algorithms judge the relationship as high. We believe the algorithm
is right and that the information gap is something to be closed.

1 Two neighboring countries that used to be part of the USSR.
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5 Snippets

We assume that a common user is not so much interested in how much two terms are re-
lated, but rather how they are related. As we have shown above, the connections that we
find are positively correlated to the human-perceived relation between two terms. This
offers us a connection point between the terms. For the linking algorithm it is rather
simple. The links themselves serve as a direct connection. For intersecting outlinks the
links to the intersecting articles are a connection point. The cosine algorithm also gives
us a measure of which terms are most highly relevant for the similarity and we can
use those a connector. Those connection points are then transformed into snippets and
shown to the user. All three can be mapped to one or more specific text positions in-
side of Wikipedia articles. The corresponding snippet is generated from there, choosing
either paragraph, sentence or a fixed-size window. Since there can be more than one
link on a page and terms can be mentioned several times, we receive a large number of
snippets. The remaining questions are: What is the optimal window? What is best way
to rank? And most importantly, is the method beneficial in the first place?

5.1 Methodology of the User Study

We offered 0.25 US$ at Amazon Mechanical Turk to 40 participants to answer a short
survey on our snippets. We chose 10 pairs of terms (ref. 2). The last 4 term pairs are
taken from the WordSimilarity-353 test set as a control group. The first 6 were chosen
based on a lesser known connection. We were striving to take into account a variety
of connections, such as biographical events, historical similarity, recent news, spatial
closeness, same super-category and part-of. Also, we were trying to find term pairs in
which at least one term should be known by the participants, and preferably both.

Table 2. Term pairs used for the user study

Term 1 Term 2 connection

Barack Obama Chicago Where he went to law school
Bonn Berlin Both were capital of Germany at some point

Google Apple Recent law suit concerning Motorola
Belarus Ukraine Neighboring countries; ex-USSR

German language English language Both indogermanic languages
Dave Mustaine Metallica Founding member; guitarist

Radio Television
Cat Tiger
Sex Love

Student Professor

For the study, we first asked the participants to rate the relationship between the
terms between 0 and 10, without using any secondary information sources, such as the
Internet. We then presented up to five snippets for each pair and asked for an evaluation
of each individual snippet on a scale ranging from not good to very good (description
of the relationship). Then we asked again for a rating of the relationship between the
two terms.
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Table 3. Ratings before the snippets were shown and after. Numbers are (in order): Median,
simple mean

Term 1 Term 2 before after

Barack Obama Chicago 7, 7.0 8, 7.2
Bonn Berlin 5, 5.4 7, 6.7

Google Apple 6, 5.3 6, 5.2
Belarus Ukraine 6, 5.9 7, 6.1

German language English language 5, 5.0 6, 5.7
Dave Mustaine Metallica 5, 5.5 7, 6.7

Radio Television 6, 6.2 7, 6.8
Cat Tiger 7, 6.7 8, 7.2
Sex Love 7, 6.7 7, 6.5

Student Professor 8, 7.1 7, 6.9

As a control mechanism, we asked the participants to give us a catchword description
of the relationship from their point of view, in order to understand why they would rate
in a certain way. This was checked both on the initial rating and after the snippets had
been given.

Final methodological note: As one of the participants pointed out to us (a self-
proclaimed MS in Resource Economics), we did not offer an ”opt-out” button on our
rating scales. This introduces bias towards stating an opinion even if there is no infor-
mational basis for this opinion. The participants have to answer the question to gain the
monetary incentive, even if they do not in fact know anything about the subject matter,
thus (in economical theory) they are prone to answer randomly2. We have pondered
this issue, but since our aim is to measure how much they know in the first place, giving
them an easy way out seemed like losing too much information and thus introducing
a bias against the uninformed. We assume they will not answer randomly, but choose
something on the low end of the scale. The data seems to corroborate our assumption.
There is a strong gap between the relationship rating in the first 6 pairs between be-
fore the snippets and after, although with a large spread, which could be a result of the
random choices.

5.2 Experiences from the User Study

There were no technical difficulties with the Amazon Mechanical Turk platform. How-
ever, setting up a suitable survey was a bit tricky for non-psychologists (see above for
some pitfalls). We were forced to change the procedures quite a bit, before finding a
method to adequately measure what we were interested in. Still, some participants sim-
ply did not play by the rules, e.g. one participant wrote in the general comments ”(...)we
can complete this survey easily using search engines like Google(...)”, although we

2 The literature on this is in fact extensive and not as clear-cut as that. While the general opinion,
such as [20] seems to be that it is better to avoid forced-choice answer sets as it puts extra strain
on the participants, they are common practices for special purposes like memory tasks [21].
In [22], it has been shown that forced-choice increases both the time spent on answering the
question and the quality of the data in a web scenario similar to ours.
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Table 4. Ratio of relationships rated as zero

Term 1 Term 2 before after

Barack Obama Chicago 18.2 3
Bonn Berlin 28.8 1.5

Google Apple 18.2 1.5
Belarus Ukraine 28.8 0.0

German language English language 27.3 0.0
Dave Mustaine Metallica 36.4 7.8

Radio Television 13.6 0.0
Cat Tiger 9.1 0.0
Sex Love 13.6 1.5

Student Professor 13.6 1.5

Table 5. Rating that most participants agreed upon

Term 1 Term 2 before after

Barack Obama Chicago 0 10
Bonn Berlin 0 8

Google Apple 0 6
Belarus Ukraine 0 7

German language English language 0 7
Dave Mustaine Metallica 0 8 &10

Radio Television 8 8
Cat Tiger 7 8
Sex Love 10 10

Student Professor 10 7

stated twice and in large letters that the Internet was not to be used. Overall the general
comments were very helpful in designing better versions of the survey.

There were some complaints concerning for example money or a lack of understand-
ing about the purpose of the survey. However, we decided it was not wise to explain
what we were looking for in order to avoid the interviewer-compliance bias as much as
possible. Some treated it as a game and wondered whether they had won.

Quite a lot (37%) of the participants did not complete the survey, for unknown rea-
sons. We did not raise the incentive to test for lack of incentive. Some of the drop-outs
can probably be explained by participants being annoyed with the forced-choice an-
swers. Many of the participants that eventually dropped-out gave mocking answers to
the open-ended questions.

We did award the incentive to everyone who answered more than a few questions
and claimed to be finished and used answers from unfinished questionnaires for the
analysis.

5.3 Learning Effect

When looking at the median or mean differences in the relationship rating the difference
seems slight, comparable to the variance in the control group (cf. table 3). Now, when
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looking at the ratio of zero relationship votes (cf. table 4), we can see a pronounced
change between before and after. What is surprising, though, is that the values also
drop significantly for the control group.

One part of this effect is that the snippets show new information between well known
concepts such as Cat and Tiger, two concepts that both belong to the same animal class.
A look at the catchwords that were provided by the participants to explain their rela-
tionship rating confirms this view. New information from the snippets was incorporated
there allowing the participants to waver from their belief that there was no connection
at all. However, while some new information led to upgrades in the relationship rating,
it often led to downgrades as well.

One reason for this was misinformation. A number of participants wrongly stated that
Barack Obama used to be the governor/senator of Illinois. After they read the snippets,
they revised this opinion and accordingly downgraded the relationship level. On the
other hand, most of the participants rating the relationship between the President and
Chicago as zero, gave only general catchwords, such as ”America” and later upgraded
their rating when they learned more. For other term pairs (Apple, Google), they digested
the new information, but did not see any reason to adjust their rating. For some pairings,
such as Bonn, Berlin and Dave Mustaine, Metallica, there was quite a shift in the mean
rating, but mostly, it seemed, to account for the fact that many did not know of Bonn or
Dave Mustaine beforehand.

What is interesting, though, is that the knowledge of the participants concerning the
numerical relationship rating was somewhat stable, regardless of additional informa-
tion. This is a good sign that relationship ratings tend to become clearer with more
information; the variance gets lower, and especially the extreme statement of ”not re-
lated” gets rarer. This trend for humans to rate more gradual with more information is
especially visible when looking at which rating category received the most ”votes” (cf.
table 5). For the pairs with hidden information this jumped from 0 to the mean, while
for the control group it remained stable.

5.4 Sentences vs. Paragraphs

Apart from the general learning effect gained from the snippets, we also investigated
which type of snippets (paragraph or sentence) were favored and why. For each set of
snippets we asked the participants, which they found most useful. They were split into
two control groups, each alternating sentence and paragraph. Overall, 40 participants
chose 112 sentences and 89 paragraphs as the best description, almost an equal number.
The slight bias does not allow a conclusive choice. We therefore decided to integrate a
user choice into the web interface.

Still, distribution was not equal. For ”Barack Obama” and ”Chicago”, the top choices
were a paragraph with 25% and a sentence with 17.5% of the votes. However, both were
from the same connection point, telling the story about the career of Barack Obama with
some timeline. For ”Dave Mustaine” and ”Metallica”, the participants again chose the
same connection point about the career history, regardless of paragraphs or sentences.
The connection itself was the criteria for voting the best snippets. In the paragraph sce-
nario, they just happened to be more interesting than the alternatives. For the other pairs,
we had a consistent bias towards sentences.
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Curiously, we found that the characteristics of a ”best” snippet is not so much tied
to length, but to containing interesting bits of knowledge, regardless of the information
content to the relationship. For example, in the snippets for ”German language” ”En-
glish language”, the snippet ”English replaced German as the dominant language of
science Nobel Prize laureates during the second half of the 20th century.” was chosen
as best by the majority. However, the snippet does not so much add to the knowledge
of the relationship, as it is simply an interesting piece of trivia. In a similar vain, the
sentence ”Television sends the picture as AM and the sound as AM or FM, with the
sound carrier a fixed frequency (4.5 MHz in the NTSC system) away from the video
carrier.” won the majority vote for ”Radio” and ”Television”.

We conclude that users prefer interesting snippets over relevant ones and that length
does not seem to be important. Therefore, the vote of which snippet is best cannot be
used as a direct measure to which snippet educated the user best about the relationship.
This can only be determined indirectly (e.g. through the analysis of catchwords).

6 Limitations of the Approach

Partial information is not the only limitation when it comes to reliably judging the
relationsship between two terms. The use case that immediately springs into mind is
translation between languages and its weaker twin problem: translation between dif-
ferent domains. For the later problem, a domain expert of one domain needs to find a
similar or ideally identical term to best describe his concept in another domain, some-
times freely, sometimes from a fixed set or vice versa. Typical real-life use cases in-
clude ontology matching, cross-link generation between controlled vocabularies and
many practical applications in interdisciplinary project, such as software engineering
for non-computer scientists. Unlike for automatic translation, there are not many good
test data sets, which have translations between domains side-by-side. An exception are
cross-walks between thesauri.

A thesaurus serves to classify literature in a library thematically, but since they often
used in web retrieval systems they typcially include synonyms and other relationsships
between terms. Domain specific libraries typically use domain specific thesauri, but
since these want to share book entries between them, especially if the domains overlap,
they define mappings, called cross-walks to find the term with the highest relationship
to the term they are looking at.

With our method, we looked at cross-walks manually created by domain experts,
between TheSoz, a thesaurus from the German Social Sciences3, and STW, a thesaurus
for German Economics4 as described in the Ontology Matching challenge of the OAEI5.
Since both ontologies contain links to DBPedia, it seemed like a perfect opportunity.
And indeed, much can be learned.

3 http://lod.gesis.org/thesoz/
4 http://zbw.eu/stw/versions/latest/about
5 http://web.informatik.uni-mannheim.de/oaei-library/2012/
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6.1 Lost in Translation

When looking at our snippets, some oddities occur. As a starting point, we looked at
term pairs that were manually labeled as exactMatch. And indeed, for the two terms
Limited liability company and Corporation, we found a relation ship score of 7.6 (out
of ten). Yet, one of our snippets suggested that in Brazil a Limited liability company
is a special case of a Corporation, another confirms this for the US, but the cross-walk
labels it as exactMatch. This is not surprising, when we look at the original German
term, which is the exact same for both thesauri: Kapitalgesellschaft. Apparently, in
Germany, there is no such clear distinction, so each expert team chose another term as
translation and used it as a basis for the DBPedia links. Unfortunately, this is not an
isolated incident. Assuming a 90% interrater-agreement6 on translations and DBPedia
mappings, we reach a 35% error rate not accounting for the errors the algorithm itself
may have.

6.2 Context of Terms

Another problem is the point of view from the different domains. Information retrieval
and Online search are marked as exactMatch, and although these are vastly different
from a computer scientist point of view, both sociologists and economists felt them to
be identical. Unfortunately, Wikipedia does not have a lot of articles sorted by context,
so the articles are written from the computer scientist view, which does not link both
terms at all. This effect becomes more pronounced when one term is very special to one
domain.

”Aggression, in its broadest sense, is behavior, or a disposition, that is forceful,
hostile or attacking. It may occur either in retaliation or without provocation. In nar-
rower definitions that are used in social sciences and behavioral sciences, aggression
is an intention to cause harm or an act intended to increase relative social dominance.”
(Wikipedia, retrieved 22.6.12, italics added). Here it is explicit that the social sciences
use aggression in a different scope than one would normally expect. The economists do
not have such a special attachment, so they crosslink it to violence, which is also studied
in a socio-economic background, but by a different community. Both articles have no
links towards each other, although Wordnet defines violence as ”an act of aggression”.

We can conclude that the Wikipedia corpus is not optimal when it comes to con-
necting terms typically used in different context but meaning similar things, especially
compared to sources specialized in precisely this task, such as synonym dictionaries
or dictionaries in general. This impression is enforced when looking at terms which
are obviously similar just on a linguistical/syntactical basis (Professional ethics vs.
Work ethic, Journalism vs. Journalists, etc. ), but do surprisingly not share any links.
This is not an isolated phenomenon, only 26% of the exact match term pairs can be con-
nected with our algorithm, and only 19% have extractable snippets. This is compared to

6 This is actually optimistically high for a translation. Each dictionary typically gives 2 or more
terms. We take into account that given the synonymic nature of translations and mappings,
it is likely that the mapping may cancel out a translation problem or vice versa. When look-
ing at exact matches, we find that only 59.9% link to the same DBPedia entity, the rest are
split up between grammatical variants, near synonyms and probable mistakes e.g. Martial law
exactMatch war crime.
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a 60% discovery rate when using Levensthein distance combined with a standard syn-
onym dictionary and stemming. However, it must be said that the comparison method is
bound to produce a higher rate of false positives, which we have not investigated here.
Also, our method does find relationships, the other does not find.

6.3 Snippets Are a Good Indicator for the Relationship

Ironically, Wikipedia is much more helpful in finding and describing the relationship of
term pairs not labeled as exact match, but as related match. The discovery rate raises to
37% with 30% for snippets, while the linguistical method remains stable at 62%. Al-
though globalization and global change are rated only 5 on the relationship score, the
snippets provide a good description of globalization being an example of global change.
The snippets usually give a good and often even succinct description of the relationship.
Example: A pedastrian is a person who is walking on a road, pavement or path. Al-
though some (17%) of the snippets rather explain one of the subject rather than the
relationship, in our sample, these never occured exclusively, meaning that at least one
of the extracted snippets gave the actual relationship. However, it must be noted that
the relationship is not very useful to readers that are not familiar with the concepts of
the term pairs. Example: The marginal utility of a good or service is the utility of its
marginal use.

While sometimes a tradionally used label for the relationship can be derived from the
snippets (e.g. partOf, belongsTo, etc. ), more often the relationship seems simple, but
not easy to grasp within controlled vocabulary, like with Declaration of war and war,
conflict resolution and conflict, faith and religion.

7 Conclusions and Future Work

By showing text snippets around the connectors, the user gets a good overview on the
nature of the relationship between any two given terms, especially in those cases in
which the relationship is usually not well known (e.g. Berlin and Bonn). Please try
yourself on http://multiweb.gesis.org/RelationShipExtractor/.

Applied on real data, we observe difficulties when dealing with full-fledged syn-
onyms or translations between domains, probably because the generative process of
Wikipedia articles discourages separate articles on synonyms, unless the article writers
are ignorant of each other. We plan to address this issue by incorporating basic linguis-
tic analysis and a synonym dictionary in future versions of our service. Also, we plan
to give a special weight to the case when we do find the other term in the article, just
not as a link.

For the application on real-life data, we also need to pay special attention to the
matching between the original term and article. Relying on pre-made crosslinks to DB-
Pedia can point in the wrong direction, as these crosslinks are not always suitable for
our use case, due to cascading information loss. This matching is a separate problem
that has been addressed among others in [7]. It is functionally similar to the match-
ing step for Entity Recognition and needs to be addressed by us to allow for greater
applicability.
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We believe that with the analysis of thesauri, we can make good progress towards
the goal of matching general domain descriptions, such data schemata and ontologies
and supplementing them with additional relationship-oriented information.
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Abstract. In modern networks, HTTP clients communicate with web servers
using request messages. By manipulating these messages attackers can collect
confidential information from servers or even corrupt them. In this study, the
approach based on anomaly detection is considered to find such attacks. For
HTTP queries, feature matrices are obtained by applying an n-gram model, and,
by learning on the basis of these matrices, growing hierarchical self-organizing
maps are constructed. For HTTP headers, we employ statistical distribution mod-
els based on the lengths of header values and relative frequency of symbols. New
requests received by the web-server are classified by using the maps and models
obtained in the training stage. The technique proposed allows detecting online
HTTP attacks in the case of continuous updated web-applications. The algorithm
proposed is tested using logs, which were acquired from a large real-life web ser-
vice and included normal and intrusive requests. As a result, almost all attacks
from these logs are detected, and the number of false alarms remains very low.

Keywords: Intrusion detection, Anomaly detection, n-Gram, Growing hierarchi-
cal self-organizing map, Single-linkage clustering.

1 Introduction

In modern society, the use of computer technologies, both for work and personal use, is
growing with time. Unfortunately, computer networks and systems are often vulnerable
to various forms of intrusions. Such intrusions are executed manually by a person or
automatically with engineered software and can use legitimate system features as well
as programming mistakes or system misconfigurations [1]. That is why computer secu-
rity becomes one of the most important issues when designing computer networks and
systems.

Some of the most popular attack targets are web-servers and web-based applications.
Since web-servers are usually accessible through corporate firewalls and web-based ap-
plications are often developed without following security rules, attacks which exploit
web-servers or server extensions give rise to a significant portion of the total number
of vulnerabilities. Usually, the users of web-servers and web-based applications request
and send information using queries, which in HTTP traffic are strings containing a set
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of parameters having some values. It is possible to manipulate these queries to create re-
quests which can corrupt the server or collect confidential information [2]. In addition,
a HTTP request message contains header fields, which define the operating parame-
ters of an HTTP transaction. Such fields usually contain information about user agent,
preferred response languages, connection type, referer, etc. The attacker can inject mali-
cious code to these fields to construct various kinds of attacks based on HTTP response
splitting or malicious redirecting [25].

One way to ensure the security of web-servers and web-based applications is to use
Intrusion Detection Systems (IDS). As a rule, IDS gathers data from the system under
inspection, stores this data to logfiles, analyzes the logfiles to detect suspicious activities
and determines suitable responses to these activities [3]. There are many different IDS
architectures, which continue to evolve with time [4,5]. IDSs can also differ in audit
source location, detection method, behaviour on detection, usage frequency, etc.

There are two basic approaches for detecting intrusions from the network data: mis-
use detection and anomaly detection [6,7]. In the misuse detection approach, the IDS
scans the computer system for predefined attack signatures. This approach is usually ac-
curate, which makes it successful in commercial intrusion detection [7]. However, the
misuse detection approach cannot detect attacks for which it has not been programmed,
and, therefore, it is likely to ignore all new types of attack if the system is not kept up
to date with the latest intrusions. The anomaly detection approach learns the features
of event patterns which form normal behaviour, and, by observing patterns that deviate
from the established norms (anomalies), detects when an intrusion has occurred. Thus,
systems which use the anomaly detection approach are modelled according to normal
behaviour and, therefore, are able to detect zero-day attacks. However, the number of
false alerts will probably be increased because not all anomalies are intrusions.

To solve the problem of anomaly detection, different kinds of machine learning based
techniques can be applied, for example Decision Trees (DTs), Artificial Neural Net-
works (ANNs), Support Vector Machines (SVMs). As a rule, anomaly detection IDSs
for web-servers are based on supervised learning, which trains the system by using a
set of normal queries. On the other hand, unsupervised anomaly detection techniques
do not need normal training data, and therefore such techniques are the most usable.

To find code injections in HTTP headers, we apply statistical distribution models
based on the length of header values and relative frequency of non-alphanumeric sym-
bols, whereas, to detect intrusive HTTP queries, the approach based on Growing Hier-
archical Self-Organizing Maps (GHSOMs) is employed. For analyzing and visualizing
high dimensional data, a regular Self-Organizing Map (SOM) based on the unsuper-
vised learning neural network model proposed by Kohonen can be used [9]. SOMs are
able to discover knowledge in a data base, extract relevant information, detect inherent
structures in high-dimensional data and map these data into a two-dimensional repre-
sentation space [8]. Despite the fact that the approach based on self-organizing maps
has shown effectiveness at detecting intrusions [10,11], it has two main drawbacks:
the static architecture and the lack of representation of hierarchical relations. A Grow-
ing Hierarchical SOM (GHSOM) can solve these difficulties [12]. This neural network
consists of several SOMs structured in layers, the number of neurons, maps and layers
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being determined during the unsupervised learning process. Thus, the structure of the
GHSOM is automatically adapted according to the structure of the data.

The GHSOM approach looks promising for solving the problem of detecting net-
work intrusions. In [13], a GHSOM model with a metric which combines both numer-
ical and symbolic data is proposed for detecting network intrusions. An IDS based on
this model detects anomalies by classifying IP connections into normal or anomalous
connection records, and, if they are anomalies, into the type of attack. An adaptive
GHSOM-based approach is proposed in [14]. The suggested GHSOM adapts online to
changes in the input data over time by using the following enhancements: enhanced
threshold-based training, dynamic input normalization, feedback-based quantization-
error threshold adaptation and prediction confidence filtering and forwarding. The study
in [15] investigates applying GHSOM for filtering intrusion detection alarms. GHSOM
clusters these alarms in a way that helps network administrators to make decisions about
true or false alarms.

In this research, we aim to detect anomalous HTTP request messages by applying an
approach that is based on adaptive growing hierarchical self-organizing maps and sta-
tistical distribution models. The remainder of this paper is organized as follows: Section
2 describes the process of data acquisition and feature extraction from network logs; in
Section 3 we show how to apply adaptive GHSOM and statistical distribution models
for detecting anomalies; experimental results are presented in Section 4; and Section 5
concludes this paper.

2 Data Model

Let us consider some network activity logs of a large web-service of some HTTP server.
Such log-files can include information about the user’s IP address, time and time zone,
the HTTP request, which includes the resource and parameters used, the server’s re-
sponse code, the amount of data sent to the user, and the web-page which was requested
and used by a browser software. Here is an example of a single line from an Apache
server log file. This information is stored in a combined log format [24]:

127.0.0.1 - frank [10/Oct/2000:13:55:36 -0700]
"GET /resource?parameter1=value1&parameter2=
value2 HTTP/1.0"
200 2326 "http://www.example.com/start.html"
"Mozilla/4.08 [en] (Win98; I ;Nav)"

Here the focus is on analysis of HTTP header fields and HTTP queries, which are
strings containing a set of attributes having some values. We do not focus on static
HTTP queries because they do not contain any parameters. It is not possible to inject
code via static requests unless there are major deficiencies in the HTTP server itself.
Dynamic queries, which are handled by the web applications of the service, are more
interesting for this study, because all static queries are normal. Let us assume that most
request messages which are coming to the HTTP server are normal, i.e. they use le-
gitimate features of the service, but some obtained requests are intrusions. All HTTP
requests are analyzed to detect the anomalous ones.



284 M. Zolotukhin, T. Hämäläinen, and A. Juvonen

A HTTP query can be expressed as a composition of the path to the desired web re-
source and a string which is used to pass parameters to the referenced resource and iden-
tified by a leading ’?’ character. To extract features from each query, an n-gram model
is applied. N-gram models are widely used in statistical natural language processing
[16] and speech recognition [17]. An n-gram is a sub-sequence of n overlapping items
(characters, letters, words, etc) from a given sequence. For example, a 2-gram charac-
ter model for the string ’/resource?parameter1=value1&parameter2=value2’ is ’/r’, ’re’,
’es’, ’so’, ’ou’, ’ur’, . . . , ’lu’, ’ue’, ’e2’.

An n-gram character model is applied to transform each HTTP query to a sequence of
n characters. Such sequences are used to construct an n-gram frequency vector, which
expresses the frequency of every n-character in the analyzed request. To obtain this vec-
tor, ASCII codes of characters are used to represent the sequence of n-characters as a
sequence of arrays, each of which contains n decimal ASCII codes, and the frequency
vector is built by counting the number of occurrences of each such array in the analyzed
request. The length of the frequency vector is 256n because every byte can be repre-
sented by an ASCII value between 0 and 255. For example, in the previous example
the following sequence of decimal ASCII pairs can be obtained: [47, 114], [114, 101],
[101, 115], [115, 111], [111, 117], [117, 114], . . . , [108, 117], [117, 101], [101, 50]. The
corresponding 2562 vector is built by counting the number of occurrences of each such
pair. For example, the entry in location (256 × 61 + 118) in this vector contains a
value equal to 2 since the pair [61, 118], which corresponds to pair ’=v’ can be seen
twice. Thus, each HTTP query is transformed into a 256n numeric vector. The matrix
consisting of these vectors is called the feature matrix and it can be analyzed to find
anomalies.

To extract features from HTTP headers, the lengths of header values and all non al-
phanumeric symbols used are counted and stored separately for different HTTP header
types. These vectors of length and sets of non-alphanumeric symbols can be used to
train the system and find code injections in the header fields of HTTP request mes-
sages.

3 Method

The algorithm proposed can be considered as a set of two classifiers. The first of these
is based on transforming the query strings into numeric vectors by applying an n-gram
model, and constructing and training GHSOMs using the feature matrices obtained. The
second one analyzes HTTP headers and searches for code injections using statistical
distribution models based on the length of header values and relative frequency of non-
alphanumeric symbols. If a request is defined as anomalous at least by one of these
classifiers then this request is classified as an intrusion.

3.1 Detecting Anomalous HTTP Query Strings

In this study, adaptive growing hierarchical self-organizing maps are used to find anoma-
lous HTTP queries. A self-organizing map is an unsupervised, competitive learning al-
gorithm that reduces the dimensions of data by mapping these data onto a set of units
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set up in a much lower dimensional space. This algorithm allows not only to compress
high dimensional data but also to create a network that stores information in such a way
that any topological relationships within the data set are maintained. Due to this, SOMs
are widely applied for visualizing low-dimensional views of high-dimensional data.

SOM is formed from a regular grid of neurones, each of which is fully connected
to the input layer. The neurons are connected to adjacent neurons by a neighbourhood
relation dictating the structure of the map. Associated with the i-th neuron of the SOM
is a d-dimensional prototype (weight) vector wi = [wi1, wi2, . . . , wid], where d is equal
to the dimension of the input vectors. Each neuron has two positions: one in the input
space (the prototype vector) and the other one in the output space (on the map grid).
Thus, SOM is a vector-projection method defining a nonlinear projection from the input
space to a lower-dimensional output space. During the training, the prototype vectors
move so that they follow the probability density of the input data.

SOMs learn to classify data without supervision. At the beginning of learning, the
number of neurons, the dimensions of the map grid, the map lattice and the shape should
be determined. Before the training, initial values are given to the prototype vectors. A
SOM is very robust with respect to the initialization, but properly accomplished initial-
ization allows the algorithm to converge faster to a good solution. At each training step
t, one sample vector x(t) from the input data set is chosen randomly and a similarity
measure (distance) is calculated between it and all the weight vectors wi(t) of the map.
The unit having the shortest distance to the input vector is identified as the best matching
unit (BMU) for input x(t). The index c(t) of this best matching unit is identified. Next,
the input is mapped to the location of the best matching unit, and the prototype vectors
of the SOM are updated so that the vector of the BMU and its topological neighbours
are moved closer to the input vector in the input space:

wi(t+ 1) = wi(t) + δ(t)Ni,c(t)(r(t)) (x(t)− wi(t)) , (1)

where δ(t) is the learning rate function and Ni,c(t)(r(t)) is the neighbourhood kernel
around the winner unit, which depends on the neighbourhood radius r(t) and the dis-
tance between the BMU having index c(t) and the i-th neuron.

The most important feature of the Kohonen learning algorithm is that the area of the
neighbourhood shrinks over time. In addition, the effect of learning is proportional to
the distance of the node from the BMU. As a rule, the amount of learning fades over
distance, and, at the edges of the BMUs neighbourhood, the learning process has barely
any effect.

The SOM has shown to be successful for the analysis of high-dimensional data in
data mining applications such as those used for network security. However, the effec-
tiveness of using traditional SOM models is limited by the static nature of the model
architecture. The size and dimensionality of the SOM model is fixed prior to the train-
ing process, and there is no systematic method for identifying an optimal configuration.
Another disadvantage of the fixed grid in SOM is that traditional SOM can not represent
hierarchical relations that might be present in the data.

The limitations mentioned above can be resolved by applying growing hierarchical
self-organizing maps. GHSOM has been developed as a multi-layered hierarchical ar-
chitecture which adapts its structure to the input data. It is initialized with one SOM and
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grows in size until it achieves an improvement in the quality its representation of data.
In addition, each node in this map can be dynamically expanded down the hierarchy
by adding a new map at a lower layer for a further-detailed representation of data. The
procedure of growth can be repeated in these new maps. Thus, the GHSOM architecture
is adaptive and can represent data clearly by allocating extra space as well as uncover
the hierarchical structure in the data.

The GHSOM architecture starts with the main node at the zero layer and a 2 × 2
map at the first layer trained according to the SOM training algorithm. The main node
represents a complete data set X , and its weight vector w0 is calculated as the mean
value of all data inputs. This node controls the growth of the SOM at the first layer and
the hierarchical growth of the whole GHSOM. The growth of the map at the first layer
and the maps at the next layers are controlled with the help of quantization error. This
error for the i-th node is calculated as follows

ei =
∑

xj∈Ci

||wi − xj || , (2)

where Ci is the set of input vectors xj projected to the i-th node and wi is the weight
vector of the i-th node. The quantization error Em of map m is defined as

Em =
1

|Um|
∑
i∈Um

ei, (3)

where Um is the subset of the m-th map nodes onto which the data is mapped, and |Um|
is the number of these nodes of the m-th map.

When Em reaches certain fraction α1 of the eu of the corresponding parent unit u
in the upper layer, the growing process is stopped. The parent node of the SOM at the
first layer is the main node. The parameter α1 controls the breadth of maps, and its
value ranges from 0 to 1. After that, the most dissimilar neighbouring node s is selected
according to

s = max
j

(||we − wj ||), for wj ∈ Ne, (4)

where wj is the weight vector of the error node, Ne is the set of neighbouring nodes of
the e-th node, and wi is the weight vector of the neighbouring node in set Ne. A new
row or column of nodes is placed in between the nodes e and s. The weight vectors of
the newly added nodes are initialized with the mean of their corresponding neighbours.

After the growth process of the SOM is completed, every node of this SOM has to
be checked for satisfying of the global stopping criterion [12]:

ei < α2e0, (5)

where α2 ∈ (0, 1) is the parameter which controls the hierarchical growth of GHSOM,
and e0 is the quantization error of the main node, which can be found as follows:

e0 =
∑
xj∈X

||w0 − xj || . (6)

The nodes not satisfying this criterion (5), and therefore representing a set of too diverse
input vectors, are expanded to form a new map at the subsequent layer of the hierarchy.
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Similarly to the creation of the first layer SOM, a new map of initially 2 × 2 nodes is
created. This maps weight vectors are initialized to mirror the orientation of the neigh-
bouring units of its parent. For this reason, we can choose to set four new nodes to
the means of the parent and its neighbours in the respective directions [18]. The newly
added map is trained by using the input vectors which are mapped onto the node just
expanded, i.e., the subset of the data space mapped onto its parent. This new map will
again continue to grow, and the whole process is repeated for the subsequent layers
until the global stopping criterion given in (5) is met by all nodes. Thus, an ideal topol-
ogy of a GHSOM is formed unsupervised and based on the input data, and hierarchal
relationships in the data are discovered.

The anomaly detection algorithm which is proposed in this study is based on the
use of GHSOM. The algorithm consists of three main stages: training, detecting and
updating. In the training phase, server logs are used to obtain a training set. The logs
can contain several thousands of HTTP requests, which are gathered from various web-
resources during several days or weeks. These logs can include unknown anomalies
and real attacks. The only condition is that the quantity of normal requests in the logs
used must be significantly greater than the number of real intrusions and anomalous
requests. HTTP queries from these logs are transformed to a feature matrix by applying
an n-gram model.

When the feature matrix is obtained, a new GHSOM is constructed and trained based
on this matrix. The zero layer of this GHSOM is formed by several independent nodes,
the number of which corresponds to the number of different resources of the web-server.
For each such node, a SOM is created and initialized with four nodes. Requests to one
web-resource are mapped to the corresponding parent node on the zero layer and used
for training the corresponding SOM. These SOMs form the first layer, and each of these
maps can grow in size by adding new rows and columns or by adding a new map of four
nodes at a lower layer, thus providing a further detailed representation of data. For each
parent node on the zero layer, the quantization error which controls the growing process
of the maps on the first layer is calculated and the GHSOM is hierarchically grown.

The aim is not to find intrusions in the logs which were used as the training set but
to detect attacks among new requests received by the web-server. Each new query is
transformed to a frequency vector by applying the n-gram model. After that, this vector
goes to one of the parent node according to its resource and is mapped to one of the
nodes on the corresponding map by calculating the best matching unit for this query.
To determine whether the new request is an attack or not, the following two criteria are
used:

– If the distance between a new request and its BMU weight vector is greater than
the threshold value, then this request is an intrusion, otherwise it is classified as
normal;

– If the node which is the BMU for the new request is classified as an ”anomalous”
node, then this request is an intrusion, otherwise it is classified as normal.

The threshold for the first criterion is calculated based on the distances between the
weight vector of the node, which is the BMU for the new query, and other queries from
the server logs already mapped to this node at the training stage. Assume that the new
query is mapped to the node which already contains l other queries mapped to this node
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during the training phase. Denote the distances between the node and these l queries
as e1, e2, . . . , el. Let us assume that the values of these distances are distributed more
or less uniformly. In this case, we can estimate maximum τ of continuous uniformly
distributed variable as follows [19]:

τ =
l + 1

l
max

l
{e1, e2, . . . , el}. (7)

Obtained value τ can be used as the threshold value for the node considered, and a new
request message is classified as an intrusion if the distance between its query and the
node is greater than τ .

To find ”anomalous” nodes, a U∗-matrix [20] is calculated for each SOM. U∗-matrix
presents a combined visualization of the distance relationships and density structures
of a high dimensional data space. This matrix has the same size as the grid of the
corresponding SOM and can be calculated based on U-matrix and P-matrix.

U-matrix represents distance relationships of queries mapped to a SOM [21]. The
value of the i-th element of an U-matrix is the average distance of the i-th node weight
vector wi to the weight vectors of its immediate neighbours. Thus, the i-th element of
the U-matrix U(i) is calculated as follows:

U(i) =
1

ni

∑
j∈Ni

D(wi, wj), (8)

where ni = |Ni| is the number of nodes in the neighbourhood Ni of the i-th node,
and D is a distance function, which for example can be Euclidean distance. A single
element of U-matrix shows the local distance structure. If a global view of a U-matrix
is considered then the overall structure of densities can be analyzed.

P-matrix allows a visualization of density structures of the high dimensional data
space [22]. The i-th element of P-matrix is a measure of the density of data points in
the vicinity of the weight vector of the i-th node:

P (i) = |{x ∈ X |D(x,wi) < r}|, (9)

where X is the set of queries mapped to the SOM considered and radius r is some
positive real number. A display of all P-matrix elements on top of the SOM grid is called
a P-matrix. In fact, the value of P (i) is the number of data points within a hypersphere
of radius r. The radius r should be chosen such that P (i) approximates the probability
density function of the data points. This radius can be found as the Pareto radius [23]:

r =
1

2
χ2
d(pu), (10)

where χ2
d is the Chi-square cumulative distribution function for d degrees of freedom

and pu = 20.13% of the number of requests contained in the data set X . The only con-
dition is that all points in X must follow a multivariate mutual independent Gaussian
standard normal density distribution (MMI). It can be enforced by different prepro-
cessing methods such as the principal component analysis, standardization and other
transformations.
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The U∗-matrix which is the combination of a U-matrix and a P-matrix combines
distance relationships with density relationships and can give an appropriate clustering.
The i-th element of the U∗-matrix is equal to U(i) multiplied with the probability that
the local density, which is measured by P (i), is low. Thus U∗(i) can be calculated as
follows:

U∗(i) = U(i)
|p ∈ P |p > P (i)|

|p ∈ P | , (11)

i.e. if the local data density is low, U∗(i) ≈ U(i) (this happens at the presumed border
of clusters), and, if the data density is high, then U∗(i) ≈ 0 (this is in the central regions
of clusters). We can also adjust the multiplication factor such that U∗(i) = 0 for the
phigh percent of the P-matrix elements which have greatest values.

Since we assumed that most of the requests are normal, intrusions can not form
big clusters but will be mapped to nodes which are located on cluster borders. Thus,
”anomalous” nodes are those which correspond to high values of U∗-matrix elements.
In this research, the following criterion for finding anomalous nodes is used: if the
difference between U∗(i) and U∗

average(i) (average value of all elements of U∗-matrix)
is greater than difference between the U∗

average(i) and minimal value of U∗-matrix,
then the i-th neuron is classified as ”anomalous”, otherwise this neuron is classified as
”normal”. If a node of a GHSOM is classified as ”normal” but has a child SOM, then all
the nodes of this child SOM should also be also checked by calculating new U∗-matrix
for this SOM to find out whether they are ”normal” or ”anomalous”.

Web-applications are highly dynamic and change on a regular basis, which can cause
noticeable changes in the HTTP requests which are sent to the web-server. This can lead
to a situation where all new allowable requests will be classified as intrusions. For this
reason, the GHSOM should be retrained after a certain period of time T to be capable
of classifying new requests.

Let us assume that the number of requests sent to the web-server for this period T
is much less than number of requests in the training set. We update the training set by
replacing the first requests from this set by requests obtained during the period T . Af-
ter that, the GHSOM is retrained by using the resulting training set. During the update
phase the structure of the GHSOM can be modified. The update of the GHSOM struc-
ture starts from the current structure. Parameters τ and matrices U , P and U∗ should
be recalculated. The update phase can occur independently from the anomaly detection.
During retraining, requests obtained are classified using the old GHSOM, and, once the
GHSOM retraining is completed, the classification of new requests continues with the
updated GHSOM.

Countermeasures are necessary against attackers who try to affect the training set
by flooding the web-server with a large number of intrusions. It can be enforced for
example by allowing a client (one IP address) to replace a configurable number of HTTP
requests in the training set per time slot. In order to address the threat of botnets, it is
also possible to restrict the globally allowed replacements per time slot independent of
the IP addresses.
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3.2 Detecting Anomalous HTTP Headers

Usually header fields have a finite set of possible values, therefore to solve the problem
of finding anomalous headers it is reasonable to apply simple statistical distribution
models. In this research, we analyze the lengths of header fields and non-alphanumeric
symbols used in them [26]. All different header types are supposed to be analyzed
separately. Similarly to the previous scheme, for the second classifier we define three
stages: training, detecting and updating.

In the training stage, headers of the request messages which have been employed
for constructing GHSOMs are used. For each header type, we construct the vector of
its lengths (l1, l2, . . . , lM ). Since we assume that some HTTP requests from the train-
ing set can be attacks, some filtering can be applied to remove outliers and build the
pattern of normal user behaviour. As proposed in study [26], we define the following
distance function: d(li, lj) = p(li is normal)− p(lj is normal), where p(x is normal) is
the probability that length x is normal and can be found as follows:

p(x is normal) =

{
σ2

(x−μ)2 , if x ≥ μ+ σ,

1, if x < μ+ σ,
(12)

where μ and σ2 are the mean and the variance, respectively. In this case, the distance
d between a normal pattern and an outlier pattern is expected to be higher than the
distance d between two normal patterns or two outlier patterns. Thus, it is easy to divide
all the lengths into two clusters, i.e. normal lengths and outliers, by using a simple
clustering algorithm, e.g. a single-linkage clustering [27]. All outliers are removed from
the model and all normal lengths are used for detecting anomalies. For header type k
we denote the cluster of normal lengths as Ln

k and the number of entries contained in
this cluster as |Ln

k |.
In addition, during training all non-alphanumeric symbols are counted for each header

type. The distance function between the different symbols si and sj is defined as
d(si, sj) = p(si is normal) − p(sj is normal) where p(x is normal) is the probabil-
ity that symbol x is legitimate and can be found as the relative frequency of symbol x
in the training set:

p(x is normal) =
Nx

N
, (13)

where Nx is the number of appearances of non-alphanumeric symbol x in the training
set and N is the total number of non-alphanumeric symbols there. Similarly to the pre-
vious model, all outliers can be removed by applying a single-linkage clustering, where
the distance between two symbols is defined as d(si, sj) and the number of clusters is
two. All the remaining non-alphanumeric symbols are considered as legitimate to use.
Let us denote the set of legitimate symbols for header type k as Sl

k.
In the detecting stage, the following criterion is used to find anomalous requests. Let

a new request message received by the web server contain the following header fields
{h1, h2, . . .}. If for any header value hk of this request at least one of the following
conditions:

1. length of hk >
|Ln

k |+1
|Ln

k | ·max (Ln
k ), where max (Ln

k ) is maximal element of Ln
k ,
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2. ∃ non-alphanumeric symbol s ∈ hk : s /∈ Sl
k.

is satisfied, then this new request message is classified as an intrusion, otherwise it is
legitimate.

Similarly to the first part of the algorithm, all these criteria are supposed to be up-
dated with time. We update the training set by replacing the first requests from this set
by requests obtained during the period T . For the updated training set for each header
type we find a new cluster of normal lengths, recalculate the threshold value, and up-
date the set of legitimate non-alphanumeric symbols. Just as in the case for detecting
anomalous HTTP queries, countermeasures against attackers trying to affect the train-
ing set by flooding the web server with a large number of intrusions are supposed to be
applied here also.

4 Simulation Results

The proposed method is tested using logs acquired from a large real-life web service.
These logs contain mostly normal traffic, but they also include anomalies and actual
intrusions. The logfiles are acquired from several Apache servers and stored in a com-
bined log format. The logs contain requests from multiple web-resources. Since it is not
possible to inject code via static query strings unless there are major deficiencies in the
HTTP server, HTTP query strings without parameters are considered as normal.

In our simulation, request messages to twenty-five most popular web resources of the
server are analyzed. The training set is created at the beginning and it contains 20000
requests. By using this training set, twenty-five GHSOMs are trained (one for each
web resource) based on dynamic query strings and for each header type the cluster of
legitimate lengths as well as the set of legitimate non-alphanumeric symbols are formed.
New requests are chosen from logfiles and classified one by one to test the technique
proposed. The number of requests in the testing set is equal to 100000 and 9679 of
them are attacks. During the testing stage, the system is updated after each processing
of 5000 requests.

To evaluate the performance of the proposed technique, the following characteristics
are calculated in our test:

– True positive rate: the ratio of the number of correctly detected intrusions to the
total number of intrusions in the testing set;

– False positive rate: the ratio of the number of normal requests classified as intru-
sions to the total number of normal requests in the testing set;

– True negative rate: the ratio of the number of correctly detected normal requests to
the total number of normal requests in the testing set;

– False negative rate: the ratio of the number of intrusions classified as normal re-
quests to the total number of intrusions in the testing set;

– Accuracy: the ratio of the total number of correctly detected requests to the total
number of requests in the testing set;

– Precision: the ratio of the number of correctly detected intrusions to the number of
requests classified as intrusions.
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Fig. 1. U -matrix and P -matrix after the training stage

Let us consider one of the web resources, which allows users to search a project by
choosing the appropriate category of the projects or initial symbols of the project name.
Thus, query strings of all those HTTP requests have one of the two different attributes
which can be used by attackers to inject malignant code. When the GHSOM training is
completed, U -matrix, P -matrix and U∗-matrix are constructed. In Figure 1, U -matrix
and P -matrix are shown. As one can see, some nodes on one of the map edges are
distant from all others (Figure 1 (a)), and at the same time the density of data inputs
in these nodes is very low (Figure 1 (b)). These facts make these nodes candidates to
”anomalous” ones.

The U∗-matrix for this GHSOM is plotted in Figure 2. We can notice that there are
two big clusters corresponding to the queries in which different methods of searching
a required project are used: by specifying the project category or the initial symbols
of project name. The nodes on one of the map edges are classified as ”anomalous”.
The technique proposed does not allow us to define the intrusion types, but we can
check manually the nodes which have been classified as ”anomalous” and make sure
that requests mapped to those nodes are real intrusions: SQL injections, buffer overflow
attacks and directory traversal attacks, as shown in Figure 2.

After constructing the U∗-matrix and building statistical distribution models for each
header type, the detection process is started. Query strings of new requests are mapped
to the GHSOM one by one and classified as intrusions if the distance between a new
request and its BMU weight vector is greater than the threshold value or if the node
which is the BMU for this new request is anomalous. In addition, the lengths of header
fields and non-alphanumeric symbols used in them are checked according to the scheme
proposed.

During the detection phase, the system is retrained periodically when a certain num-
ber of requests are processed. After the system update, all threshold values, GHSOMs
and statistical distribution models are modified to allow detection of new request mes-
sages.

the results of the detection phase are shown in Table 1. As one can see, almost all
real attacks are correctly classified as intrusions by using the proposed technique. At
the same time, the false positive rate is about zero on average, which means that the
number of false alarms is very low. The accuracy of the method is close to one hundred
percent.
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Table 1. Performance metrics values

True positive
rate

False positive
rate

True negative
rate

False negative
rate

Accuracy Precision

99.56 % 0.00 % 100.00 % 0.44 % 99.96 % 100.00 %

Table 2. The simulation results for different types of attacks

Attack type Total number
of attacks

Number of de-
tected attacks

Proportion
of detected
attacks

SQL injection 484 484 100 %
Directory traversal 488 469 96.11 %
Buffer overflow 488 486 99.59 %
Cross-site scripting 1011 1011 100 %
Double encoding 471 471 100 %
Common gateway interface scripting 401 392 97.76 %
Shell scripting 114 112 98.25 %
XPath injection 510 510 100 %
HTTP response splitting 2530 2529 99.96 %
Cache poisoning 117 117 100 %
Eval injection 377 369 97.88 %
String formatting 238 238 100 %
Cross-User defacement 246 246 100 %
Session fixation 2204 2204 100 %
Total 9679 9638 99.57 %
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In our simulation, the testing set contains fourteen different types of attack. The
results for these attack types are presented in Table 2. We can see that the proposed
algorithm found 99.57% of all attacks. Thus, almost all intrusions are detected despite
the fact that some of them are not contained in the training set.

5 Conclusions and Discussion

The main advantage of IDSs based on anomaly detection is that they are able to detect
zero-day attacks. In this research, the approach based on anomaly detection is consid-
ered as suitable for finding intrusive HTTP request messages. The technique proposed
is self-adaptive and allows detection of HTTP attacks in online mode in the case of con-
tinuously updated web-applications. The method was tested using logs acquired from
a large real-life web-service. These logs include normal and intrusive requests. As a
result, almost all attacks from these logs are detected and at the same time the number
of false alarms is very low. Thus, the accuracy of the method proposed is about one
hundred percent. However, this method can be applied only if the number of HTTP re-
quests to a web-resource is large enough to allow the analysis of normal user behaviour.
Sometimes, attackers try to access the data stored on servers or to harm the system by
using holes in the security of less popular web-resources, for which it is difficult to de-
fine which requests are ”normal”. In the future, we are planning to develop an anomaly
detection based system which can solve this problem.
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Network Security. In: Kůrková, V., Neruda, R., Koutnı́k, J. (eds.) ICANN 2008, Part I. LNCS,
vol. 5163, pp. 680–689. Springer, Heidelberg (2008)

14. Ippoliti, D., Xiaobo, Z.: An Adaptive Growing Hierarchical Self Organizing Map for Net-
work Intrusion Detection. In: Proc. 19th IEEE International Conference on Computer Com-
munications and Networks (ICCCN), pp. 1–7 (August 2010)

15. Shehab, M., Mansour, N., Faour, A.: Growing Hierarchical Self-Organizing Map for Fil-
tering Intrusion Detection Alarms. In: International Symposium on Parallel Architectures,
Algorithms, and Networks, I-SPAN 2008, pp. 167–172 (May 2008)

16. Suen, C.Y.: n-Gram Statistics for Natural Language Understanding and Text Processing.
IEEE Transactions on Pattern Analysis and Machine Intelligence PAMI-1(2), 164–172
(1979)

17. Hirsimaki, T., Pylkkonen, J., Kurimo, M.: Importance of High-Order N-Gram Models in
Morph-Based Speech Recognition. IEEE Transactions on Audio, Speech, and Language Pro-
cessing 17(4), 724–732 (2009)

18. Chan, A., Pampalk, E.: Growing hierarchical self organising map (ghsom) toolbox: visuali-
sations and enhancements. In: 9th Int’l Conference Neural Information Processing, ICONIP
2002, vol. 5, pp. 2537–2541 (2002)

19. Johnson, R.W.: Estimating the Size of a Population. Teaching Statistics 16(2), 50–52 (1994)
20. Ultsch, A.: Clustering with SOM: U*C. In: Proc. Workshop on Self-Organizing Maps

(WSOM 2005), Paris, France, pp. 75–82 (2005)
21. Ultsch, A., Siemon, H.P.: Kohonen’s Self Organizing Feature Maps for Exploratory Data

Analysis. In: Proc. Intern. Neural Networks, pp. 305–308. Kluwer Academic Press, Paris
(1990)

22. Ultsch, A.: Maps for the Visualization of high-dimensional Data Spaces. In: Proc. WSOM,
Kyushu, Japan, pp. 225–230 (2003)

23. Ultsch, A.: Pareto Density Estimation: A Density Estimation for Knowledge Discovery. In:
Innovations in Classification, Data Science, and Information Systems - Proc. 27th Annual
Conference of the German Classification Society (GfKL), pp. 91–100. Springer, Heidelberg
(2003)

24. Apache 2.0 Documentation (2011), http://www.apache.org/
25. Klein, A.: Detecting and Preventing HTTP Response Splitting and HTTP Request Smuggling

Attacks at the TCP Level. Tech. Note (August 2005),
http://www.securityfocus.com/archive/1/408135

26. Corona, I., Giacinto, G.: Detection of Server-side Web Attacks. In: Proc of JMLR: Workshop
on Applications of Pattern Analysis, pp. 160–166 (2010)

27. Jain, A., Murty, M., Flynn, P.: Data clustering: a review. ACM Computing Surveys 31(3),
264–323 (1999) ISSN 0360-0300

http://www.apache.org/
http://www.securityfocus.com/archive/1/408135


Mining Product Features from the Web:
A Self-supervised Approach
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Abstract. Mining information available on the Web to automatically build
knowledge bases is a field of interest for academic research as well as indus-
try. Existing wrapper induction approaches require manual annotations or aim to
build domain-specific extractors that usually do not cope with template changes.
In this paper, we tackle the problem of large scale product feature extraction from
e-commerce web sites. We propose a novel self-supervised approach that relies
on visual clues and a small knowledge base to automatically annotate product
features. Our approach does not need an initial set of labeled pages to learn ex-
traction rules and is robust to web site changes. Experimental results with product
data extraction from 10 major French e-commerce web sites (roughly 1 000 web
pages) show that the proposed method is promising. Moreover, experiments have
shown that our method can handle web site template changes without human in-
tervention.

Keywords: Product feature extraction, Wrapper induction, Information extrac-
tion, Web mining.

1 Introduction

Product feature extraction is a popular research area given the vast amount of data
available on the Web and the potential economic implications. In this paper we focus
on mining commercial product features from large e-commerce web sites, such as best-
buy.com or target.com. Given a product, we want to extract its features represented as
a set of related pairs (feature name, value). For example, for the “Apple MacBook Pro
MD311LL/A” product, we would like to extract the information that the product color
is silver, that its maximal display resolution is 1920x1200 pixels, its RAM size 4GB
and so forth. The massive extraction of product features can be useful to a variety of
applications including product or price comparison services, product recommendation,
faceted search, or missing product features detection.

Our goal is to develop a method that allows mining product features in a
self-supervised way (i.e. a semi-supervised method that makes use of a labeling heuris-
tic), with a minimal amount of input. Moreover, the method should be as domain-
independent as possible. In this paper, we present a method that relies on a small set
of web pages (typically 5 to 10), few examples of product features, and visual clues.
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The input examples can be the output of a previous data processing, given by a human,
or chosen from an existing Knowledge Database such as Icecat 1.

Using visual clues such as spatial position, instead of relying on HTML tags, brings
robustness to the method and independence from specific HTML structure. Consider
tables for instance: various HTML tags can be used to present information in a tabular
way. On the other hand, the <table> tag is sometimes used to visually organize web
pages. Therefore, relying on the HTML <table> tag to identify tabular information is
unsure. In addition to robustness, a good degree of domain-independence is achieved,
as our method does not depend on text content, but only relies on visual clues. This is a
major difference with similar work (see Section 2).

We have evaluated our system on 10 e-commerce web sites (1 000 web pages). Re-
sults show that the proposed approach offers very high performances. Further evalua-
tions should be done to validate the method over e-commerce web sites which are using
less templated web pages. Although these cases don’t fully satisfy our hypotheses, our
method should be adjustable to this type of web sites (less homogeneous due to the par-
tial use of templates). However, as Gibson et al. pointed out [1], about 40-50 % of the
content of the web is built using templates. Thus, it seems to us that the results obtained
are promising.

The article is structured as follows: in Section 2, we survey existing methods re-
garding wrapper induction and product feature extraction. In Section 3, we describe the
proposed approach. In Section 4, we evaluate our approach on a panel of 10 web sites
(1 000 web pages). We conclude in Section 5.

2 Related Work

The proposed method is close to two research fields in web mining: Wrapper Induction
and Product Feature Extraction.

Wrapper Induction refers to the generation of extraction rules for HTML web pages.
Introduced by Kushmerick [2], wrapper induction methods rely on the regularity of web
pages from the same web site, mostly due to the use of Content Management Systems
(CMS).

While early work relied on human-labeled examples [2], recent approaches, known
as unsupervised wrapper induction, have been proposed in order to avoid this step.
Those new approaches are typically applied to two types of web pages: list-structured
web pages displaying information about multiple products [3,4,5,6] and product web
pages [7,8,9]. However, unsupervised methods require a post-processing step, as at-
tribute names are usually unknown [9].

To the best of our knowledge, the use of prior knowledge to improve wrapper in-
duction has been little studied. Knowledge is provided to the system using different
formalisms such as concepts [10,11] or facts/values [12,13]. Moreover, such methods
usually aim at extracting a small number of specific features about a particular type of
product (e.g. camera, computer, books). Our work is thus significantly different from

1 http://icecat.us is an IT-centered multilingual commercial database created in collab-
oration with product manufacturers. Part of this database, Open Icecat is freely available but
very incomplete.
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previous work as we propose a self-supervised and domain-independent method that
relies on a preexisting knowledge base and visual clues.

On the other hand, Product Feature Extraction methods directly extract product fea-
tures, without generating wrappers.

Wong et al.’s work [14] focuses on three structural contexts (or visual layouts): two-
column tables, relational tables and colon-delimited pairs. Once the structural context of
their data has been heuristically identified, they apply a set of rules in order to handle the
variable length of the data structures. Part of our method was inspired by this article,
however the use of visual hypotheses instead of heuristics, allows us to handle more
HTML structures displayed with the same appearance.

Wong et al. [15] propose a method that considers each page individually and can
retrieve an unlimited number of features. The probabilistic graphical model used in their
paper considers content and layout information. Therefore, relying on textual content
implies that their model is domain-dependant.

Our work is closely related to that of Wu et al. [16]. The main idea of their work is
to first discover the part of the web page which contains all features, and then to extract
them. The first step is performed using a classifier, and each NVP (Name Value Pair)
discovered by this classifier receives a confidence score. The complete data structure is
then located by taking the subtree with the best confidence score according to heuristic
rules. A tree alignment is used to discover the remaining NVPs. This method can dis-
cover an unlimited number of features, but the initial classifier still needs to be trained
on human-labeled examples. Moreover, as the previously discussed method [15], the
classifier is trained for only one kind of product.

Our method inherits some ideas from these previous works, while investigating a
different path based on visual information and an external knowledge base:

– A minimal knowledge base is provided to the system instead of human-labeled
examples

– Visual clues avoid making assumptions about the HTML structure. As a result,
features formatted with any kind of HTML structure but displayed as a table can be
extracted

– The number of features extracted for one product is unlimited
– The extraction rules induced by our method can be applied to any type of product

provided that the web site is built using templates

3 Our Method

3.1 Overview

The different aspects of template-generated web pages used in the whole process in-
clude content redundancy (site invariant features), visual/rendering features and struc-
tural regularities. All these aspects lead to different steps applied to a set of web pages
in two different approaches: page-level (local) and site-level (global) analyses (the site
is represented by a sample of web pages, “site-level” is used instead of “page-set-level”
for clarity). Page-level analyses refer to algorithms that consider each page taken indi-
vidually, whereas site-level analyses benefit from having multiple pages from the same
site.
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Fig. 1. Complete product feature extraction framework

The whole process (see Figure 1) is iterative, and alternates steps at page- and site-
level.

Taking as input a small set of product web pages:

1. product specifications are located using a combination of page- and site-level in-
formation (section 3.2)
(a) content redundancy is evaluated using site-level information
(b) an estimation of known feature coverage is computed per page
(c) according to a) and b), every part of the pages is scored and ranked
(d) product specification are located using a site-level vote

2. on each page, product feature names and values are automatically annotated (sec-
tion 3.3)
(a) a partial feature matching is performed to identify some feature names and

values
(b) more examples are inferred by relying on the specification block layout

3. extraction rules are induced using all annotated features (section 3.4)
4. rules are applied to unrendered web pages from the same web site to extract features

from any type of product

3.2 Specification Block Detection

The first step of our method is to detect the block containing all the product features
that we would like to extract (which we call “product specification” block).

Web pages generated from a particular template share common blocks of HTML.
These parts are considered site-invariant. On the contrary, some elements depend on the
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product presented in the page, like feature tables, descriptions, prices, related products,
ads, etc. . . Those site-variant features will give us a clue to identify the specification
block. A distinction between the specification block and other variable parts of the
pages is later achieved by crossing information with the external knowledge base.

After explaining how we generate candidate specification blocks (section 3.2, section
3.2), we describe a method for scoring and ranking each block (section 3.2) and a voting
algorithm to select a final candidate (section 3.2).

Web Page Segmentation. Web pages can be cut into multiple parts of different sizes.
These parts are called segments or blocks, and correspond to a subtree in the DOM
(Document Object Model) tree of the whole page. We studied segments instead of all
displayed elements in the page (which is the trivial case of segmentation when every
leaf in the DOM tree is a segment) in order to identify whole data structure blocks.

Web page segmentation is another field of research but advanced methods are not
required in our case. Indeed, the CSS (Cascading Style Sheets) “display” property gives
a very good hint of how content placed under a node is rendered by a web browser. We
base our segmentation on this attribute and filter out all segments whose value is neither
a “block”, nor a “table”. Keeping these two values guarantees that we don’t restrain the
method and we can potentially extract well structured data formatted with other HTML
tags. Strictly speaking, this method is not a web page segmentation method, mostly
because the segments obtained are nested. In the context of this work, this is not a
problem because our scoring algorithm will cope with this aspect.

Block Identification. A major issue when trying to evaluate the variable aspect of
segments from different web pages, is how to identify these segments and how to locate
them within each page. Two considerations should be taken:

1. each identifier should locate a unique segment (a sub-tree of the whole DOM tree)
of the web page, for every page in the set

2. the same segment in each web page of the set should share the same identifier
regardless of HTML optional elements

An example of the second item is when we can clearly see that a table displayed in
every page of the set is the same, but the strict path (from the root of the DOM tree to
the table) is not the same in all web pages. We refer to “strict path” as the concatenation
of HTML tags from root to any node, with the position of each tag specified at every
level. The position is computed as follows: the first occurrence of a tag under a node
has the first position and for every sibling node with the same tag, we increment the
position by 1. On the other hand, we call “lazy path” the concatenation of HTML tags
from root to an element without positional information. However such path cannot cope
with condition 1 and thus may identify multiple segments on the web page.

These considerations led us to use a more flexible path, based on the XPath formal-
ism.

As already mentioned, at this point of the method, we want each path to be robust
against optional DOM nodes but strict enough to locate candidate blocks in all pages
of the set. Hence, we start with a lazy path, and progressively add HTML attributes
(”class”, ”id”) or position information so that each path locates a unique node in the
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page set. HTML attributes such as ”class” and ”id” often refer to the visual or functional
purpose of DOM nodes (“blue-link”, “feature-name”, “page-body”, . . . ). Using such
information in our formalism generates more “semantic” or interpretable paths.

Block Scoring and Ranking. In this section, we describe how the simultaneous use of
content redundancy and a knowledge base can help to distinguish which block contains
the features regardless of how they are displayed.

We first analyze how text fragments are distributed within the set of pages, aiming
at separating variable from invariable content. We later cross information between our
knowledge base and pages in the set to isolate the variable segment we want to extract.

Entropy-based Redundancy Analysis.
There are different methods to evaluate content variability for the segments we have
created. We used an entropy-based approach as proposed by Wong and Lam [12]. In
the following, we refer to each segment by its root node in the DOM tree. We define
W as the set of words occurring in this block. Then, we define the probability to find a
word w ∈ W in the text content located under node N as:

P (w,N) =
occ(w,N)∑

wi∈W
occ(wi, N)

(1)

where occ(w,N) is the number of occurrences of word w in the text content located
under node N .

We directly define an entropy measure for node N on page p as:

Ep(N) = −
∑
wi∈W

P (wi, N)logP (wi, N) (2)

Taking one of the pages as a reference, we compute the difference of entropies between
this page and other pages from the set in order to evaluate the content variability for all
segments.

Actually, the measure defined in equation 2 can be computed for a unique page, or
for multiple pages. In this case, the text content under the node N is not taken on one
page but on all pages. The set of words is directly computed as the union of all sets.

Wong and Lam took as reference, one of the pages from the set. We believe that it is
hard to find the most representative page of the set. Moreover, we won’t be able to evalu-
ate all paths since the reference page only contains a limited number of paths. However,
as our set of pages is small, a complete scoring is tractable and can be achieved by
taking each page as the reference page once.

Formally, we define a measure of word dispersion, the information I for node N ,
computed by:

I(N) =
1

|P|
∑
p∈P

|Ep(N)− E∀p′∈P

p′ �=p

(N)| (3)

where P is the set of pages.
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For every node which contains invariant text content, I will be null. On the contrary,
when the text content varies a lot (the set of words located under node N is very large),
I will be high.

Because we are interested in segments which contain a lot of informative nodes
(feature values are expected to be very different from one product to another), this
measure gives a good hint for identifying potential specification block.

At this point, we need a threshold to differentiate variable blocks from invariable
ones. However, identifying the specification block by solely relying on the variability
criterion I proved difficult. For instance, the specification block was often blended with
other variable segments, like customer reviews or product descriptions.

Feature Matching and Final Score.
The easiest way to differentiate feature-rich sections from other variant sections is to
look at the coverage of a reference feature set. This can be achieved by relying on
our knowledge base. Moreover, this knowledge base can be completed when new data
are extracted. During our test, we used a free product feature database, Icecat which
provides a large multilingual product feature source.

The feature coverage FC can be computed using a standard bag-of-words model,
defined as:

FC(N) =
|ωN ∩ ωf |

|ωf |
(4)

where ωf is the set of words computed on feature values in the reference set, and ωN is
the set of words in the text content of node N .

Finally, we can combine equations (3) and (4) to compute a final Specification Block
Score SBS:

SBS(N) = (1− λ)I(N) + λFC(N) (5)

where λ ∈ [0; 1] is automatically computed according to the feature coverage in the
text of the whole page FCp. The fewer FCp is, the bigger λ is for every node. In
fact, feature coverage should be a strong indication of where the specification block
is located. A small value of FCp indicates differences on presentation text for a lot
of features, and FC should be more weighted than I. On the contrary, if this value is
too high, this may indicate either lots of matching in other parts of the page or less
differences in how presentation text is written. In this case, weights of FC and I are
balanced because FC value is less reliable.

Candidate Block Selection. At this stage, we have a ranked list of blocks for each
page in the set. We now want to decide which block designates the specification one.

Instead of averaging values of the SBS score for each block over all web pages, we
use a voting method, more robust to the fact that SBS scores are simultaneously very
small and close to each other.

For example, a typical case we try to overcome is when a web page contains a prod-
uct description written in plain text and composed of many product features. Using an
average SBS value usually leads to a wrong final ranking.
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Fig. 2. First step - specification block identification

Therefore, we have evaluated two preferential voting methods: Borda count and Nan-
son’s method. The difference between those two is that Nanson eliminates choices that
are below the average Borda count score at every ballot. Initial tests have shown that
Nanson’s method yields better results and is robust enough to deal with our most am-
biguous cases.

The final result of the product specification block detection is illustrated in Figure 2.
The specification block is colored in light grey.

3.3 Data Structure Inference

After locating the product specification block, we need to find how features are pre-
sented in order to annotate them. Recall that each feature we want to extract is com-
posed of two elements: its name and its corresponding value.

For each page of our set, we first use the knowledge base to identify both elements for
each feature in the data structure. We obtain a partial matching due to the fact that our
knowledge base is incomplete. Moreover, due to language variability, several feature
names and values will mismatch or not match at all. Consider for instance matching
a camera sensor resolution. Our database contains a “Megapixel” feature name and a
corresponding value of “18 MP”. However, depending on the web site, this same value
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Fig. 3. Second step - partial feature matching

may be written as “18 MP”, “18 Mpx”, “18 million px”, “18 million pixels”, “18 mega
pixels” or even “18 000 000 pixels”. Matching such values with our knowledge base
without normalization rules is a difficult task. In this work, we rely on a simple edit
distance to match our knowledge base entries to web page elements which means we
will have to handle a lot of mismatches.

To cope with silences and errors, we use visual clues and hypotheses about how
these features are displayed. We finally obtain a valid and large set of machine-labeled
examples.

Partial Feature Matching. If we consider a product web page and a reference set of
features for this product, we can assume to match some features in the web page, even
if there is a lot of variation about how feature names and values are written.

We use the Damerau-Levenshtein distance to match each text fragment (correspond-
ing to a leaf in the DOM tree) with reference feature names and values. Each text frag-
ment is assigned to the feature name or value that minimizes the distance (normalized
between 0 and 2). An empirically fixed threshold2 is used to avoid matching unrelated
text fragments and reference features.

This partial feature matching is illustrated in Figure 3. Feature names and values are
respectively colored in dark and light grey.

Data Structure Generalization. The current machine-labeled examples (both feature
names and values) are incomplete and noisy, for multiple reasons:

– some values (resp. names) in the web page are considered as feature names (resp.
values) in the reference feature set

– some text fragments are neither a feature name nor a value
– some text fragments have been mismatched

2 A value of 1.35 was used throughout our experiments.
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Thus, we need to clean these examples in order to:

1. remove as much noise as possible
2. maximize the number of examples without adding extra web pages

We can achieve these goals by making hypotheses about how features are displayed.
We use visual-based hypotheses (after rendering the page) instead of tree-based ones
because it gives us a complete independence towards the underlying HTML structure.

We distinguish two kinds of practices used when presenting data in a table-like struc-
ture that justify the use of visual-based hypothesis.

First, we find every method used for displaying each feature:

– different formatting tags (<b>, <i>, <big>, <em>. . . ) for cells of the same table
– some of the values or feature names are links
– images are used to clarify some features (typically for features that take few values

and are key features for selling the product, for example sensor resolution of a
camera)

Web developers can employ other formatting methods (non-table tags combined with
CSS properties) to display features as a table. Moreover, W3C recommendations are
not always followed when using proper table tags. All those facts lead us to various
situations:

– each table row contains another table structure, giving a nested table tree
– labeling cells (namely our feature names) should be encoded using the “TH” tag,

but are more often seen with the “TD” tag
– the entire table is formatted using nested “DIV” tags or HTML definition lists

(“DL”/“DT” tags)

Having the DOM tree after rendering instead of the usual DOM tree based only on the
HTML file, gives direct access to geometric and HTML attributes. Every node of the
HTML tree is rendered as a box and geometric attributes can be retrieved (i.e. absolute
positions and sizes). This process is quite expensive in time, because we need to fetch
images and run scripts on every page. However, we conceived our framework to limit
the rendering process to input pages only, thus making the rendering cost acceptable.

The two hypotheses that we make are:

1. features should be displayed in a table-like structure
2. based on the first hypothesis, feature names and values should be aligned vertically

or horizontally

We applied these hypotheses to name and value rendered box center coordinates. Exper-
iments show that they are robust enough to tackle real life issues. A sample application
to our previously shown example is presented in Figure 4. As before, feature names and
values are respectively colored in dark and light grey.
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Fig. 4. Third step - visual alignement

Name-Value Association. The last step of our method is to associate each marked
feature name with its corresponding value.

We use again visual clues instead of tree-based clues to avoid issues described in the
previous section (formatting tags, improper HTML table tags, . . . ). We believe that vi-
sually closest names/value pairs should be associated together. We resort to a euclidean
distance between the coordinates of the box centers.

3.4 Extraction Rule Induction

We have shown how we generate machine-labeled examples, and replace the laborious
manual work of human labeling.

The data structure recognition process yields a large set of samples (pairs of feature
names and values) from a small set of pages. The major drawback is that all visual clues
are given by a rendering engine. In practice, we don’t want to render all product pages
of the e-commerce web sites, so we chose a different format for the extraction rules.
Different methods have been employed for the induction of wrappers based on labeled
examples, including string-based extraction rules [17], regular-expressions [9], or tree
automata [18]. We prefered to use XPath rules instead because of its wide use in web
information systems as well as its flexibility.

Based on previously machine-labeled examples we can automatically induce extrac-
tion rules in three parts:

1. XPath 1: Path to the product specification block
2. XPath 2: Path to all feature pairs, relative to XPath 1
3. XPath 3: Path to feature name and value for each feature pair, relative to XPath 2

Splitting XPath in three parts offers greater flexibility as it allows us to manually correct
a specific step of the process (for instance, one could annotate the specification block
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manually), but also keeps track of the association between feature names and values.
Instead of building a strict XPath as described in section 3.2, we can take advantage

of the flexibility of the XPath language which can handle HTML attributes for node
localization. The failure of a strict XPath rule caused by the existence of optional ele-
ments can be avoided in most cases with this method. Thus, if a node has a unique ”id”
or ”class” attribute, we use this information and use strict position numbers as a last
resort.

Although the formalism is the same, the method used for the automatic induction of
these rules is different from the one we used in the section 3.2. The previous formalism
was constrained by the fact that each path had to locate only one segment per page. At
this stage of the procedure, the XPath is not restricted for the same purpose (identifying
a unique node) because we want more genericity for the following reasons:

1. extracting an unlimited number of features. In particular the XPath 2 can match
multiple nodes in each page

2. being able to handle unseen pages

For these reasons, for each rule, we try to induce an XPath which can validate as much
machine-labeled examples as possible. This can be achieved by using disjunction over
HTML attributes usually used for CSS classes as demonstrated in the following exam-
ple:
.../TABLE/TR[@class=’allparams even’ OR @class=’allparams odd’]

Using one of these attributes is not always possible. The worst case is when we have
a different strict XPath for each node. In this case, the system builds multiple rules.
However, this case never happened on the web sites from our evaluation set.

4 Evaluation

4.1 Corpus

To the best of our knowledge, there is no available dataset to evaluate product feature
extraction from semi-structured product specifications found in recent e-commerce web
sites. We have considered evaluating the proposed approach using a cross-validation
method and the Icecat knowledge base. However due to text variability (as discussed in
section 3.3), this proved difficult, leading us to produce our own manual annotations.

We have created a novel collection of product features by downloading a sample of
nine major French e-commerce web sites: boulanger.fr, materiel.net, ldlc.fr, fnac.com,
rueducommerce.fr, surcouf.com, darty.fr, cdiscount.com and digit-photo.com. The
ldlc.fr web site changed its page template during our experiments so we evaluated our
method on the first and second version of this web site (resp. ldlc.fr (v1) and ldlc.fr
(v2)). This emphasizes an interesting aspect of our method which is its robustness to
structure changes: even if extraction rules change, product features are usually kept as
is. Thus, our method can readily induce new rules without human intervention.

For each web site, we have applied a clustering algorithm in order to group web
pages built from the same template (i.e. lists, search results, product details, etc. . . ).
Following Gottron [19], we have extracted “bag of paths” features from each web page
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(here, we consider “lazy paths” as described in section 3.4). Then, we have clustered
documents using the Mean Shift algorithm. For the purpose of this evaluation, we man-
ually selected the cluster containing product web pages from the set of clusters. Finally,
a gold standard was produced by randomly sampling 100 web pages from all categories
(e.g. Movies & TV, Camera & Photo, . . . ) and annotating product features (name and
corresponding value).

The final corpus is composed of 1 022 annotated web pages containing 19 402 feature
pairs.

4.2 Experimental Settings

For each web site, we ran our method as follows:

– We randomly chose 5-10 unseen web pages from randomly chosen categories
– We retrieved the corresponding feature sets from the Icecat knowledge base. Asso-

ciation between a web page and a feature set was achieved automatically by looking
at the product name and the page title

– We applied the proposed method and induced XPath extraction rules
– Finally, we applied those rules to our gold standard web pages in order to extract

product features

We have used standard metrics to assess the quality of our extractions:

– precision, defined as the ratio of correct features extracted to the total number of
features extracted

– recall, defined as the ratio of correct features extracted to the total number of all
available features.

4.3 Results

As shown in Table 1, our method offers very high performance. Most of the time, the
system gives a perfect extraction, due to a good templateness and little variability in
the whole web site. This proves that our initial hypotheses and the choice of the XPath
formalism were relevant. Actually, our custom formalism derived from XPath correctly
captures what is regular in templated web pages: HTML structure (tags) and attributes
(such as the ”class” attribute which provides rendering clues sometimes). Moreover,
dividing our extraction rules in three parts (see section 3.4) allows us to extract features
precisely and robustly which leads to high precision. Our sequential approach (specifi-
cation block detection, data structure generalization, name-value association) is a major
difference with previous methods that considered all text fragments in web pages. How-
ever, as it is clearly iterative, failure of one step of the method is irrecoverable which is
exactly why extractions on web sites 8 and 10 failed.

More interestingly, we observe mixed results on web sites 6 and 7. The lower recall
for web site 6 can be explained by a misrepresentative sample. The extraction rules do
not cover all existing HTML attributes that locate the specification block due to the
absence of examples while inducing the rules. The noise extracted for web site 7 is due
to the alignment hypothesis. In-depth analysis reveal that several table cells, aligned
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Table 1. Evaluation of product feature extraction

Input pages Pages Features Precision Recall
1 boulanger.fr 5 100 1 390 1.00 1.00
2 materiel.net 5 100 2 960 1.00 1.00
3 ldlc.fr (v1) 5 102 1 324 1.00 1.00
4 ldlc.fr (v2) 5 102 1 498 1.00 1.00
5 fnac.com 5 101 1 856 1.00 1.00
6 rueducommerce.fr 5 140 2 190 1.00 0.723
7 surcouf.com 5 102 2 125 0.76 1.00
8 darty.fr 5 127 2 917 # 0.00
9 cdiscount.com 5 48 1 271 1.00 1.00
10 digit-photo.com 5 100 1 871 # 0.00

Total # 1 022 19 402 0.97 0.77

Table 2. Impact on recall of increasing the number of input pages

Input pages Pages Features Precision Recall
6 rueducommerce.fr 10 140 2 190 1.00 0.723
8 darty.fr 9 127 2 917 1.00 0.94
10 digit-photo.com 10 100 1 871 # 0.00

Total (for all sites) # 1 022 19 402 0.97 0.87

with product feature names or values, are mislabeled. For instance, all features relative
to a computer screen are preceded by a “Screen” cell erroneously labeled as a feature
name.

We tried to overcome some of those problems by providing more input pages for
these sites. We decided to limit the number of input pages to 10 in order to respect our
initial goal to use few input pages. In fact, we made the hypothesis that SBS scores on
these sites were wrong due to a lot of differences in the DOM trees. The use of more
pages gives a more precise evaluation of text variability and increases the probability of
finding known features on web pages. Results shown in Table 2 and in-depth analyses
confirm this hypothesis.

On site 8, when providing only 5 pages as input, a block containing a lot of fea-
tures written in plain text was selected instead of the specification block. This problem
was avoided when more pages were provided. On site 6, recall did not increase which
means that there are still cases which we did not capture from our automatically labeled
examples.

Results for site 10 show another issue, which cannot be handled by our method re-
gardless of how many pages we use as input. The main context which leads to the failure
of the specification block detection is when we cannot compare the same segments on
all pages. Manual analysis of each step for this web site show that this case happened
here. In fact, we don’t have any specific HTML attributes (the usual ”id” and ”class”)
for locating web page segments, and there are different optional elements on each page
too. The combination of both leads to the comparison of different parts of the web
pages, thus giving a wrong measure of content variability. Moreover, the vote cannot be
done because equivalent blocks don’t have the same identifier on all web pages. Even if
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this case shows a clear disadvantage of our pipeline approach, average results indicate
that the idea behind the construction of a path based on the XPath formalism is still
relevant.

5 Conclusions

In this paper, we have tackled the problem of product feature extraction from e-commerce
web sites. Starting from a small set of rendered product web pages (typically 5 to 10),
our novel method makes use of a small external knowledge base and visual hypothe-
ses to automatically produce feature annotations. The proposed method, designed as
a pipeline, is composed of three subtasks: product specification identification, feature
matching and data structure recognition, and, finally, extraction rule induction. Those
extraction rules are then applied to extract new product features from unseen web pages.
We have carried out an evaluation on 10 major French e-commerce web sites (roughly
1 000 web pages) and have reported interesting results.

We are considering several leads for future work. First, as the proposed approach is
built as a pipeline, it offers high precision and no noise but a single failure leads to a
complete failure of the method. Thus, we will explore more global approaches which
could avoid such effect. In particular, as results show the importance of having a repre-
sentative set of web pages for inducing the extraction rules, we will develop a method
for building such sets. Secondly, we would like to induce feature value normalization
rules from several knowledge bases built from multiple web sites. Finally, while the
method is domain independent, which is an interesting property for large and cross-
domain web sites, we will focus our work on small web sites such as small specialized
portals.
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Abstract. Mining user’s expectations and interests has become the focus of many
Internet-based application providers, such as those operating in the areas of social
networks, search engines, e-commerce, and so forth. This is often accomplished
by means of explicit feedbacks requested to end-users, which might yield dis-
torted results due to the intrusive nature of this kind of approach. Thus, it would
be desirable using implicit feedbacks, provide that they faithfully reflect user’s
habits and expectations. In this paper we propose an approach to capture user’s
feedbacks from their interaction actions while processing a document, with par-
ticular emphasis on web documents. To this end, we propose a new model to
interpret mouse cursor actions, such as scrolling, movement, text selection, while
reading web documents, aiming to infer a relevance value indicating how the
user found the document useful for his/her purposes. We have implemented the
proposed model through light-weight components, which can be easily installed
within major web browsers as a plug-in. The components log mouse cursor ac-
tions that we have used as experimental data in order to validate the proposed
model. The experimental results show that the proposed model is able to predict
user feedbacks with an acceptable level of accuracy.

1 Introduction

Nowadays, the goal of many internet application providers is to collect feedbacks from
their users. Thus many modern internet applications frequently inquire their users ask-
ing them to provide feedbacks on the quality of provided services, or their trends and
expectations to help providers meet their needs.

However, this has often resulted in a continuous spoiling of users daily work, which
can potentially affect the accuracy by which they provide the requested feedbacks. This
is particularly true in social networks or in search engines. Thus, many researchers
have started devising methods for capturing users feedbacks in a non intrusive way.
For instance, several years ago many internet search engines have started analysing the
linked structure of the web in order to implicitly derive an index of the usefulness of
web documents. Page-rank is the most famous method using link structure analysis
[1]. The idea behind Page-rank algorithm is to exploit the macro-scale link structure
among pages in order to capture the popularity of documents, which can indirectly be
interpreted as an index of their quality. According to this approach, the popularity of
a page is determined on the basis of the size of a hypothetical user stream coming
to the page. However, link-based algorithms have currently many disadvantages [2].

J. Cordeiro and K.-H. Krempels (Eds.): WEBIST 2012, LNBIP 140, pp. 312–327, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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For example, they are vulnerable to spamming, and links may have several meanings or
purposes.

With the advent of Web 2.0, social bookmarking systems have started calculating
the popularity of a Web document as the total number of times it has been bookmarked,
which is interpreted as the number of users voting for the page. In the context of web
search engines, explicit ranking systems are more dynamic than Page-rank, and often
ensure shorter time for pages to reach their popularity peaks [3]. However, due to the
insufficient amount of bookmarked pages, it is not advisable relying on explicit ranking
systems alone. Furthermore, explicit ranking is subjective, since users need to explicit
vote a web content to rate it, and not all the web users are keen on voting each site
they visit. Thus, despite the rapid growth in the number of bookmarked pages, the com-
bination of link structure-based and social bookmarking-based page ranking measures
seems to be currently an optimal strategy.

Alternatively, methods that are able to implicitly capture user interests are potentially
more useful, since there is no noise in the ranking process introduced by subjective
evaluations [4, 5]. Thus, we have started exploiting methods for logging user interac-
tion actions in order to derive an implicit index expressing the web page usefulness with
respect to user interests. In particular, we propose a new model to interpret mouse cur-
sor actions, such as scrolling, movement, text selection, while reading web documents,
aiming to infer a relevance value indicating how the user found the document useful for
his/her purposes [6, 7].

We have embedded the proposed model in a ranking system for the web. In particular,
we have implemented the YAR (Yet Another Ranker) system, which re-ranks the web
pages retrieved by a search engine based on the relevance values computed from the
interaction actions of previous visitors. YAR ha been implemented by means of light-
weight components, which can be easily installed within major web browsers as a plug-
in (we used it experimentally with Google, but any other search engine could be easily
adapted). The implemented components capture mouse cursor actions without spoiling
user browsing activities, which enabled us to easily collect experimental data to validate
the proposed model. The experimental results demonstrate that the proposed model is
able to predict user feedbacks with an acceptable level of accuracy.

The paper is organized as follows. Section 2 describes the metrics for deriving the
web page relevance from mouse tracking logging data. An implementation of the pro-
posed metrics in the context of ranking systems is presented in Section 3. Section 4
presents an experimental evaluation with analysis of the results. A comparison with re-
lated work is described in Section 5. Finally, conclusions and future work are discussed
in Section 6.

2 The Metrics for Web Page Relevance

In order to compute the web page relevance value we consider several metrics. The
application of all these metrics will be used to produce a value between 1 and 5, as usu-
ally done in social bookmarking systems. In particular, we have defined the following
metrics:
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– permanence time,
– reading rate,
– scrolling rate.

The overall rate is obtained through a weighted sum of the considered metrics. Linear
regression has been used to find the weights for metrics that best explain the observed
user feedback.

2.1 Permanence Time

The Permanence Time (PT) is defined as the difference between the loading and the
unloading time of a web page. Obviously, PT is heavily influenced by the way the
user reads a text within a document and by the number of words composing it. Several
studies prove that there are different ways of reading a text, each corresponding to a
different speed, also depending on reader’s language and age [8]. Rates of reading are
measured in words per minute (wpm), and include reading for memorization (less than
100 wpm), reading for learning (100 – 200 wpm), reading for comprehension (200 –
400 wpm), and skimming (400 – 700 wpm).

In general, being aware of the reading style seems to be essential in order to correctly
relate the time the user spends on a page with his/her hypothetical interest. In spite of
all those kind of different reading strategies, the way user reads on the web seems to
be different with respect to the way they read a printed text. Usually, web users rapidly
find key elements of a document, and they usually highlight sections, paragraphs, and
keywords by using the mouse cursor. The web user only reads a small portion of a web
page, usually between the 20% and 28% of it [9].

Furthermore, experimental data show that web pages containing from 30 to 1250
words are read shallowly, and that the estimated time a user will stay on the web page,
before making a decision about its usefulness, is at least 25 seconds plus 4.4 seconds
for each block of 100 words [9].

Starting from these results, we define PT as:

PT =

{
pTm · (3/T refm) + 1 if pTm ≤ Trefm

pTm · (2/T refmax) + 4 if pTm > Trefm
(1)

where:

– pTm is the average permanence time and it is defined as pTm = (pw · 0.044)+ 25,
with pw representing the number of words composing the page;

– Trefmax is the maximum reference time and it is defined as
Trefmax = (pw/150)60. We assume the reading for learning rate (about 150
wpm in the average case) as its lower bound;

– Trefm is the average reference time.

Trefm is defined to support fast reading strategies, typical of web users, and when the
number of words is between 30 and 1250 [9]. Thus, for this kind of pages the Trefm is
defined as the average permanence time. However, for longer documents this equality
might be inaccurate. In these cases we redefine Trefm as:

Trefm = pw/vlett · 60 (2)
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where vlett is the reading speed rate corresponding to the selected reading strategy.
As default, we assume an average rate of vlett = 300wpm, which corresponds to the
reading for comprehension strategy.

In conclusion, we associate an average relevance value of 3 to a document on which
the user spends a time equal to Trefm. For a shorter permanence time the relevance
value is computed by using the average time as upper bound. In case of permanence
time greater than the average time, we use Trefmax as upper bound. In this way, the
metric is more sensible to the different reading strategies.

Notice that the resulting value for PT is in the range [1,∞]. However if it is greater
than 5, we reduce it to 5, because we have empirically verified that above 5 the user
interest does not increase considerably.

2.2 Reading Rate

A common user activity on the web is text filtering. As shown in many usability studies
performed by using eye tracking, users are often interested in some portion of the text,
and only in some of its contents [10]. S/he follows a “standard” reading schema, called
the “F” reading pattern. Thus, by analyzing the mouse activities, we can review the
same reading pattern, and use it to understand how much the page is useful to the user.

In particular, experimental data show that many users navigate through the page by
pointing with the mouse cursor near the rows they find interesting [11]. However, this
behavior is not common to all users. Alternatively, some users might highlight text
either to facilitate reading, to copy it, or just to print the selected portion. Obviously,
these can all be interpreted as measures of interest. Thus, we can use such mouse actions
to derive a measure, called Reading Rate (RR), estimating the amount of text the user
reads in the document, which is computed as:

RR = 5 ·
(rw + sw

pw

)
+ 1 (3)

where:

– rw is the number of words followed by the mouse cursor;
– pw is the total number of words in the document;
– sw is the total number of selected words.

Notice that the number of words followed by the cursor is added to the number of words
selected during the page exploration. In fact, often the user moves the mouse over each
selected word to facilitate reading. This can also be taken as a further demonstration of
user interest.

The resulting value for RR is also in the range [1,∞]. Thus, we normalize it in the
range [1, 5] for reasons similar to those used for PT value.

2.3 Scrolling Rate

During a navigation session the web user might not necessarily read all the contents
inside a page. Often, users scroll the page looking for interesting contents, or merely to
have a complete overview of it.

The main reasons to scroll a page are:
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– to navigate from the current section to the next one;
– to find a paragraph, or just some more interesting keywords;
– to skip the entire content of the page and reach a link to the next one, like for the

classic End User Licensing Agreements (EULA) pages.

We believe that scrolling should be considered as a measure of interest for page con-
tents. In other words, a relevant scrolling activity might witnesses that the user is in-
teracting with the web page, and that s/he has not left the browser idle, because s/he is
doing some other activity, leaving the value of the permanence time grow inappropri-
ately. On the other hand, a highly frequent scrolling activity might convey a low interest,
because the user might be skimming over the page without finding contents of interest
to him/her.

In these cases, we apply a penalty to the relevance value. To this end, we need to
measure the scrolling activities during the navigation. We call this measure Scrolling
Rate (SR) and define it as the following normal distribution:

SR = 4 ·
(
exp

[
− 1

2

(
x− μ

σ

)2 ])
+ 1 (4)

where

– x = (Nscroll/PT ) · 60 is the scrolling frequency expressed in terms of number of
scrolls (Nscroll) per minute;

– μ is the mean value (the peak of the curve), which represents the scrolling fre-
quency in case of high interest for page contents. We have empirically determined
an optimal value of 25 for this parameter;

– σ2 is the variance and it represents the range of scrolling frequencies revealing
some interest for page contents. We have empirically determined an optimal value
of 7.

Thus, the function SR contributes to increase the relevance value when the scrolling
frequency is in the range 25± 7, as also shown in Figure 1. Beyond such range there is
little interest, either because of too fast or reduced scrolling.

3 An implementation of the Proposed Metrics

Implicit feedbacks have a wide range of applications.
In this section, we present an implementation of the proposed metrics in the context

of web page ranking. In particular, we present the YAR system whose architecture is
depicted in Figure 2. It is based on a client/server model, where data concerning user
interactions are collected on the client side by the Logger, and evaluated on the server
side through the Log Analyzer. The Logger is responsible for “being aware” of the
user’s behavior while s/he browses web pages, and for sending information related to
the captured events to the server-side module. The latter is responsible for analyzing the
collected data, applying the metrics, and deriving relevance values to be successively
used for ranking purposes.

The following subsections provide details on the modules composing the YAR sys-
tem.
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Fig. 1. The SR function

3.1 The Logging Module

One way to collect data concerning users interactions is to track their eyes’ movements.
However, this would require the use of expensive tools, which would make it difficult to
run large-scale simultaneous experiments. Nevertheless, it has been shown that similar
results can also be inferred by tracking mouse movements. In fact, it has been experi-
mentally proved that in more than 75% of cases the mouse cursor closely approximates
the eye gaze [6, 7]. This important result suggests that mouse tracking might replace
eye tracking, allowing the extraction of many useful information about the user interest
regarding a web page. This finding is also confirmed by a recent study on the correlation
between cursor and gaze position on search result pages [11].

In light of the above arguments, our logging module tracks user interaction actions
through several devices, but it does not perform eye tracking. In particular, the logging
module tracks the overall and the effective permanence time over a web page, mouse
cursor movements, page scrolling events, text selection, and so forth. It is based on
the AJAX technology [12] to capture and log user’s interactions with a web system
through a pluggable mechanism, which can be installed on any web browser. Thus, it
does not require modifications to the web sites, or any other legacy browser extensions.
In particular, the architecture of the Logger is graphically represented in Figure 3.

It is structured in the following three main sub-components:

– Page handler: it handles page loading and unloading events.
– Mouse handler: it handles mouse events.
– Text handler: it handles keyboard related events.

These generic handlers could be overridden with ad-hoc specializations letting the sys-
tem filter different kinds of events, so that it can be adapted to many different application
domains.

An important property of the Logger component is flexibility. The JavaScript code
for event capturing may be dynamically configured in order to record several kind of
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Fig. 2. The YAR System Architecture

Fig. 3. The Logging Module

events occurring during the user navigation. Each class of events is handled by a specific
handler. Among the parameters that can be configured for the logger we have:

– list of events to capture;
– sub-set of attributes for each event;
– sections of the web pages (divs or table cells) to be monitored as event sources;
– time interval between two data transmissions from the client to the server;
– sensitivity for mouse movements (short movements are not captured).

By acting on these parameters we have the possibility to affect the size of the collected
data.

3.2 The Log Analyzer

The Log Analyzer is a server-side module providing two main functionalities: rating and
reporting. The former is accomplished by the Rater, which rates the currently opened
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Fig. 4. The rater’s overriding mechanism

documents by using data that the Logger has collected on the server during navigational
sessions. To this end, the metrics adopted for ranking depend on the application domain.
For example, we can derive metrics for web search applications, metrics to evaluate
usability of software systems, or to evaluate the satisfaction of a user while using an
automatic Help Desk system or an E-testing system. The overriding mechanism used to
specialize the Rater is illustrated in Figure 4.

The reporting subsystem ensures the access to the gathered data by means of domain
specific visual metaphors. In the web search context, this module uses a simple graphi-
cal pattern to show the rank produced by the ranker components, and mixes such results
with those provided by the underlying search engine. All the reporting facilities are ac-
cessible through a web-based application or as a service, as in the case of information
ranking.

3.3 Integration into SERPs

Thanks to the availability of reporting services, we can ask the system to provide the
relevance value for each link already visited by other users. Thus, apart from collecting
human computer interaction data, and calculating/updating the implicit rank, we inte-
grate the rank information within a Search Engine Report Page (SERP). In particular,
we show this in the context of Google search engine, but any other search engine could
be used.

The integration with SERP is done by means of the same technology used to log
user interaction data. We prepared a JavaScript function directly installed on the user
browser in the same way as we integrated the logging facilities. However, in this case,
instead of logging user interactions, the script scans the SERP and inquires the implicit
rank for each link it contains. Finally, the script modifies the Document Object Model
(DOM) of the web page in order to show the rank beside each result. In particular, the
rank is shown by using a simple visual metaphor by depicting as many Star” symbols
as the rank value. Thus, the system associates from 0 to 5 star symbols to each link.
After each search, YAR shows the new page instead of the standard SERP page, and
all the links originally found by the search engine are re-ranked by using the ranking
information, if available.

In Figure 5 we can see the Google SERP page (Figure 5(a)) and the YAR re-ranked
page (Figure 5(b)). In particular, the two pages result from the query: “html5 xhtml2”.
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(a) Google rank

(b) YAR rank

Fig. 5. Comparison of web search results without and with relevance values

Notice that pages that were in the middle of the original SERP, after YAR re-ranking
are positioned on the top of the list. This means that they better captured the interest of
users who had previously visited them.

4 Experimental Evaluation

In this section we validate the proposed implicit feedback measure through a user study.
The latter has a twofold goal. On one hand, we need to understand how the single
metrics should be weighted when deriving the global implicit feedback measure. On
the other hand, we need to evaluate the effectiveness of such measure. One way to do
this, is to compare the computed implicit feedbacks with respect to the user provided
ones.

4.1 Evaluation Method

The evaluation was accomplished by two independent groups of participants. They were
prescribed the same tasks. However, the first group (20 participants) exercised the sys-
tem in a basic configuration, and the results where used to derive an optimal parameter
settings for the proposed implicit feedback method. Based on such settings, the second
group (6 participants) produced results that were used to validate the effectiveness of
the proposed measure.
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Participants. We selected twenty-six participants between 22 and 31 years old. Six-
teen of them had a bachelor in computer science, four a technical high school degree,
two a gymnasium high school degree, two a master in linguistics, and two a bachelor
in chemistry. Nine of them were female and seventeen were male. All the participants
had sufficient computer and World Wide Web experience, and an average of 7.6 years
of searching experience. Each of them underwent a week time period of search experi-
ments.

User Tasks. In order to evaluate our system, we asked users to perform web searches
and to explicitly rate the usefulness of the retrieved web documents. Then, we needed
to compare such rates with those implicitly derived through the proposed approach.
However, given the magnitude of the web, to have a significant amount of experimental
data, we needed to narrow the scope of user searches in order to guide them towards a
restricted set of web contents. This has been accomplished by assigning users specific
web-quests [13]. A web-quest is a short description of a specific topic, on which a user
should write an essay by mainly investigating through web sources. They are frequently
used in e-learning contexts to give learners a clear purpose and objective when searching
through web sources of knowledge.

Ten web-quests in italian language were prepared for the experiment. They regarded
well-known topics such as for example retirement plans, anxiety, and coffee.

Each participant was requested to select three out of the ten available web-quests,
and to solve them. For each visited page, they were requested to express a vote repre-
senting how they judged the page useful to solve the specific web-quest. The votes were
expressed in a Likert scale [1, 5] where 1 represented not useful and 5 useful.

Instruments and Procedure. Each participant had his/her own computer on which
we installed the YAR software. The latter also included a module for expressing a vote
when leaving a visited web page.

Other than the twenty-six participants, six computer science students, one undergrad-
uate and five graduate, participated in the organization and supervision of experiments.
The undergraduate student prepared all the web-quests as part of her bachelor project,
whereas each graduate student was requested to select four participants, and had the
responsibility to conduct experiments with them in order to derive an optimal system
tuning. After one week of experiments, they had a meeting with us to analyze and dis-
cuss experimental data, and to reach an agreement on the proper parameter settings to
be used for the experiments with the remaining six subjects. The latter were selected
among computer science students attending a graduate course on web engineering. They
also worked one week, after which they had a final meeting with us to summarize and
analyze the experimental results.

System Tuning. The goal of system tuning was to construct a model that given in input
data on implicit user feedbacks was able to predict the explicit rate that would be given
by the user. To this end, a proper system parameter setting was derived by performing
a regression analysis in order to compute optimal weights for the single metrics: PT,
RR, and SR. In particular, we accomplished regression analysis on the following five
models:
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Model 1: r1 = α0 + α1 ·RR
Model 2: r2 = α0 + α1 ·RR+ α2 · SR
Model 3: r3 = α0 + α1 ·RR+ α2 · PT
Model 4: r4 = α0 + α1 · PT + α2 · SR
Model 5: r5 = α0 + α1 ·RR+ α2 · SR+ α3 · PT

Starting from the user provided explicit rates ri, the goal here was to derive appropriate
values for the constants αj producing an optimal combination of the metrics RR, SR,
and PT to achieve a value close to ri.

Table 1 presents the results of the regression analysis based on the experiment ac-
complished by the first group of twenty participants, which produced 650 data records.
The adjusted R2 values show the proportion of variance of the dependent variable,
namely the explicit rate of the subjects, with respect to the independent variables,
namely the proposed metrics. We can observe that by including all the three metrics
(model 5) we gain the maximum amount of variability of the dependent variables with
respect to the independent ones. We also observe that the single PT and SR metrics have
more impact on the variance than RR metrics. This means that the PT and SR are more
strongly related to the explicit rate.

Table 1. Regression results

Model adjusted R2 F-value p-value α0 α1 α2 α3

1 0.375 F(1, 648) = 390.39 <0.001 1.164 0.531 - -
2 0.571 F(2, 647) = 433.15 <0.001 0.649 0.538 0.291 -
3 0.592 F(2, 647) = 472.66 <0.001 0.570 0.291 0.387 -
4 0.693 F(2, 647) = 732.44 <0.001 0.220 0.422 0.349 -
5 0.857 F(3, 649) = 1293.42 <0.001 -0.126 0.372 0.340 0.337

Evaluation Metrics. The quality of the implicit feedback computed by YAR was eval-
uated by using the data produced in the second round of experiments, in which the
second group of six participants was requested to solve three webquests on the topics:
economy, politics, and healthcare. Afterwards, we have compared their explicit rates
with respect to the implicit ones by means of the Root Mean Squared Error (RMSE).

4.2 Results

The experiments performed by the second group produced a set of 213 data records.
Figure 6 shows the number of web pages visited by each subject to solve each web-
quest. Notice that for the same web-quest different subjects visited a highly variable
number of pages. Nevertheless, to this end, we can observe that some subjects tend to
follow their own trend. As an example, to solve each web-quest Subject 1 has visited a
number of pages in a restricted range from 6 to 12, whereas Subject 3 has visited few
pages except for web-quest 1.

Figure 7 shows the distribution of explicit rates for each subject. This figure allows us
to elicit the attitude each subject has exhibited while rating web pages. As an example,
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Fig. 6. Visited web pages per web-quest

Fig. 7. Distribution of rates per subject

Subject 4 has evenly assigned all the different available rate values, whereas Subject 5
has shown less variability by assigning all rates close to 3.

Table 2 shows the RMSE between the implicit feedback predicted through the pro-
posed model and the explicit rate provided by the subjects. We can observe that the
combination of all the three metrics produces the best performances, reducing the er-
ror to the minimum average value of 0.286. Moreover, as it occurred in the regression
analysis, also here the pairwise combination SR and PT produces errors that better ap-
proximate the best RMSE value based on all the three metrics, whereas the RMSE for
model 1 and 3 shows that not using SR metrics yields the worst performances. Similar
considerations hold by analysing RMSE for single subjects, except for Subject 1 where
the model 2 is worst than model 3.
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Table 2. The RMSE values for the analysed models

Subjects
Model All 1 2 3 4 5 6

1 0.800 1.109 0.787 0.772 0.762 0.693 1.019
2 0.460 0.719 0.458 0.427 0.447 0.458 0.472
3 0.709 0.688 0.686 0.764 0.771 0.647 0.837
4 0.300 0.410 0.283 0.312 0.490 0.298 0.301
5 0.286 0.283 0.250 0.257 0.339 0.283 0.279

5 Related Work

A well-known strategy to collect data concerning users activities is the think-out-loud
method [14–18]. However, this method is quite invasive, which can significantly in-
fluence user’s behaviour. Further, it is difficult to use it in practice, since it requires
considerable efforts in terms of staff personnel to analyze tape-recorded data.

In the scientific literature several other approaches were presented to collect data on
user activity [7, 19, 20], especially in the field of web usability studies. However, in
these cases the web-site codes need to be modified in order to capture the user interac-
tions, or it is necessary to change the web browser configuration by redirecting all the
traffic to an ad-hoc proxy system. All these solutions lack in scalability and cannot be
used in large scale experiments, conceived to potentially involve any web users.

One of the first uses of mouse interaction data is in the field of usability studies. Sev-
eral works exploit user interaction data in order to analyse user behaviour and improve
usability Cheese [7], MouseTrack [19], UsaProxy [20]. They all track user activities by
logging mouse movements, and produce some visual representation of gathered data
highlighting “more interesting” parts of a web page. These data provide useful insights
for web designer about the need to re-arrange the page layout in order to improve us-
ability.

With the increasing popularity of search engines several relevance measures have
been investigated [21, 22]. In particular, the increasing number of Social Bookmarking
systems have suggested that their advantages might be combined with “classic” search
tools. A prototype of a system combining Page-rank, social bookmarking ranking met-
rics, and general statistics of user “feelings” is described in [22]. In the same direction,
also Google has shown interest for social bookmarking as witnessed by the launch of
services like “SearchWiki” and “Google Plus”.

However, asking users to explicitly rate web page contents might somehow disturb
their activities, which can affect the reliability of the rates they provide. In order to
tackle this problem, many approaches have been proposed to implicitly infer user rates.
For instance, there are approaches on how to interpret click-through data accurately
[23–25], or to identify relevant websites using past user activity [26, 27]. Behavioral
measures that can be used as evidence of document usefulness include the display time
on documents, the number of clicks and scrolling on each content page, the number
of visits to each content page, further usage of content pages, time on search result
page before first click, and so forth [4, 28–31]. Our approach extends these ones by
introducing the reading rate metrics, yielding a threefold combination of rating metrics,
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which has so far proven to sufficiently approximate explicit user ratings. The impor-
tance of reading rates is also witnessed by several studies on the different strategies that
humans adopt during the process of reading [8]. By exploiting eye-tracking systems it
has been shown that web users adopt peculiar and original reading strategies [9, 10],
which differ from those used for printed text.

6 Conclusions and Future Work

We have presented a new model to infer user interests about web page documents from
his/her mouse cursor actions, such as scrolling, movement, text selection, and the time
s/he spends on the page. We have embedded the proposed model in the YAR system,
a ranking system for the web, which re-ranks the web pages retrieved by a search en-
gine based on the values inferred from the actions of previous visitors. YAR captures
mouse cursor actions without spoiling user browsing activities. This is an important is-
sue, because often users are not keen to explicitly rate the usefulness of retrieved web
pages, as requested in social bookmarking systems. In order to validate the proposed
model, we run several experiments involving a group of twenty-six selected subjects.
The results demonstrate that the proposed model is able to predict user feedbacks with
an acceptable level of accuracy.

In the future we would like to perform further investigations on how mouse move-
ments relate to user interests in the page contents. For instance, we would like to pro-
duce a classification of websites based on typical standard structures (e.g., news sites,
blogs, and so on), so as to differentiate the interpretation of mouse movements depend-
ing on the type of page being explored. Moreover, we are planning to log user actions
not only limited to a single web page, but also those related to a whole navigation sec-
tion. Thus, we also plan to analyse how the user navigates through the hyper-textual
structure of web documents, in order to derive their objectives and interests.

Regarding the experimental evaluation, this is an ongoing process, and there are
many issues that should still be faced in the future. First of all, although the results
seem to be encouraging, for a complete validation of the proposed model huge exper-
imental data would be necessary. In particular, the system should be used on a large
scale in order to track a conspicuous number of user interaction actions for a larger set
of web pages. Furthermore, the explicit rank is heavily spoiled by subjectiveness. Thus,
the distance between explicit and implicit ranks should not be the unique metrics to
measure the effectiveness of an automatic ranking system. For this reason, we are also
investigating alternative test criteria involving domain experts rather than naive users in
the explicit evaluation of web contents.

Finally, we would like to explore the application of our approach to other application
domains, with particular emphasis on usability studies and mash-up advising.
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Abstract. Powered by the emergence of information and communication tech-
nologies, governments and public administrations are nowadays offering online
services to facilitate the execution of governmental procedures. Citizens, busi-
nesses, and even governments themselves benefit from greater flexibility and
cost efficiency of such e-Government services. Recently, the increased mobil-
ity of citizens and the growing popularity of mobile communication technologies
has raised the need for mobile governmental services. Such services have be-
come known under the term m-Government. Interestingly, most m-Government
services still rely on SMS technology. Reasons for that are the simplicity, inex-
pensiveness and wide support of this technology. Despite these various advan-
tages, a lack of supported security features usually hinders SMS to be used in
transactional m-Government services, as these services have higher security re-
quirements. To bypass this issue, we propose a method to enhance SMS-based
m-Government services by means of electronic signatures. Our solution allows
citizens to generate, electronically sign, and deliver electronic documents by send-
ing well-defined SMS messages. We demonstrate the practical applicability of
our approach by means of a prototypical implementation. A detailed discussion
of different security aspects of our solution concludes this contribution.

Keywords: SMS, m-Government, Electronic signatures, SMS based services,
Austrian Mobile-Phone signature, Security analysis.

1 Introduction

In order to facilitate administrative procedures, governments and public administra-
tions all over the world have been offering e-Government services for several years.
E-Government services incorporate modern information and communication technolo-
gies to allow citizens to carry our administrative procedures over the Internet. During
the past few years, mobile computing and communication technologies have signifi-
cantly gained popularity. Governments and public administrations have reacted on this
trend and has started to complement e-Government services by mobile communication
technologies. These attempts have become commonly known under the terms mobile
government and m-Government.

m-Government solutions can be found all over the world in both developing and de-
veloped countries. Recent surveys on m-Government [5] [6] have revealed that a major-
ity of current m-Government services still rely on the rather simple SMS (short message
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service) technology. The popularity of SMS technology has several reasons. First, the
sending of SMS messages is often very cheap compared to other more powerful mo-
bile data transmission technologies. Various mobile network operators offer customers
special flat rates for sending text messages. Secondly, SMS technology is nowadays
supported by virtually every mobile phone and does not require powerful mobile data
networks. Thus, SMS based services are not limited to certain end-user devices but can
rather be accessed by all users possessing a mobile phone. This is of special relevance
in developing countries, in which the market penetration of smartphones in comparison
to mobile phones is still low and broadband mobile networks are often not available
in rural areas. Another advantage of SMS technology is its simplicity. Even technically
inexperienced users are able to send and receive SMS messages. Furthermore, no set-up
or configuration is required. SMS technology can be used out of the box similarly to
telephony.

The various advantages of SMS technology account for the wide range of SMS based
m-Government services. However, there are also drawbacks of SMS based solutions.
For instance, due to given technological limitations, SMS based services are usually
very simple. In most cases, these services are used to broadcast certain information to
citizens or to collect data from citizens. Few SMS based applications actually imple-
ment complete transactional services. Depending on the use case, transactional services
may have security requirements that can only be met by applying cryptographic meth-
ods. This is problematic in the context of SMS based services, for which the capabili-
ties of end-user devices are basically limited to sending and receiving of text based data
only.

In this paper we present an application that allows users to securely carry out com-
plete signature-based transactional services by sending SMS messages. The services
supported by our application include creation, signing, and delivery of electronic doc-
uments. Security requirements such as integrity of digital data and non-repudiation of
origin are met by integrating both advanced and qualified electronic signatures.

The remainder of this paper is structured as follows. Section 2 discusses related
work on SMS based m-Government services. We introduce basic concepts of electronic
signatures in Section 3. In this section, we also introduce a set of approved core compo-
nents, which our application partly relies on. In Section 4 we discuss architectural and
implementation details of our solution and show how it works in practice by means of a
concrete case study. Security issues of our approach are discussed in Section 5. Finally,
an outlook to future work is given and final conclusions are drawn.

2 Related Work

Although modern smartphones provide users a variety of different communication ca-
pabilities, SMS technology is still favoured all over the world [7]. The popularity of
SMS technology has led to a plethora of SMS based services. Also the public sector
tries to make use of SMS technology’s popularity. SMS based m-Government services
can already be found in various countries around the world. Comprehensive overviews
of existing SMS based projects and initiatives are given in [5] and [6].

SMS has played an essential role in developing countries for many years. Especially



Improving the Security of SMS-Based Services 333

in rural areas, reliable and powerful fixed-line communication networks are often not
available. Contrary, mobile communication networks are often well evolved even in
underdeveloped regions. Yet, they are limited to GSM technology most of the time.
The consequent restriction to telephony and text messaging has led to the development
of various useful SMS based services. For instance, the FrontlineSMS project1 aims
to improve communication capabilities in regions with underdeveloped infrastructures.
FrontlineSMS allows data exchange between remote entities (PCs, Laptop, etc.) based
on SMS messages. Another example for an SMS based service is Kenya’s BloodBank-
SMS project2. Due to missing reliable fixed-line communication networks, statuses of
blood banks are exchanged via an SMS based service between different hospitals.

There are various other SMS based services from the health sector available in de-
veloping countries. In South Africa, citizens can request location information on HIV
testing centres via SMS. Text to Change3 is a health education initiative that aims to
inform people in developing countries about diseases such as malaria or AIDS using
text messaging technologies.

In developed countries, reliable fixed-line communication networks are usually well
evolved. Mobile communication networks are thus just one out of multiple communi-
cation and information alternatives and mainly used to satisfy demands of the typical
western always-on society. Hence, SMS based services in developed regions differ from
those of developing countries in various aspects. In fact, most existing SMS based ser-
vices aim to improve convenience. For instance, in various European cities parking fees
can be paid via text messages4. In Norway, also tax declarations can be done with the
help of SMS messages5, which has significantly eased the entire tax declaration process
for citizens.

Various countries in both developing and developed regions make use of SMS to
broadcast relevant information to their citizens. For instance, in Venice, Italy, citizens
are supplied with flood warnings per SMS6. In London, UK, the Metropolitan police
forward bomb alerts and similar security warnings to registered citizens via SMS7. In
Australia, an e-mail and SMS based warning system8 has been set up, which alerts
citizens when forest fire has been detected near their homes.

So far, most SMS based services are rather informational than transactional. This is
reasonable since transactional services usually have higher security requirements that
are difficult to meet with SMS based approaches. Therefore, transactional services are
traditionally provided through web based approaches, which allow an easier integra-
tion of cryptographic methods. Unfortunately, there are scenarios in which web access
is not available and web based services cannot be accessed. In such scenarios, SMS

1 http://www.frontlinesms.com/
2 http://www.media.mit.edu/ventures/EPROM/research.html
3 http://www.texttochange.org/
4 http://www.handyparken.at/handyparken/home.seam
5 http://www.textually.org/textually/archives/2003/04/000349.htm
6 http://www.textually.org/textually/archives/2008/06/020298.htm
7 http://www.emergencysms.org.uk/
8 http://michael.tyson.id.au/2008/11/13/
firewatch-an-email-based-fire-warning-system

http://michael.tyson.id.au/2008/11/13/firewatch-an-email-based-fire-warning-system
http://michael.tyson.id.au/2008/11/13/firewatch-an-email-based-fire-warning-system
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based transactional services can be useful. The approach introduced in this paper im-
plements transactional services on SMS basis and incorporates electronic signatures to
meet security requirements of such services.

3 Background

Electronic signatures are perfectly suitable to meet the requirements for integrity and
non-repudiation of transactional e-Government and m-Government services. In this sec-
tion we discuss basic principles of electronic signatures and related legal aspects. As
the application presented in this paper relies on several components of the Austrian e-
Government infrastructure, this section also emphasizes the role of electronic signatures
in the Austrian e-Government.

3.1 Electronic Signatures

Electronic signatures are an important element of current e-Government infrastructures
and services. Electronic signatures rely on asymmetric cryptography and provide in-
tegrity of digital data and non-repudiation of origin. To harmonize legal aspects of elec-
tronic signatures throughout the European Union, the so-called EU Signature Directive
[3] has been enacted in 1999. The EU Signature Directive defines in detail the following
two types of electronic signatures.

– Advanced electronic signature ”means an electronic signature which meets the
following requirements:
• It is uniquely linked to the signatory
• It is capable of identifying the signatory
• It is created using means that the signatory can maintain under his sole control;

and
• It is linked to the data to which it relates in such a manner that any subsequent

change of the data is detectable”
– Qualified electronic signatures are advanced electronic signatures that are based

on qualified certificates and are created by a secure signature creation device. Re-
quirements for qualified certificates and secure signature creation devices are also
defined in detail in the annex of this directive.

The EU Signature Directive assures legal equivalence between qualified electronic sig-
natures and handwritten signatures and their mutual recognition throughout the Eu-
ropean Union. Enabling citizens to apply legally valid signatures, qualified electronic
signatures are an important component of many e-Government services. Citizens typ-
ically use smart cards or similar hardware tokens as secure signature creation devices
in order to create electronic signatures. However, some countries provide their citizens
also alternative approaches. For instance, citizens can use their mobile phones to create
qualified electronic signatures in Austria9 and Estonia10.

9 https://www.handy-signatur.at
10 http://www.id.ee/?id=10995&&langchange=1



Improving the Security of SMS-Based Services 335

In the scope of e-Government, electronic signatures are not only used by citizens.
Electronic signatures are also an important tool for public administrations to avoid me-
dia breaks and to facilitate the processing of administrative procedures. In many coun-
tries, administrative rulings are therefore electronically signed before being delivered
to citizens. Depending on the underlying technology, different kinds of electronic sig-
natures according to the EU Signature Directive are used for this purpose.

To meet the requirements of different use cases, our solution supports both advanced
and qualified electronic signatures. Calling on many years of experience, the Austrian
e-Government initiative provides several core components that ease an integration of
electronic signatures into e-Government infrastructures. In the following we introduce
some of these components, which our application partly relies on.

3.2 Electronic Signatures in Austria

Electronic signatures are a key concept of the Austrian e-Government. The use of elec-
tronic signatures within Austrian e-Government processes is facilitated by several core
components. Refer to [4] for a comprehensive overview of and introduction to these
components.

Citizens use qualified electronic signatures to authenticate at e-Government services,
to assure integrity of transmitted data, and to provide written consent in electronic pro-
cedures. Public administrations make use of advanced electronic signatures to improve
governmental back-office processes and to sign administrative rulings. In the following
we discuss core components of the Austrian e-Government initiative dealing with the
creation of electronic signatures. Some of these components are used by our SMS-based
application.

With the Citizen Card - the national eID - Austrian citizens can create qualified elec-
tronic signatures. Although the term Citizen Card suggests the use of smart cards, the
Citizen Card concept [1] is actually technology neutral and not limited to a certain
signature creation device. Currently, Austrian citizens can use smart cards and mo-
bile phones to create qualified electronic signatures. While smart card based signature
creation processes are used in various countries, the mobile phone based approach fol-
lowed in Austria is novel and especially of interest in the context of our SMS based
application.

The Austrian Mobile Phone Signature that has been discussed by Orthacker et al.
in [2] follows a centralized approach to carry out mobile phone based signatures. This
means that a central hardware security module (HSM) is in charge of creating electronic
signatures. The user’s mobile phone is solely used to authorize the signature creation
process with a mobile transaction number (mTAN). According to this approach, a cen-
tral service currently hosted by the Austrian certification authority A-Trust11 represents
the core component of the Austrian Mobile Phone Signature. A HSM is an integral part
of this central service. For security reasons, all Citizen Card private keys are encrypted
with the master key of the HSM and a symmetric encryption key, which is derived from
a secure password that is only known to the user.

11 http://www.a-trust.at/
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To start a signature creation process, users have to transmit their mobile phone num-
ber and their secure password together with the data to be signed to the central service.
This communication takes place through a secured web based interface. With the secure
password, the user’s personal signing key residing in the central HSM can be decrypted.
After successful verification of the secure password and decryption of the user’s sign-
ing key, a one-time password (TAN) is generated and sent to the user’s mobile phone
via SMS. To finally initiate the signature creation process, the user returns the obtained
TAN through the web based interface to the central service.

The security of the Mobile Phone Signature basically depends on the second, non-
web based mobile communication channel that is used to transmit a secure TAN to the
user. Similar to smart card based approaches, also the Austrian Mobile Phone Signature
relies on a two-factor authentication scheme. The factor knowledge is covered by the
user’s secure signature password. Additionally, the factor possession is considered by
sending a TAN to the user’s mobile phone. This way, the service verifies whether the
user is the person she claims to be.

The Mobile Phone Signature facilitates the creation of qualified electronic signa-
tures for Austrian citizens. Public administrations often rely on advanced electronic
signatures, which are better suited for automated signature creation. To facilitate sig-
nature creation processes for Austrian public administrations, a server-based signature
creation module has been developed. This module is called MOA-SS12 and enables the
creation of advanced electronic signatures using preconfigured software keys.

To improve security and reliability, the SMS based m-Government application we are
presenting in this paper relies on core signature components, which are provided as open
source modules by the Austrian e-Government initiative. Our solution incorporates both
the Mobile Phone Signature and MOA-SS to integrate creation devices for qualified
and advanced electronic signatures. This way, our application basically supports two
different levels of security, advanced and qualified electronic signatures according to
the EU Signature Directive. We will discuss security implications of this approach later
in this paper.

4 Implementation

The basic objective of our application is the implementation of SMS based transactional
procedures. In our solution, a procedure defines a process including the generation,
signing, and delivery of electronic documents. To meet possible security requirements
of such procedures, our solution incorporates electronic signatures. In this section we
present the architecture and the general process flow of our solution. To appropriately
illustrate our application’s functionality, we finally discuss a concrete procedural use
case supported by our solution.

4.1 Architecture

The limiting factor of SMS based services defines the end-user’s device, which is ba-
sically restricted to sending and receiving of SMS messages. Most functionality of our

12 http://egovlabs.gv.at/projects/moa-idspss/
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Fig. 1. Architecture and basic building blocks of the presented application

application cannot be modeled via SMS messages and thus has to be outsourced to an-
other component. Therefore, our solution relies on a central web application implement-
ing the main functionality. The central web application makes use of several external
components to implement the desired processes.

Figure 1 shows the basic building blocks of our solution. The central web application
defines the core component and basically implements all business logic. Users interact
with this web application through an external SMS gateway that translates SMS mes-
sages into XML based requests and vice versa. By sending appropriate SMS messages
users can electronically create, sign, and deliver documents. All this functionality is
basically covered by the web application’s business logic.

Our solution supports two alternatives to sign a created document13. Qualified elec-
tronic signatures can be carried out using the Austrian Mobile Phone Signature. Al-
ternatively, documents can also be signed using a central MOA-SS module being an
integral component of the central web application. This approach allows for the cre-
ation of advanced electronic signatures.

The web application also features a web based user interface. Through this inter-
face users can review and inspect their documents that have been previously processed
via SMS. Additionally, administrators can carry out maintenance tasks through this
interface. The web based access to the central web application is protected by a two-
factor authentication scheme. Again, we rely on an approved core component of the
Austrian e-Government landscape to implement secure user authentication. The open
source module MOA-ID14 encapsulates functionality needed to securely authenticate
users by means of a two-factor authentication based on the Austrian Citizen Card con-
cept. Similar to MOA-SS, MOA-ID is an integral component of our central web appli-
cation.

To facilitate the delivery of signed documents, the web application is also connected

13 The documents created follow the PDF standard.
14 http://egovlabs.gv.at/projects/moa-idspss/
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to an external SMTP server. However, the generic design of our solution guarantees that
also other types of delivery such as registered or certified mail could be used.

4.2 Interfaces and Process Flows

Our application basically provides two different user interfaces. On the one hand, users
can communicate with the application by exchanging SMS messages. This interface is
mainly used to process procedures. On the other hand, the application can also be ac-
cessed through a web based interface. This interface is mainly intended for document
inspection and maintenance tasks. The processing of procedures through the applica-
tion’s SMS based interface consists of the following steps:

– Document Creation. A user starts a procedure by sending a well-defined SMS
message. This message contains the unique identifier of the procedure to be pro-
cessed. A PDF document is created based on a template that is assigned to the se-
lected procedure and on dynamic data defined by the user. This data is transmitted
to the application via SMS together with the procedure’s unique identifier.

– Document Signing. The document is signed either by the external Mobile Phone
Signature or by the central MOA-SS signature module. Depending on the chosen
method either a qualified personal citizen signature or an advanced electronic server
signature is created. The user selects the desired signature method by SMS. If the
user chooses the Mobile Phone Signature, a TAN is sent to the user’s mobile phone
during the signature creation process. This TAN has to be forwarded manually to
the central application via SMS.

– Document Delivery. The document is delivered to configured recipients. Different
recipients can be defined for each procedure. After successful delivery, the docu-
ment is stored in a central database for later inspection. The user is notified about
the successful processing of the document via SMS and e-mail.

Besides the SMS interface, the application can also be accessed through a web based
interface. The set of functionality provided through this web interface actually depends
on the user’s assigned rights. Standard users can use the application’s web interface for
the following tasks:

– Account Creation. In order to use the application, users need to register and create
a user profile containing mobile phone number and e-mail address.

– Register to Procedures. The application allows the dynamic definition of different
procedures. Users must register to defined procedures before using them.

– Inspect Documents. Documents created during the processing of procedures can
be inspected and downloaded through the application’s web interface.

Users with assigned administrator rights can additionally access the following functions
through the application’s web interface:

– Define Procedures. System administrators can define new procedures by choosing
an appropriate identifier and a suitable PDF template. Additionally, predefined re-
ceivers can be selected to receive newly created and signed documents. Also data
that has to be provided by users during the document creation process can be de-
fined.
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– Application Maintenance. Application maintenance involves for instance the ac-
tivation and deletion of user accounts.

4.3 Case Study: Sick Note

The reporting of absence from work due to sickness is one out of many scenarios that
comply with the above mentioned general process flow. In the following we illustrate
the functionality of our application by discussing the sick note procedure in more detail.
Although this is actually not a typical m-Government procedure, its simplicity makes it
perfectly suitable to demonstrate the capabilities of our approach.

Basically, the implemented sick note procedure allows employees to generate, sign,
and deliver sick notes to their employer. Using our applications, sick employees can re-
liably report their absence simply by sending SMS messages but still having the guaran-
tee and non-repudiation property of electronic signatures. The entire procedure requires
the following steps to be carried out.

Definition of Procedure. Before a procedure can be used, it has to be defined first.
Procedures can be defined by users with administrator rights through the application’s
web based maintenance interface. Once a procedure is defined, users can register to this
procedure and use it.

A procedure basically specifies a type of document that may be generated and signed
by users during a transaction. Amongst others, a procedure is defined by the following
information:

– Unique identifier
– List of key words, which have to be transmitted by the user via SMS, and which

are included in the generated document
– List of receivers of completely signed documents

Considering our concrete case study, the procedure that supports the SMS based gener-
ation of sick notes comprises the following specifications:

– Unique identifier: SICK
– List of key words: FROM
– List of receivers: DEPARTMENT HEAD, PERSONNEL OFFICE

Figure 2 shows the web interface that can be used to define new procedures. Amongst
others, this interface allows the assignment of receivers and key words. Receivers and
key words can by defined via similar web based interfaces.

Registration. Users must register through the web application’s web interface in order
to gain access to the application. Therefore, users are securely authenticated using a
two-factor authentication scheme based on the Austrian Citizen Card concept.

During the registration process, a user account is created, which contains required
user related data such as user name and mobile phone number. To avoid misuse, newly
created user accounts must be organisationally verified and manually activated by sys-
tem administrators.
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Fig. 2. Web based interface for the definition of new procedures.

Fig. 3. Web based interface allowing users to register to available procedures.

As soon as the user’s account is activated, she may register to procedures that have
been previously defined by system administrators. This registration takes place through
the web interface shown in Figure 3. The registration for procedures is only required
once. After successful registration no further web based interaction with the application
is required.

Document Processing. The processing of procedures represents the main use case
of our application and is completely carried out via the application’s SMS interface.
To start the process flow (i.e. to create a sick note), users send an SMS to the web
application. The SMS contains the unique identifier of the corresponding procedure
(i.e. ’SICK’) and a list of key words (i.e. ’FROM’) with associated key values (e.g.
’2011-11-01’) that have to be provided for this procedure.
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As the application supports two signature creation alternatives, the user’s preferred
signature method must also be included in the SMS message. If the user desires to sign
the document to be generated by the Server Signature Module MOA-SS, the key word
’server’ has to be appended to the SMS message. If the user prefers the Mobile Phone
Signature approach, the user’s Mobile Phone Signature password has to be appended
instead.

Reconsidering the sick note example, a user could send the following text message
to start the process flow and sign the document using the Server Signature Module:

SICK*FROM:2011-11-01*server

To generate the same document (sick note) but sign it with the Mobile Phone Signature,
the following SMS message has to be sent:

SICK*FROM:2011-11-01*<password>

In this example, ’<password>’ denotes the user’s personal password for the Mobile
Phone Signature service. In this scenario, a signature creation request is sent to the
Mobile Phone Signature. The user receives a mobile TAN during the signature creation
process. This TAN has to be forwarded to the web application via SMS. In order to com-
plete the signing process, the central web application forwards the TAN to the Mobile
Phone Signature for verification.

Irrespective of the chosen signing method, the signed document is finally delivered
to all configured receivers of the procedure. According to the definition of the Sick Note
procedure, the created and signed sick note is sent to the department head and to the
personnel office. The user is notified about the success of the document processing by
SMS and e-mail.

Figure 4 illustrate the SMS based user interaction from the user point of view. In
the shown example, the user requests the creation of a sick note indicating a sick leave
that starts on 2011/11/21. Furthermore, the user selects the MOA-SS based signature
creation method by adding the key word ’server’. The application notifies the user via
SMS after having created, signed, and delivered the sick note.

Document Inspection. The whole process of document and signature creation is basi-
cally carried out by the central web application. Since users communicate with the web
application via SMS only, created and signed documents cannot be accessed imme-
diately. To guarantee an appropriate degree of transparency, the application stores the
signed document in an internal database for later inspection. Previously generated and
signed documents can be accessed via the application’s web interface. Again, access to
this interface and to own documents is protected by a secure two-factor authentication
scheme.

Figure 5 shows the web based user interface. The left area contains a list of available
documents. Details of the selected document are displayed in the main area. Details
include document related data and the document’s processing log. Available PDF files
can be downloaded by clicking the displayed PDF icons.
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Fig. 4. SMS message exchange during processing of procedure

Fig. 5. Web based interface allowing users to inspect documents

5 Security Analysis

This section discusses aspects, which may have an impact on the security level of SMS-
based procedures. Security considerations have been made during the conceptual design
of the main architecture and also during the prototypical implementation.

5.1 Omission of Communication Channel

The traditional Austrian Mobile Phone Signature uses a two-factor authentication mech-
anism based on two communication channels. This means that on the one hand mobile
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phone number and signature password entered in a web form ensure knowledge and on
the other hand the correct TAN sent by SMS ensures proof of possession. Hence, if the
phone is stolen, without knowing the signature password a signature creation process
cannot be initiated. In contrast, the purely SMS based procedures proposed in this paper
have just one communication channel, the mobile phone. Even if a pure SMS based so-
lution may increase usability, a single communication channel inevitably decreases the
security level. If the used mobile end device is infected with malware, the use of a single
communication channel may become critical as both signature password and TAN are
transferred via the same device. This issue is discussed in more detail in Section 5.5.

5.2 Security of Intermediary Components

In case of the Austrian Mobile Phone Signature, the TAN is directly exchanged between
the user and the Mobile Phone Signature service. Several intermediary components are
involved in case of SMS based procedures. It is necessary that all these components
fulfil certain security requirements to protect the TAN from disclosure. The security of
the whole system is just as strong as the weakest link. This does not only concern the
components itself, but the inter-component communication as well. For example, an
intermediary component using GSM may threaten the security of the whole system due
to known vulnerabilities of GSM [9].

5.3 Signature Password Handling

When using the Austrian Mobile Phone Signature in SMS based procedures, the appli-
cation requires the user’s password to create the signature. The only possible way is to
transmit the password within an SMS from the user to the application. This approach
has two drawbacks. First, it requires full trust in the application and intermediary com-
ponents. A malicious SMS gateway could intercept signature passwords and exploit
them in an abusive way. A second problem is the sending of the user’s signature pass-
word over the same channel as the TAN. This is a heightened security risk because if
the channel is compromised, also the signature process might be compromised. Users
are also advised to delete their sent SMS messages from their mobile phones frequently.
Otherwise, the secure signature password may appear in locally stored communication
histories and get compromised if the device gets lost or stolen.

5.4 Display of Signature Data

According to the Austrian Signature Act, involved technical components must ensure
that the signed data can be displayed to the signatory upon request. When using the
Austrian Mobile Phone Signature in the user’s web browser, this functionality is pro-
vided. Support of this feature is more difficult with our SMS based approach as only
text based data can be displayed by SMS technology. However, this does not render
application of our approach impossible, since our solution relies on the Austrian PDF
signature standard PDF-AS [8]. PDF-AS allows the text based signing of PDF docu-
ments, i.e. only the extracted text is signed. This text could also be displayed in one or
more SMS messages. This feature is not yet supported in our prototype implementation,
but can be added easily if required.
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5.5 Malware

Traditional mobile phones with limited functionality can usually be considered as
secure. This assumption does not apply to smartphones. Since smartphones can be
extended and equipped with arbitrary additional software called Apps, they are more
vulnerable to different kinds of malware. Apps may get rights to access various parts
of the phone’s functionality, e.g. including SMS capabilities. This way, an App may
intercept unnoticedly incoming or outgoing SMS messages. This is the reason why it
can be problematic to enter the signature password on a smartphone. Having caught the
password and being able to unnoticedly intercept incoming SMS messages, malware
could theoretically create qualified electronic signatures with legal value on behalf of
the user.

5.6 Identity Spoofing

Another critical security target is spoofing of the user’s identity. SMS spoofing15 is a
common and legitimate technique offered by phone providers so that SMS messages
appear to originate from a particular company (name) or a particular phone number.
However, the technique can illicitly be used to impersonate another person or company.
This way, an attacker may trigger SMS based procedures on behalf of the user. The
issue becomes critical if the procedure does not use any confirmation TAN, for example
if the user initially triggers the procedure via SMS and the remaining part is processed
on the server side (including the generation of the signature).

6 Future Work

The conducted security analysis revealed several security issues that have to be consid-
ered in future work. One key issue that has been identified is the vulnerability of the
exchanged SMS messages and the integrity and confidentiality of the data contained
within these messages. Hence, in a first step we attempt to identify and test different
approaches to overcome this issue.

The weakness of the encryption schemes used by the GSM protocol has already been
shown by Barkan et al. in [9]. The identification of weaknesses in the GSM protocol has
raised the demand for appropriate mechanisms to guarantee secure GSM based com-
munications. Various approaches to satisfy this demand have already been introduced.
A comprehensive overview of current approaches to enhance the security of SMS is
given by Medani et al. in [13]. Most known approaches make use of cryptographic
methods to assure confidentiality and integrity of exchanged SMS messages. For in-
stance, Lisonek and Drahansk [10] enhanced the security of SMS messages by using
asymmetric cryptography. Another method relying on both symmetric and asymmetric
encryption schemes has been proposed by Anuar et al. [11]. In [12] a hybrid crypto-
graphic scheme has been introduced to meet given security requirements.

All these methods are basically able to enhance the security of data being exchanged
via SMS. However, all these solutions also add a certain amount of complexity and re-
quire the incorporation of additional components. For our prototypical implementation

15 http://www.smsspoofing.com/
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we have therefore omitted all security enhancing features. A detailed evaluation of ex-
isting security enhancing approaches and their integration into our solution is therefore
regarded as future work.

Besides the general weaknesses of the GSM protocol, malware running on mobile
end devices has been identified as second key issue regarding the security of our so-
lution. Due to their comprehensive software management facilities, especially modern
smartphones are known to be prone to malware. We are currently working on the de-
velopment of practical means and methods to detect malware on smartphones in order
to ensure a secure and trustworthy execution environment for security sensitive mobile
applications. We plan to integrate outcomes of these attempts into the SMS based docu-
ment processing solution presented in this paper in order to enhance its overall security.

7 Conclusions

In this paper we have presented an SMS based application that makes use of advanced
and qualified electronic signatures to meet security requirements of transactional m-
Government services. Our application allows users to dynamically create, electroni-
cally sign, and deliver PDF documents on a pure SMS basis. Tests have shown that our
solution allows documents to be created, singed, and delivered within a few seconds.

Although being fully functional, the presented application is still in a prototypical
state. The basic goal of this prototypical implementation was to evaluate whether an in-
tegration of electronic signatures into SMS based services is technically feasible. Defi-
nitely, our application shows that this is basically possible.

The security of the presented approach has been continuously assessed during de-
sign, implementation, and practical evaluation. Malware running on mobile end devices
and general weaknesses of the GSM protocol have been identified as key issues regard-
ing the overall security of our solution. The identified challenges need to be faced and
overcome, before the presented solution can finally be set into productive operation.
The development of appropriate counter measures to the identified threats is an ongo-
ing activity. The integration of the outcomes of this activity into our solution is regarded
as future work.
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Abstract. This paper introduces a novel approach on how to integrate commu-
nication services into Web applications running in the browser. The solution is
based on two major design decisions: To resolve the need for a business-to-
business (B2B) relationship between Web provider and communication service
provider, and to distribute the Model, View and Controller components of an
application across different processes. Our approach helps to answer the ques-
tion on how to efficiently integrate network operator’s assets into applications
from over the top (OTT) players. The separation between application control by
the Web page and the actual command execution by the native capabilities of
the user device opens new opportunities for global reachability of telco services,
easy deployment and re-deployment of applications with zero configuration need
for users and developers as well as privacy protection by keeping sensitive data
within the user domain, e.g. the user’s communication device.

Keywords: Convergence, VoIP, Browser-APIs, SIP, IMS, HTML5, Websockets,
Real-time Communication.

1 Introduction

More and more innovative applications created for the Web are integrating typical telco
services. Users in turn, get accustomed to the business model of the Web and perceive
telecommunication services offered outside the web context as reliable and of high
quality although being a bit old fashioned, detached from the social web community
and too technical. Application developers concentrate on globally marketable prod-
ucts with simple and unified interfaces. Telcos, even when operating globally, serve
a smaller community compared to Google, Apple, Facebook or other over the top ser-
vice providers. They struggle to unify their activities to participate in the application
business and to avoid becoming only bit pipes.

Therefore, the following question needs to be answered: How can telco assets be ef-
ficiently and commercially feasible integrated in applications from over the top (OTT)
players? Or, to put it down in a more provocative statement: OTT players providing Web
applications use other OTT player communication technologies to accomplish their ser-
vices. How can operators achieve that Web applications from OTT players and content
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providers preferably use their communication services? In order to make this possi-
ble the ”Advanced Prosumer Service Integration Intelligence” project, called APSINT,
provides a software architecture that integrates seamlessly into the mobile operators
network infrastructure.

Telco operators do a good job in reliability, quality of service, network convergence
and interoperability when it comes to connecting people by text, voice and video. On
the other hand operators lack in offering their services globally and easy to be used by
Web developers and in delivering simple yet powerful human interfaces to end-users.
The APSINT architecture resolves the need for B2B relationships between operator and
application providers and developers for them to use operators services. This is done by
introducing the user as a man-in-the-middle between telco service and Web page. While
browsing a Web site, pages rendered in the users browser will use communication fa-
cilities of the local device but which are programmed and controlled by Javascript code
within the Web page. By this way the users B2C business relationship to the telco is
acting on behalf of a B2B relationship between Web application and operator. This sep-
aration between control (by the Web page) and actual execution (on the user’s device)
has the advantages of (i) global reachability of telco services, (ii) easy deployment, (iii)
zero configuration need for user and developer as well as (iv) privacy protection as there
is no need for the user to share authentication credentials with Web pages for 3rd party
service usage.

The remaining paper is organized as follows: Section 2 provides an overview over
related work in this area, Section 3 describes our solution and architecture, Section
4 provides implementation details, Section 5 discusses our outcome and experiences
made while evaluating the prototype and finally Section 6 gives an outlook on further
work.

2 Related Work

This section aims to introduce and compare existing solutions to enable mobile browser-
based communication. There are two main approaches to realize real-time communica-
tion via the Web browser. The first one (A) takes advantage of remote communication
services offered by 3rd parties via the Web. In this case, as mentioned in Section 1, a
B2B relationship is needed between the developer of the Web site and the telco. Ap-
proach (B) utilizes communication capabilities available at the client device (e.g. smart
phone).

As depicted in Figure 1, method (A), the developer of a Web site uses a well de-
fined Javascript library to access server side communication features (e.g Tropo [1]).
Real-time communication is initiated by sending an HTTP request to the Web server,
which establishes a network initiated call between the two users. Another approach to
enable media handling in the browser is to use Adobe’s generic Flash Plugin, which is
more flexible as almost every browser is Flash enabled. This way it is possible to stream
media directly to and from the browser. However Adobe announced in a blog post [2]
that they will discontinue the development of their mobile Flash plugin because of the
increasing popularity of HTML5.

Looking at method (B) as shown in Figure 2, a common solution to integrate lo-
cal telephony features into the browser is via plugins for already installed applications



Integrating Communication Services into Mobile Browsers 349

3rd

party

Web
Smart 
Phone

Smart 
Phone

1) request

2a) initiate 2b) initiate

3) established

Web 
Browser

Fig. 1. Communication initiated remotely (method A)

Smart 
Phone

Smart Phone

2) initiate

3) established

Web Browser

Local App

1) request

specific Plugin

Fig. 2. Communication initiated locally (method B)

like Skype. This way the user can access the locally installed application via the Web
browser. Main drawbacks for plugin-based solutions are: (i) only browsers with the
plugin installed are supported, (ii) media (e.g. voice) cannot be handled by the browser
directly, (iii) the communication software has to be installed at the client, and (iv) most
plugins are not available for mobile browsers.

A hybrid solution of (A) and (B) is offered by Sipgate [3]. Sipgate is using a browser
plugin to interface with their locally installed softphone, but offers also the integration
of SIP based hardware phones. Thus by using the Sipgate plugin, it is possible to trigger
calls either originated locally, or remotely at the 3rd party infrastructure at Sipgate.

Integration with the existing communication provider as for method (A) has the ob-
vious advantage of an easy way to achieve terminal connectivity, quality of service
and interworking with other services to provide users with a mature solution. The ob-
stacles of this approach are resulting as mentioned from the necessity to enter into a
B2B relationship with every provider who would like to enable browser based real-time
communication for his users. APSINT’s goal was exactly to remove this obstacle. The
proposed solution is generic enough to be applied with different types of telecommu-
nication architectures, e.g. VoIP. Special attention was paid to integration with the IMS
architecture. IMS is the most advanced carrier-grade service delivery architecture which
becomes the standard used by all mobile network operators.

Lately a couple of people pushed the standardization of browser based APIs to ac-
cess local mobile device capabilities including real time communication. A team from
the Mozilla foundation started to work on their WebAPI [4] which allows access to tele-
phony and messaging APIs via JavaScript, besides that WebAPI also offers interfaces to
battery status, contacts, camera, filesystem, accelerometer, and geo-location. WebAPI
can control local communication, but audio is not handled in the browser.
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Furthermore, [5] suggest a system that uses an architecture similar to the one pre-
sented in this paper. They also envisioned the possibility to deploy such software either
locally on the client or remote at a server. However their Web-IMS cooperation is based
on flash plugins and transcoding of media. Our solution presented in this paper does not
need any modification or additional plugin in a browser and uses HTML5 instead. Also
transcoding is not necessary in our solution.

Another initiative is W3C WebRTC [6], whose main purpose is to enable streamed
real-time communication from and to the browser without interacting with local device
capabilities.

3 Our Solution and Architecture

This section gives an overview of the APSINT architecture. Its components and in-
terfaces are depicted in Figure 3. An APSINT enabled Web site is downloaded from
Webserver A via a standard HTTP connection (a). A Web browser, running on a smart-
phone, renders and executes a Javascript (JS) as soon as it is downloaded to the client.
The developer of the Web site can easily integrate real-time communication by just
using JS API calls. The APSINT.js connects to the endpoint via local Websockets (b).
This communication is transparent to the Web site developer. There is a 1:1 relationship
between Web browser and endpoint. Only one Web site can connect to the endpoint
at the same time. Usually this is the last page which sent a communication request to
the endpoint. In case of an existing session (e.g. an active call) the Web site used to
initiate/terminate the call would keep full control over the endpoint. The phone’s local
features are accessed via the endpoint which uses device specific APIs (c) e.g. for SMS
messaging or circuit-switched (CS) voice calls. An interface (d) connects the endpoint
with the Telco operator. In our case this is realized via SIP/IMS signaling.

3.1 APSINT Protocol

The software architecture of APSINT is shown in Figure 3, which contains the end-
point component to link communication between a Web browser and a signalling stack
for real-time communication such as SIP. In general the endpoint must implement asyn-
chronous event driven communication between Javascript on browser side and the SIP
stack on the other side. Browser side communication is interfaced by Websockets [7]
as the transport protocol for bidirectional message delivery to and from the SIP stack.
Websockets avoid strong binding of the endpoint to the browser on the one side, like
with browser specific plugins, and minimize protocol specific overhead on the other
side, as it is the case when long polling is used.

The Websockets protocol as proposed in [7] enables Web browsers to establish a
bidirectional channel to servers by upgrading a HTTP connection using an initial hand-
shake. In APSINT the endpoint software component is required to implement a Web-
socket server, while the client side of Websockets is implemented by Web browsers.
As the Websockets protocol is part of the HTML5 standard all major browsers offer a
Websocket client. Hence the APSINT solution benefits from bidirectional connections
and the low latency of the Websockets protocol while making browser specific plugins
obsolete.



Integrating Communication Services into Mobile Browsers 351

Smart Phone  A
Webserver

A
Web Browser

APSINT.js

A.html,
A.css / A.js

Websocket
Client

Endpoint

Stack
e.g.: 
SIP

Websocket
Server

Device 
HW

MSG

GPS

(a)

(b)

(c)
Telco

Provider

(d)

Fig. 3. APSINT System Architecture

In the APSINT endpoint the Websocket server and the SIP stack run independently
in their own event loops. Messages originating from Javascript are received by the Web-
socket server stack and passed over to the SIP stack in an asynchronous manner. In the
opposite direction SIP events are interpreted by the SIP stack and passed as messages
to the Websocket server service.
Messages originating from Javascript are

– RESERVE, Web page is registered to the endpoint,
– INITIATE, call is initiated by the Web page,
– MESSAGE, message is sent by the Web page,
– END, call is ended by the Web page.

Messages originating from the SIP stack consist of

– CALL EVENT, triggers various events in a call session,
– STATUS, forward states of endpoint and SIP stack to the registered Web page,
– MESSAGE, forward received message by SIP stack to Web page,
– END, ending call session by remote party.

The APSINT architecture relies on SIP for signalling purposes. Although other sig-
nalling protocols exist, SIP was adopted by most telephony providers in connection
with IMS. Hence for the APSINT endpoint it is necessary to integrate a SIP stack to
make use of the telco IMS infrastructure. The SIP stack is an integrated service of
the APSINT endpoint running uncoupled from the Websocket service, to provide asyn-
chronous event triggering coming from the SIP layer. Furthermore the SIP stack service
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Fig. 4. APSINT Javascript Call Objects

controls the media engine within the APSINT endpoint. The media engine is respon-
sible for receiving and transmitting RTP media streams, and to play ring tones and
ringback tones when triggered by the SIP stack.

3.2 Javascript Library and API

The APSINT Javascript library and API (apsint.js) is composed out of a set of object
types and their relations as shown in Figure 4. A Web page would obtain a single end-
point object (ep) on successfully reserving the endpoint service. This ep object may
be used to initiate new calls or sending messages. As well, call backs to be overriden
by the Web page will inform about incoming calls and messages.

Initiating a new call via the ep object will instantiate a new outgoing call object oco
which is handed over to the Web page. One oco object per call session will exist. Same
as for the ep object the Web page is responsible to override the callbacks of that object
to get notified on important call events.

On receiving a new incoming call the APSINT library will invoke a dedicated call-
back on the ep object passing along a newly created incoming call object (ico). For
each incoming call session one ico object is instantiated. Similar to the oco this object
contains callback methods for notifying the Web page on certain events and to provide
utility methods to answer or end a call.

In case a callback function in any of the ep, ico or oco objects is not overriden
by the Web page, the APSINT library will invoke a default implementation which may
lead to automatically accepting or declining a call or displaying information in a default
manner.

The mixer object (mx) is instantiated with the ep object at the time the Web page
grabs the endpoint and is responsible for coordinating multiple call sessions, keeping
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track of active calls and other call handling tasks. By setting certain coordination meth-
ods to different (predefined) functions, behavior of how to deal with multiple session
can be influenced. The architecture also gives respect to future enhancements of the li-
brary for toggling between calls or setting up three-way calls or conferences. Currently
options for declining and reporting new calls to the Web page or taking over new calls
while quitting existing sessions is implemented. The mixer object does its job by inter-
cepting and manipulating the messages of endpoint end call objects towards and from
the endpoint.

All objects except the mx object contain their own Websocket (ws in figure 4) for
communication with the endpoint. Lifetime of the ep, oco and ico objects is tightly
coupled to the lifetime of their Websocket. As long as the Websocket towards the end-
point is open the related object exists.

4 Implementation

4.1 Endpoint

The APSINT endpoint is designed as a background service. As shown in Figure 5 the
endpoint implements three services:

– Websocket Server, for receiving and sending messages to the Web page and the SIP
stack. The Websocket server is an asynchronous task in nonblocking mode.

– SIP Stack, for handling SIP protocol messages and controlling the media engine.
The SIP stack has to be an asynchronous service like the Websocket server.

– Media Engine, for sending/receiving RTP media streams and for audio playback of
ringtones. The media engine is completely controlled by the SIP stack.

A prototype of the APSINT endpoint was implemented for x86 personal computers on
Linux and for Android 2.2 and above. Software and libraries used for the Linux PC
prototype are:

– Sofia-SIP [8], a SIP stack to implement SIP functionality in the APSINT endpoint
software,

– libwebsockets [9], a C library implementing the Websockets protocol,
– GStreamer framework for the media engine implementation.

A second prototype for the Android platform utilizes the following software compo-
nents:

– IMSDroid [10], an IMS compliant SIP stack with integrated media engine for An-
droid phones and tablets.

– Java-Websocket [11], a pure Java library implementing the Websockets protocol
both for servers and clients.

On both platforms the endpoints can handle multiple SIP sessions and support simple
SIP messaging. The endpoint on Android was extended and is capable to access system
services offered by the phone platform. As an example, messaging on Android includes
SMS sending and receiving.
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Fig. 5. Overview of the APSINT Endpoint

4.2 Javascript Library

Any Web page on the system, even across browsers, may reserve the endpoint. However,
only one Web page at a time may use the endpoint services. The last one asking for the
endpoint may use it, if it is not busy with serving another Web page. The rules for
reserving the endpoint are:

– If no other Web page has reserved the endpoint then the actual requesting Web page
can use the endpoint

– If some other Web page has reserved the endpoint but is no longer present (i.e. the
page forgot to free the endpoint or crashed before freeing) then the actual requesting
Web page can use the endpoint. The endpoint running in a separate process will
detect that the Web page that has reserved it is no longer present because it lost the
Websocket connection.

– If some other Web page has reserved the endpoint but is not using it any more, i.e.
has no open communication session, then this Web page loses its reservation. It
may regain the endpoint services by reserving the endpoint again some time later.

– If some other Web page has a communication session still running the reservation
request will be denied

The initial call to obtain endpoint services is the invocation of the reserve function as
part of the ENDPOINT class. User ID and user credentials may be passed depending
on optional security mechanisms. In addition, any local or remote Websocket URL to-
wards the endpoint can be configured. If not provided a default local address will be
used. However, the website must provide an activation callback for reservation. Once
connection with the endpoint is established this function is called by the APSINT li-
brary providing the target function with the actual endpoint object (ep as depicted in
figure 4).

The ep object may in turn create ico and oco, incoming and outgoing call objects
depending on who is the call originator (ico for incoming calls, oco for self initiated
outgoing calls). The three objects have a common basic structure, which is related to the
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need of communicating independently with the APSINT endpoint. This is guaranteed
by each object instance using its own Websocket. The following list shows common
and distinct functions of the APSINT communication objects:

Common functions for ep, ico and oco objects are:

– parseEvent and dispatchEvent for message and event handling in interac-
tion with the endpoint

– makeWebSocket used by the object creation factory to obtain and connect the
instance to a Websocket

– sendMSG for sending a (SIP or SMS) message
– onDestroy - is called when the object is about to be released by the library or if

the Websocket connection went down.

Functions of the ep object only are:

– initiateCall to make a new call (session) providing address string media (au-
dio and/or video) and a notification callback which will deliver the new oco call
object for the session once the endpoint started to process the connection

– sendMessage to send a text message via SIP or as SMS (Android only)
– onIncomingCall invoked on being called via audio or video providing the new

ico object used to deal with the new connection
– onMessage called if a SIP Message message or an SMS was received
– onStatusChange used to communicate status changes of the endpoint

Functions common for both ico and oco objects:

– endCall to take down the communication session regardless of its current state
– onCallEnded to inform about the termination of he session by the communica-

tion partner at any point in time
– onError to inform about call related errors
– audio and video prepared for future releases to turn on/off media during the

session

Functions for ico objects only:

– answerCall used to acknowledge the incoming call request leading to immedi-
ate call establishment

– onRinging to inform the Web page that the call originator has been signaled a
”free line”

Functions for oco objects only:

– onRingBack to inform that the called party has signalled a ”free line”
– onCallAnswered to inform that the call has been answered be the terminator

and that the session is now established

The mixer object (mx) for multi session coordination is a little different. It does not
inherit from the current base class of the APSINT objects and does not use its own
Websockets. However, the factory for creating ep, ico and oco objects ties in obser-
vation calls so that the mx object is informed on each incoming and outgoing message
that any of the other objects is sending towards or receiving from the endpoint. The
mx object can also modify, insert or remove these messages to perform coordination
actions. The member functions of the mixer object are:
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– getCalls to obtain a list of all currently managed call objects
– getActiveCall to obtain the call object which is currently active, meaning the

call currently transmitting or receiving media
– setActiveCall to make some other connection (i.e. call session) the active call
– declineAdditionalCall may be used to decline all incoming calls during

an ongoing session
– acceptAdditionalCallmakes the new incoming call the active one and ter-

minates the former active session
– onAdditionalCall may be set to one of the two functions above or to some

other function customized by the Web page

All functions/methods starting with ”on” in its name are notification callbacks meant to
be overridden by the Web page. In a minimum configuration the onIncomingCall
of the ep object needs to be provided to get interaction capabilities with the endpoint.
More callbacks may be customized by the web designer as appropriate (cf. next sec-
tion).

4.3 Web Application

We have implemented a web application to showcase the possibilities of our solution.
Sushify is a Twitter-like microblogging platform written in Ruby on Rails. The main
entities of Sushify are:

– User
– Micropost
– Relationship

These are also reflected as Rails models and stored in a SQLite database. Sushify is
fully based on a REST architecture [12] thus rendering all the models as resources that
can be manipulated via standard HTTP methods. Similar to Twitter a user can create
microposts and users can follow each other thus creating a relationship. Posts from
followed users are shown in an aggregated micropost feed.

Building upon this feature set we have included the possibility to trigger calls and
send messages using the Javascript API discussed above. Fig. 6 shows the Sushify UI
with an active call window. Basically three Javascript files are used and included in the
file config/application.rb.

– apsint.js The Javascript library file outline above
– apsint-vts.js Contains specific call and message handling code by overwrit-

ing methods of apsint.js such as answercall().
– apsint-ui.jsMethods of apsint-vts.js usually call UI-related functions

in this file, e.g. opening a message box with the caller id. User input (like declining
a call) is handled here as well, and the corresponding method in apsint-vts.js
is called (e.g. declinecall()).

Users can configure a SIP address where they can be reached. We have also imple-
mented a feature that allows an auto-reply message to be sent when a user declines a
call. In order to prevent unsolicited calls a user can only call and message users (and
see their SIP/email address) that are his/her followers.
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Fig. 6. Sushify with Active Call Window

5 Discussion

The advantages of our approach over other architectures is based on the following two
design decisions:

1. Resolve the need for a B2B relationship between Web provider and communication
service provider

2. Distribute the Model, View and Control components of an application across dif-
ferent processes and even across the network

The first point will allow applications to use any communication service provider the
user has subscribed to and hence there is no need for configuration or contract signing
to use the application. Furthermore, the resolution of the B2B relationship will not only
work for delivering communications services via local device functionality but also to
trigger any service invocation from the users device instead of from the providers server
towards network provider or any other 3rd party service the user can authenticate with.

The second point enables mobile applications to be always up to date while running
stable in close integration with mobile device capabilities. View and Controller will be
downloaded via HTTP and presented and controlled via HTML, CSS and Javascript
kept up do date on the server. At the same time apps are executed locally with all the
required functionality provided natively by the device (in the Model component running
in a separate process). View and main parts of the controller are downloaded from a
web server and executed in the browser whereas, low level controller functionality and
the Model component dealing with the SIP stack are running as a native background
process communicating with the browser.

It is not necessary for the user to share his secrets with third parties such as authenti-
cation credentials, address book data or calendar information. The required data may be
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added only at the time of local execution in the mobile browser. The user keeps control
over private data. For example, the user wants to call a friend on a social web platform.
The name or nick name of the friend may be found on the Web page but not his phone
number which is associated to the friends nick in the local address book of the users
device. During APSINT Javascript execution both are combined in the browser of the
users device. A call is made via the Web page without the Web page knowing the details.

Other real-time communication solutions or native functionality execution like We-
bRTC, plugin based solutions [13] or implementation of a Web app with Googles Na-
tiveClient are not capable of reacting on external stimula, e.g. if no browser is running
it is not possible to take an incoming communication request. With the APSINT end-
point running as a service on the local device it is always possible to start a browser and
download a Web page to take an incoming call.

Also, while experimenting with our prototype, we introduced a simple method of
rendering video directly in the browser by using the data URI scheme to put base64
encoded data right into the src attribute of a plain HTML img tag. Together with this
functionality and the Websocket based communication between browser and commu-
nication stack it was possible to distribute functionality across devices. Doing this, it is
possible to communicate via a smartphones SIP connection while displaying the related
Web page GUI for communication and video display on the monitor of a nearby PC (in
the same LAN). One would talk via the phone but control communication and watch
video on the PC.

No plugin, especially no mobile flash support is required. Our architecture supports
multiple communication sessions to be supported yet limits the usage of communication
resources to one Web page at a time. The endpoint will provide its services for other
Web pages if the current using Web app does have no open sessions and will detect
crashes of a Web page or the browser automatically as reserving the communication
stack is tied to keeping the Websocket session open.

Unlike other approaches, the APSINT architecture offers the possibility to commu-
nicate with clients of other type and via telco network features protocols and networks
of other kind. With an APSINT enabled Web page one can communicate with any other
SIP client reachable in the network or via breakout functionality of telco providers with
any other party in the mobile or fixed line network. These solutions are standardized
and available worldwide.

5.1 Security Issues

Security issues have a paramount importance for the all parties involved in consuming
and providing services build on top of APSINT architecture. This is because of the
specific setup which allows a Web page to take control over audio and video sessions
started from the users devices like Smartphone. Hence on the usability level security
requirements revolve around achieving trust in this new functionality by providing a
reliable solution in term of authentication and authorization of communication sessions
started by the Web pages, as well as, providing privacy and confidentiality. Security
measures need to address specific focus of all parties involved, as discussed below.

Users may be accustomed to the dangers of the internet and accept the risks because
of vital importance of this platform. However, they may be difficult to persuade to grant
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control over their phones to an internet application unless they can trust their security
requirements are met. The users requirements cover different areas which stretch from
preventing of starting unsolicited communication sessions and possibly turning their
devices to spy on users communication or hijacking them for SPIT attacks, securing
privacy of communication, up to mitigation of phishing, e.g. in form of persuading
users to call a costly service numbers.

Similarly, network providers are interested in preventing SPIT or DoS attacks on
their customers which may be caused when malicious Web pages could obtain control
over devices connected to the providers network. They would as well prefer situation
when they could unambiguously identify sessions originated by the Web pages and
associate them with the specific page. This may be especially important when APSINT
architecture capable devices would be branded by the operator. In this case users would
surely expect the operator to take at least partial responsibility in case when allowing
Web pages to control communication sessions would inflict substantial cost s to the
user, e.g. due to phishing attack.

For the owners of the Web pages with capabilities to control communication sessions
on the APSINT devices winning user trust is very important. User need to have a guar-
antee that they do not give control to start audio or video sessions to the malicious Web
page. Therefore stealing the functionality for controlling APSINT terminals embedded
in a specific Web page and reusing it in the context of a different Web page should be
prevented. If the revenues from the voice and video traffic generated by the Web page
need to be shared with the network operator, then unambiguous identification of such
sessions is needed.

Fig. 7. Architecture of a Remote Endpoint

Traditional architecture for Web-IMS convergence is based on Parlay X interface
in the IMS application server and it has well defined security framework. Critics of
the efficiency of the Parlay X based architecture brought alternative proposal based on
new functional entity on the IMS network border named Web Session Controller which
shields the IMS terminal from direct interaction with Web application. APSINT project
gives a new concept to Web and IMS convergence which takes place mainly in users



360 J. Zeiß et al.

terminal. Direct interactions between IMS terminal and Web applications require to
explore ways of combining security solutions for Web applications with IMS security
standards applicable for this novel architecture. Approach taken by the APSINT team
tries to flexibly adapt security restrictions in consuming Web applications to the degree
of trust that user expresses against a Web page with embedded APSINT application.
Web applications being consumed in the users browser will be secured by the known
technologies like SSH or digital signatures, however, user will be allowed to grant his
permit to specific Web pages for establishing audio and video sessions either permanent
or for the actual session only depending on his trust toward this Web page. IMS security
standards will be fully supported. Additionally a new security measure is studied for
providing to IMS identity of Web application which was allowed to start audio/video
session from the particular IMS terminal.

6 Conclusions and Future Work

As the APSINT solution integrates the endpoint on local device the browser communi-
cates with the endpoint locally and all signalling is handled by the local endpoint. An
other approach is to move the endpoint to a remote host as shown in Figure 7 where a
local browser communicates over Websockets with a remote endpoint. For this solution
to be applicable the local device still needs to implement a local media engine. In such
an approach all signalling is handled by a remote server whereas the media stream is
handled by the respective end devices. Finally the media engine could be integrated in
the browser so the media resources both hardware and software are managed by the
Web browser itself as proposed by WebRTC [6].

Extensions to the endpoint could be added by utilizing platform services offered by
the operating system on user devices like for example on Android phones. Candidates
for such usage are location services, camera, phonebook, GSM calls and SMS. A similar
approach is made by Mozilla in WebAPI project [4].

6.1 Porting to Other Systems

Currently the endpoint is running on the Android platform as well as on Linux and Mac
(OS X) desktop systems. We have also investigated possibilities of porting the endpoint
to other operating systems:

– iOS: The Doubango SIP stack has been already ported to this platform, thus porting
the endpoint software should be relatively easy.

– Symbian: Should be also relatively straightforward as the Sofia SIP stack (devel-
oped by Nokia and also used in desktop versions of the endpoint) is fully supported
on that platform.

– Windows Phone 7: To our knowledge it is not possible to use/compile external
libraries for this platform due to security restrictions (mainly caused by the lack of a
multiuser concept in the kernel). As a consequence the only way for implementation
would be from the ground up with the SilverLight IDE, which is clearly not a
feasible approach.

Finally, we expect no major problems in supporting Windows desktops (since all the
necessary libraries/compilers are available).
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6.2 API Evaluation

We are planning to perform an evaluation of our Javascript library to assess acceptance
among the developer community. As a first step we will review and simplify our API,
write documentation and provide code examples, best practices and such. The evalua-
tion should be carried out in two phases:

– Laboratory test: A two-hour test with 8-10 developers that should solve 2-3 tasks.
We are considering quantitative criteria such as: task completion time, lines of code,
iteration steps needed [14]. Also think-aloud and maybe video observation might
reveal more hidden issues.

– Real world test: Developers get the API/documentation to use it for free tasks/
projects. They give feedback in form of diaries and are supported by us throughout
the study (4-6 weeks).

Combining both a laboratory test and a longitudinal real-world study [15] is a novel
approach in evaluating a API and we expect richer results with this two-phase-approach.
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Abstract. Current Location Based Services (LBS) don't take into account the 
status of the services neither the real time traffic conditions. Aim of the paper is 
to show how LBSs may evolve towards location intelligence services based on 
Horn clauses expressed in Prolog to find the most suitable services for the users 
and the relevant paths to reach them by taking into account the current traffic 
situation. Fuzzy logic and semantic web technologies are also used to improve 
the LBS applications. The former to find the services that meet the user expec-
tations, the latter to take advantage from all the information stored on the  
distributed databases at urban/metropolitan scale. A case study developed using 
Ruby on Rails (RoR) and JQueryMobile illustrates how such a web service may 
work in practice. A comparison between the RoR version and another one 
where mobiles play a more active role is also discussed. 

Keywords: Location based services, Horn clauses, Fuzzy logic, Semantic web, 
Mobile computing. 

1 Introduction 

Available Location Based Services (LBS) don't take into account the current status of 
the services neither the current conditions of the traffic network or of the weather 
since this information is mainly outside the control of the service providers. This does 
not allow the mobile users to know relevant information such as the travel time to 
reach the destination depending on the current traffic, the current availability of park-
ing vacancies and so on. Moreover, few mobile applications support m-commerce, 
i.e., commercial transactions carried out on-line by mobile users. 

However providing the user with real time and m-commerce services is only the 
first step to activate advanced LBSs. In fact, it is also important to provide the users 
with the information that best fits their needs, e.g., a cheaper park may be suggested 
with lower priority if there is another park that is more close to the destination in case 
of raining. 

Another step is the one of integrating the business Data Bases (DBs) resident on 
separate computers to inform the users on all the services potentially available at the 
urban/metropolitan scale. Therefore, the future mobile application should be powered 
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by artificial intelligence techniques to give rise to Location Intelligence (LI) services 
of practical user interest [1]. 

Although many intelligent mobile services may be offered to the users, e.g., the 
ones proposed in the Intelligent Transportation Systems (ITS) field [2], they are rarely 
offered to support the user decisions and activities but only to provide the users with 
average information that give a moderate help to their activities.  

Moreover, ITS services are mainly provided by proprietary solutions that don't 
take advantage from the information resident on the disparate DBs dealing with city 
services of potential user interest. For example, sudden traffic congestions or danger-
ous situations are not reported to the interested users, service reservation cannot be 
carried out on-line, neither the users are advised when products of interest are availa-
ble on the stores. 

Aim of the paper is to show how LBSs may evolve towards LI services based on 
Horn clauses expressed in Prolog [3] to find the most suitable services for the users 
and the best paths to reach them.  

The paper will show also how integrating Horn clauses with Fuzzy Logic rules 
expressed by words [4] will result in Fuzzy Horn clauses particularly useful to give 
rise to LBSs that take into account personal constraints (e.g., user health status and 
preferences) and environmental conditions to help more effectively the decisions and 
the activities of the mobile users. The use of the metadata technologies will be pro-
posed to take advantage from the information stored on the disparate urban DBs. 

In the paper we assume that the urban area is provided with sensors to monitor in 
real time the traffic conditions and the weather. Thus, the paper does not deal with the 
monitoring technologies widely studied in the literature, e.g., [5], [6], but it is devoted 
to illustrate how the use of the Horn clauses, Fuzzy logic rules and metadata may 
improve the current LBS applications.  

The Ruby on Rails (RoR) [7] framework is adopted to develop the above web ser-
vices since it allows the designer to organize the application as a collection of use 
cases that can be reused for similar tasks [8], [9]. Moreover, RoR is provided with a 
powerful language, i.e., Ruby, that facilitates the implementation of: a) the fuzzy rules 
that address user mobility and aid their decisions, and b) the procedures to access the 
metadata layer that integrate the urban DBs. Other two languages may be also used in 
RoR to facilitate the implementation of LBS applications: a) Java scripts to exchange 
with mobiles information geo-referenced on Google Maps, and b) JQueryMobile [10] 
to convey such information in a user friendly format that may be visualized, without 
any modification, on PCs, tablets and mobiles. 

Section 2 shows how Horn clauses and simple Fuzzy Logic rules may improve 
LBSs. Section 3 discusses how the use of JQueryMobile and Javascript allow us to 
use the metadata technology to favour the integration of the proprietary DBs of inter-
est of mobile users. The advantages of implementing the LI services by using RoR 
and JQuery Mobile will be discussed in section 4 by a small case study dealing with a 
prototypical web application, called WiCity, currently under test at our University. 

In particular, the case study illustrates how an user can connect her/his mobile to 
an RoR server to be informed by a suitable interface, developed by JQueryMobile, on 
some basic LBSs concerning mobility (parks, gas stations and traffic congestions), 
health services (pharmacies and first aid services), events/places of tourist interest, 
and on the paths to reach by car the chosen destination from the current user position 
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by taking into account the current traffic flows and weather conditions. Also, a com-
parison will be carried out between the WiCity implementation consisting of simple 
mobiles entirely based on the functionalities provided by the RoR server and the one 
consisting of more powerful mobiles where a Flash Builder [11] based implementa-
tion may perform some functions autonomously thus decreasing the RoR server load. 

2 Improving LBSs by Horn Clauses and Fuzzy Rules 

Location based services may be considered as a sort of generalization of the ITSs. The 
latter are mainly dedicated to improve mobility and logistics activities of the mobile 
users, the former aim at supporting such activities taking into account also security, 
commerce and business requisites. Thus, in LBS environment it is important to reach 
the destination in the minimum time, but also to avoid accidents or congested areas. 
Analogously, the user may decide to follow some non minimal path to reach the des-
tination if this is done in more safe conditions. 

As well as, the user may be interested in paying the parks depending on the real 
parking time rather than paying in advance basing on some forecast of this time. Al-
though the rules that support such LBS requirements are very simple, the current LBS 
applications are mainly conceived as information systems that provide the mobile 
users with general information. Thus, in the following we show how the LBS effec-
tiveness may be improved by using suitable Fuzzy Logic rules and Horn clauses ex-
pressed in Prolog. 

2.1 Managing the User Requests 

The program to manage the requests coming from the mobiles could be written in any 
procedural language, but, as will be clarified below, the use of a rule based language, 
such as Prolog, may simplify the software code without sacrificing the execution 
time. Thus, we are experimenting a Prolog program not only to compute the minimum 
path to destination but also to put the user requests (denoted as u_req) in queue by 
filling a database consisting of the following facts: u_req(user_name, from_location, 
to_location, stype, rcode), where from_location is the current user position detected 
by the mobile GPS or the address closest to such position computed by a 
Google_Map API, to_location is the address, found by the program, where there is a 
service suitable for the user, stype is the service type needed by the user (e.g., park, 
pharmacy, hotel and so on), and scode is a code to better refine the description of the 
requested service, e.g., if stype = "park", scode=1 means that we are searching for a 
park closest to the current user position, whereas scode=2 means that we are interest-
ed in a park closest to the destination. 

The above Prolog program should be activated by the server only in case it is not 
running. In fact, after the Prolog program terminates a request, it will consider auto-
matically the next request in the database until all the requests are served thanks to the 
backtracking feature of the Prolog. The main job of the Prolog program is not only the 
one of storing each user request in the database according to the FIFO policy using 
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the predicate assertz(u_req(....)), but also to execute some few rules to control that the 
received request is a valid one before entering it in the request database. 

Let us note that not all the arguments of the user requests should be filled by the 
user, e.g., u_req( user_name, from_location,_, park, 1) will cause the Prolog program 
to find the park closest to the current position, whereas u_req(user_name,_,to_ loca-
tion, park, 2) will cause the Prolog program to find the park closest to the destination. 

Generally an user request will cause a response for the user consisting of a se-
quence of roads to reach the service located at the destination. In our implementation, 
all the files related to the response will be inserted by the Prolog program into a prop-
er directory denoted with the user name and the request identifier, whereas another 
program written in JQMobile is used to send the responses to the users. This commu-
nication mechanism between the mobiles and the main server will be illustrated deep-
ly in the case study. 

2.2 Nearest Services and Safe Walking 

To help the users to choose the most suitable nearest services we should return to 
them a Google Map on her/his mobile that shows the current user position and two 
circles, one, let say Cw, with a radius of few hundreds of meters and the second, let 
say Cc, with a radius of about one kilometre, containing the markers of the services 
located in such areas. The former circle should point out the services that are reacha-
ble by walking, whereas the second should point out the ones reachable by car. 

In principle, one can define the circle radius following a very simple rule, i.e., the 
services located in the smaller circle are recommended to the walking people if the 
distance dist from the current user position is such that dist < 300 meters. This con-
straint would become dist < 1000 meters if the user is driving a car. 

However, if there are no services available within such circles, the user might ac-
cept a moderately greater distance to find services of interest. Of course, an arbitrary 
modification of such distance is not acceptable, whereas it is fair to inform the user on 
how much a certain increase of the circle radius may cause a corresponding decrease 
of her/his satisfaction of the solution provided. 

The computation of the radius corresponding to the user expectations is 
straightforward in the fuzzy logic framework in case we have to consider only one 
condition that may influence the notion of nearest. Indeed, for example, assuming 
that: 

• the rule is: "if the user is not young, then the user would like to have the required 
service very close", and  

• the user is 28 years old,  

from the fuzzy sets shown in fig.1c we have that the evidence that she/he is not young 
is given by the membership not [μyoung(28 years old)], i.e., 0.8, and consequently the 
most suitable radius is the x-coordinate of the barycentre of the area M1 in fig.1a, i.e., 
175 meters. 

The computation of the best radius d is a few more complicated if we wish to take 
into account more conditions together, plus the current user position. In fact, the RoR 
application should be provided with the fuzzy set of each condition and with an algo-
rithm to combine the radii derived from the various conditions.  
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Fig. 1. Fuzzy sets associated with the words: nearest, young, middle aged, elderly, and cloudi-
ness, where μ [0,1] is the membership degree to such words of the values of the definition 
domain, e.g., μyoung(28 years old) = 0.2. 

To show how this can be done, let us assume that our rule is: "if the user is not 
young and it is cloudy, then the user would like to have the required service very 
close". In this case, if the people is 28 years and the sky is partially cloudy (e.g., clou-
diness degree = 0.4), we may derive the maximum distance as the x-coordinate of the 
barycentre of the two masses M1 and M2 in fig.1a. The former represents the distance 
to be suggested considering only the age, the latter refers only to the cloudiness using 
the fuzzy set represented in fig.1b. Approximately it is 190 mt.. Of course, if the and 
contained in the rule is substituted by or, the radius decreases since it is the x-
coordinate of the barycentre of the mass M1 or M2 that has the greater membership, 
i.e., about 175 mt.  

Generally, many variables may influence the above problem such as the current 
time and weekday, the user age and health status, as well as the traffic and weather 
conditions. Thus the RoR application (or the Prolog program) should know the fuzzy 
rules, the fuzzy sets and the values of the relevant variables. Current time and week-
day may be obtained in a straightforward way, whereas user age and health status 
could be included in the user request. How to measure the travel times for each street 
has been widely analyzed by the authors in other papers, whereas, in the case study, 
we will show how the current weather conditions may be obtained by connecting the 
RoR web application to Yahoo. 
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For what concerns the walking time to destination we may assume that it depends 
on the distance between the current user position and the destination as suggested by 
Google Maps. But, in case there are dangerous areas to avoid, the RoR application 
should inform the users about alternative paths to reach either the destination or safer 
locations. However, indicating alternative paths using Google Maps is not a trivial job 
since the paths suggested by Google Maps cannot be modified by the programmer. A 
solution is the one of displaying the alternative pedestrian paths as illustrated below to 
display the minimum time driving paths using Google Maps, but in a more elaborated 
way.  

2.3 Safe and Fast Driving in the Traffic 

The computation of the minimal path connecting two intersections is certainly instru-
mental to find the best path between two addresses. It may be obtained by any pro-
gram that is able to find the best path connecting two points of a graph [12]. In [1] we 
have suggested a Mobility Based Prolog (MBP) Program, since it may be used with 
little modifications to find also other paths of interest of the user as the ones to find 
the service that are nearest to the destination. 

Also, this MBP program shows very satisfactory time performance and allows us 
to update the travel time of a street between two adjacent intersections x, y from to t1 
to t2 by simply retracting the fact travel_time (x, y, t1) and asserting the new fact tra-
vel_time(x, y, t2) in the Prolog knowledge base. In this way, any accident or conges-
tion or work in progress involving a street may be immediately taken into account by 
the program. 

Another advantage of using Prolog is that a simple generalization of the MBP 
program allows us to solve the most relevant logistics problem, i.e., the one to com-
pute the minimal Hamiltonian cycle of the graph associated to the traffic net, i.e. the 
cycle that starting from an address will come back to the initial address in a minimum 
time by traversing a set of prefixed intermediate points. 

Moreover, also the previous fuzzy rules may be easily written in Prolog, thus mak-
ing possible that the MBP program uses the membership values to communicate to 
the users if the paths or the mentioned Hamiltonian cycles found are very 
(enough/few) fast (fluent/slow). For example, if the user is interested only to fast 
paths to destination, the program may suggest the path only if μfast(Tpath) > 0.8, being 
Tpath the travel time associated to the path. In Prolog terms, the rules to compute the 
membership degree μfast(Tpath) of a path to the fuzzy set "fast path" represented in 
fig.2a are as follows: 

Pathfast (Tpath, 0) :-Tpath > 10, !. 
Pathfast (Tpath, 1) :- Tpath < 5, !. 

Pathfast (Tpath, X) :- X = (10 Tpath )/5. 
(1) 

where the left part of each rule is true if also the right part is true. These rules indicate 
that a given path to destination is featured by μfast = 0 or 1 depending on if the current 
Tpath is greater than 10 minutes or less than 5 minutes, otherwise μfast is given by the 
value of X computed by the third rule. The operator cut represented by the exclama-
tion mark avoids that the program continues to consult the rules after a rule has been 
satisfied. 
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Fig. 2.  Fuzzy sets associated with the words: fast_path, high_fever, few_difference, safe_path. 

The knowledge of μfast decreases the computation time to find the paths to destina-
tion most suitable for the user. In fact, a potential path is identified dynamically by the 
MBP program as a sequence of intersections obtained adding a new intersection to the 
previous ones starting from the current user position at condition that the new inter-
section does not belong to the set of the already identified intersections and that the 
time from the current user position to the new intersection is less than Tpath,max  



370 A. Costanzo, A. Faro, and C. Spampinato 

 

obtained by defuzzyfying the fuzzy set "fast path" for μfast(Tpath) = 0.8. If one of these 
conditions is not valid this path is eliminated and the program proceeds to analyze 
other potential paths to destination, thus saving computation time. 

Therefore, adding constraints does not increase necessarily the computation load 
since they generally increase the maximum allowed value of μfast(Tpath), thus decreas-
ing the computation time of the MBP program. For example, if the further rule is that 
"a subject with high fever should choose fast paths" and the subject fever is 39°C then 
μfast,max(Tpath) = 1 (see fig.2b) and the number of paths to destination should decrease 
considerably. 

Let us note that the defuzzyfying operations produce a crisp maximum value, i.e., 
Tpath,max. However, also values that few differ from the maximum value may be ac-
ceptable. The fuzzy set "few difference", shown in fig.2c, may be used to suggest not 
only the paths whose Tpath is less than Tpath,max but also the ones whose Tpath few dif-
fers from Tpath,max. Therefore, either paths whose Tpath ≤ Tpath,max or paths whose Tpath is 
between Tpath,max and 1,2 Tpath,max are suggested by indicating the value of μfew-difference 
to inform the users on how much the suggested paths meet their expectations. This 
membership is communicated only if the difference Δμ between the μfast(Tpath) asso-
ciated to the path and the value featuring the fast path, i.e., 0.8, is greater than 0.1, 
whereas the path is not taken into account if Δμ >0.2, i.e., if Tpath > 1.2 Tpath,max. 

If the user is interested in a path that is fast and safe with a satisfaction degree of 
0.8, then the suggested path should be featured by μfast(Tpath) > 0.8 and by 
μsafe(Navg_accidents) > 0.8, where μsafe measures the membership degree of the path to the 
class of the safe paths defined by the fuzzy set shown in fig.2d depending on the aver-
age number of accidents Navg_accidents featuring the path in the given time slot. Thus, 
only paths whose Tpath ≤ 1.2 Tpath,max and Navg_accidents ≤ 2 are suggested to the user 
labelling each suggested path with the minimum of the memberships μfew-difference that 
measure respectively how much this path is fast and safe. 

2.4 Displaying the Best Paths 

A suitable graphical interface that is compatible with the one used frequently by the 
user is very important for the usability of the web service [13]. For this reason we aim 
at informing the user on the best path to destination or on the best cycle to distribute 
or collect goods, by representing the traffic network as a graph superimposed to the 
Google Maps in such a way that its arcs coincide with the streets and the nodes with 
the street intersections.  

Thus, after having identified the travel_time (x, y, t) for every adjacent intersec-
tion pair and having found the best path by using he mentioned MBP program we 
should draw on Google Maps the best path from a source intersection S to the destina-
tion intersection D by drawing the linear traits connecting the adjacent nodes  
traversed during the path. However, the lines of such drawing don't correspond neces-
sarily to those of Google Maps since the links between nodes are not always linear 
segments, neither we have a database containing the adjacent nodes with their geo-
graphical coordinates. Thus, we have to solve two problems: a) to find the geo-
coordinates of all the intersections, and b) to draw the links between adjacent nodes 
like the ones of Goole Maps. 
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To solve the first problem it would be enough to use the function " x AT y" that 
gives the coordinates of the intersection between the road x and y. But, this function is 
available for US, and not for all the countries. Thus, our first problem is to find an 
alternative way to compute all the intersection geo-coordinates in the ur-
ban/metropolitan area. Fortunately, this can be accomplished as follows: a) pass to the 
API Directions of Google Maps the names of the pair of streets (x, y) that have an 
intersection to find the path that allows us to reach by walking the initial address of x 
from the last address of y (or in some case the initial address of x to the initial address 
of y), and b) extract the geographical coordinates of the first marker that contains in 
its info window the name of the path y, thus finding the geo-coordinates of the inter-
section. Fig.3 illustrates how the Directions API of Google Maps may be used to find 
the intersections between two roads x and y in order to obtain the function (x AT y) 
currently not available for many countries.  
 

  

Fig. 3. Path connecting the initial and final addresses of two streets in search of the marker 
associated to their intersection by driving (left) and by walking (right) 

Indeed, in fig.3.left the intersection between the road named 'costarelli' and the 
one named 'del toscano' is not pointed out by using Directions to connect 'costarelli' 
and 'del toscano' with the option by driving, whereas it is pointed out when it is ex-
ecuted with the option by walking. In fact, often there is no intersection between two 
paths by using Directions with the option by driving, since as shown in fig.3.left, 
Directions takes into account the one way streets. On the contrary, the information 
contained in the info window of the function Directions with the option by walking 
(e.g., fig.3right) allows us to discover the marker and related geo-coordinates asso-
ciated to the intersection between the roads. 

However, as pointed out above, the knowledge of the intersections together with 
their geo/coordinates is not enough to find the optimal path from any source address 
ads to any destination address add. Indeed, to solve the problem we have to execute the 
following further tasks: 
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• to find the adjacent intersections. This can be obtained by using the API Direc-
tions by verifying for each pair of intersections if they are connected by one step link, 
and 
• to compute for any address adr the set ADout (ads) of intersections that can be 
reached in one step from ads and the set ADin (add) of intersections that allow us to 
reach in one step add. These sets can be computed by using Directions to find the 
intersections around ads that can be reached by driving in one step from ads, and the 
intersections around add that can be reached by walking in one step from add. Of 
course, we have to exclude in the latter case the paths not allowed to drivers. 

Finally, we have to compute, e.g., by using the mentioned MBP program, all the paths 
connecting any intersection in ADout to any intersection in ADin. The best path is the 
one that is obtained by minimizing, for any intersection belonging to ADout (ads) and 
to ADin (add), the travel time T consisting of the following three terms:  

T = t(ads, ADout(ads)) + t(ADout(ads), ADin(add))) + t(ADin(add), add) (2) 

Let us note that the MBP program discards dynamically a path as soon as its μsafe does 
not meet the user expectations. Thus, the mentioned best path, if any, is featured by a 
convenient μsafe. 

To draw the same intersection links that will be drawn by Google Maps, we use 
again Directions to draw the connections between the adjacent intersections of the 
best path by simply requiring that such path is obtained by using repeatedly Direc-
tions to draw the best path between any pair of adjacent nodes belonging to the best 
path. 

3 Data Integration Using OWL-Like Metadata 

The use of proprietary DBs is still convenient today to manage the data warehouse of 
any organization. But, simple commercial transactions and pure information tasks 
push more and more for the use of standard formats, such as RDF based DBs [14], 
especially in the LBS framework. Indeed, the data stores based on OWL, that is an 
extension of RDF, or even on XML favour the integration of data belonging to differ-
ent organizations. For example, the 'public' part of the data of an organization could 
be mapped in OWL and sent to a central server where such data will be available for 
all the users through a standard interface. 

Alternatively, the XML/OWL data could remain on the servers of the organiza-
tions if the central server is able to carry out distributed queries to collect the data 
useful for the mobile user. This will favour the updating of the data and the system 
reliability. 

The data, in standard format, could be also stored on the mobiles, even if this solu-
tion is suitable only for data that are few dependent on time, otherwise their frequent 
updating may interfere with the normal operations of the mobile. The technologies 
available on the market allows us to implement all the above solutions not only to 
support the centralized or the distributed access to the DBs, but also to facilitate the 
mapping of the relational DBs to triple stores, or the production of novel OWL DBs 
from scratch, e.g., [15],[16], [17] and [18].  

For example, software environments such as Protègè [19] are suitable to design 
novel RDF stores, whereas servers such as Sesame [20] may be used to implement 
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centralized RDF stores available to web users. The use of JQueryMobile facilitates 
the access to the DBs from mobiles either directly or with the help of the central in-
formation server [21].  

Developing the information server as an RoR application allows us to design the 
web service as a collection of use cases. This will improve the verification, the test 
and the maintenance of the software especially when the work flow of the application 
is complicated for the presence of several cooperating actors [8]. 

4 Case Study 

This case study illustrates how we connect a mobile to an RoR web application, called 
WiCity, that includes all the technical issues discussed in the previous sections. The 
interested reader may download the software from code.google.com/ p/query-mobile-
unict/source/browse/. Fig.4 shows the WiCity architecture, where the user mobiles are 
connected to a central RoR server. 

 

Fig. 4. Current centralized WiCity architecture. It is conceived to support future integrations of 
XML/OWL data stored on different remote servers. 

Currently, all the needed information is stored in the MySQL tables of the RoR 
server. We are also developing a distributed version of WiCity where the RoR server 
will use both local databases and the remote XML/OWL data stores resident on the 
proper remote servers (i.e., Sesame server). This architecture will favour data integra-
tion, data privacy and data updating according to the methods outlined in sect.3. 

Fig.4 points out that, currently, the user mobiles may use only data stored on the 
RoR server, whereas, in the future remote data may be used too. In particular, data 
integration will be obtained by connecting local and remote XML/OWL data stores 
through messages exchanges between the web RoR application stored on the RoR 
server and the Sesame servers at distant service points. 

The mobile interface, developed by JQueryMobile, currently consists of some 
icons concerning information on mobility and health services, and on the best paths to 
reach the destination from the current user position (fig.5.left). Also, events/places of 
general interest are provided to tourists and citizens (fig.5.right).  

The events of general interest consist of icons chosen by the user from the list of 
available LBSs. In particular, the one on the left_top in fig.5.rigth is connected to an 
RoR process implemented on the server that is able to access the weather metadata of 
Yahoo. After having processed the JSON file received from Yahoo such process  
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extracts the weather conditions of the area in which the mobile is located, i.e., cloudy 
and 17 °C in fig.6.left.  

 

  

Fig. 5. The interface icons of WiCity are chosen from a predefined list: main interface (left) and 
events of general interest (right). 

Such data are not only useful to inform the user on the current weather conditions 
but also to modify the fuzzy sets associated to the concept nearest service. The basic 
mobility and health services (e.g., parks, gas stations, pharmacies and first aid points) 
may be accessed either in alphabetical order to get relevant information such as ad-
dress, location on the map, opening hours and so on (see fig.6 right), or by the men-
tioned fuzzy facilities. 

Currently, only fuzzy facilities that take into account the current traffic and weath-
er conditions are available; they are denoted as services nearest to my current posi-
tion. For example, fig.7 shows how WiCity points out the pharmacies that may be 
reached by walking or by car displaying the corresponding markers within a circle of 
a suitable radius obtained by using the mentioned fuzzy rules. 

To use the facilities of WiCity, any user should be registered. In the information 
related to her/his profile, WiCity includes automatically the items inserted by the user 
so that they are available for the other users of her/his community as shown in fig.8. 

  

Fig. 6. Weather info and localization of a pharmacy chosen from a predefined list 
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Fig. 7. Pharmacies that may be reached by car (left) and by walking (right) taking into account 
the weather info and the user position 

  

Fig. 8. Registration form (left) and item list inserted by the user (rigth) 

In this way we should obtain two benefits: a) to encourage the users to insert in-
formation useful for their community, and b) to avoid that they insert deliberately 
wrong information. The use of the registered information to provide the users with e-
government and e-commerce services (e.g., certificates, event tickets, etc.) is for fu-
ture works. In fig.9 we show the WiCity mobile interface obtained by using Flash 
Builder, i.e., by an application resident on the mobile written using the mentioned 
Flash Builder framework. 

One positive feature of the Flash Builder applications is that it is able to display 
the relevant Google Maps related to the responses received in form of textual infor-
mation from the RoR server without the intervention of the RoR server. This has the 
advantage of decreasing both the server load and the number of calls to Google Maps, 
thus avoiding to overcome the threshold per day freely allowed for each user from 
Google. Another positive feature is that the Flash Builder applications may use XML-
like files, as the ones shown in fig.10, stored locally or on a remote server. 
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This would allow the mobile to execute autonomously all the functions needed to 
compute the minimum path to destination taking into account the mentioned fuzzy 
rules and all the data available on the urban servers. In practice, this is not feasible 
due to the limited resources of the mobile. 
 

  

Fig. 9. Some WiCity snapshots in Flash Builder 

Also, nevertheless the effort to develop the Flash Builder version of WiCity is cer-
tainly lower than the one needed to develop an RoR application powered by JQueryMo-
bile, the organization of the data and related procedures on the mobile is not so effective 
as the one supported by RoR that is based on the paradigm Model-View-Controller. 

This is illustrated in fig.11 and fig.12, where we show how the metadata version 
of the RoR WiCity server makes possible the geo-localization of the services by geo-
markers whose info windows are filled with the data extracted from XML/OWL me-
tadata. 

Thus, simple mobiles should be based entirely on the RoR WiCity server, but 
more powerful mobiles (e.g. Iphone or Samsung Galaxy) could manage autonomous-
ly the display of the Google Maps related to responses received from the RoR WiCity 
server and some other simple functionalities. 

For example, fig.13 shows how with a Flash Builder based application imple-
mented on a Samsung Galaxy we may obtain the same services to find a park of the 
ones provided by the RoR Wi City server powered by JQMobile, but using only the 
functionalities offered by the Flash Builder framework. 

In particular, fig.13left shows the list of parks obtained accessing the RDF triple 
store of a company, called AMT, dedicated to manage parks close to areas of public 
interests such as hospitals, universities and so on and the ones obtained accessing the 
parks of another company dedicated to manage parks close to business areas. 

Fig.13right shows how the Flash Builder application resident on the mobile dis-
plays the park chosen by the user on the relevant Google Maps. Since the mobile is 
able to detect the current geo-coordinates of the user, it may ask Google Maps to 
show the paths to destination or the RoR server to compute the best path taking into 
account the current traffic situation and the other mentioned fuzzy constraints. 
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Fig. 10. The XML file used by the Flash Builder application installed on the mobile 
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Fig. 11. Geo-localization of points reachable by walking and by car. These points are related to 
the event described in the window on the bottom. The data of the event are taken from the 
metadata. 

 

Fig. 12. The info window associated to the points of interest is filled with he data extracted 
from the metadata 
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Fig. 13. Some views of the story dealing with park searching and reserving displayed on an 
android mobile using Flash Builder following the same procedure implemented by RoR server 
using JQMobile scripts 

5 Conclusions 

The paper has discussed how the current LBS applications may be improved by using 
Horn clauses, Fuzzy rules and semantic technologies. The solutions proposed would 
have the expected high impact since the information will be based on real time infor-
mation and updated business data stores. 

Another expected positive feature of the proposed web services is that the imple-
mentation approach favours the integration of the disparate database available at met-
ropolitan scale thus opening concrete opportunities to develop mobile-commerce and 
mobile-business applications of wide utility. 

Further studies are planned to evaluate how much location intelligence should be 
embedded in the LBS applications to really improve the location services offered to 
the users. 

Issues like decision support systems based on fast image pre-processing, e.g., [22], 
[23], for supporting people recognition and people flow control in case of emergency 
should take advantage from the possibilities of having JQueryMobile based PDAs that 
are able to suggest timely convenient alternatives in both security and logistics fields 
to mobile users. 

The applications presented in the paper are currently under development within a 
project called K-Metropolis supported by our Region to favour the transition towards 
the knowledge society with the aim of improving the level of competitiveness of the 
local economic system. 
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Further applications of the proposed technologies are also planned at our Universi-
ty to control physical processes that may influence the people security and the envi-
ronmental quality such as control systems that alert the drivers on the overflowing of 
a river by indicating suitable escape paths, or emergency systems that inform timely 
the policeman in case a high pollution is affecting a certain area of the sea [24]. 
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