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Abstract. Question & Answering (Q&A) websites have become an essential 
knowledge-sharing platform. This platform provides knowledge-community 
services where users with common interests or expertise can form a knowledge 
community to collect and share QA documents. However, due to the massive 
amount of QAs, information overload can become a major problem. Conse-
quently, a recommendation mechanism is needed to recommend QAs for com-
munities of Q&A websites. Existing studies did not investigate the recommen-
dation mechanisms for knowledge collections in communities of Q&A Websites. 
In this work, we propose a novel recommendation method to recommend related 
QAs for communities of Q&A websites. The proposed method recommends QAs 
by considering the community members’ reputations, the push scores and col-
lection time of QAs, the complementary relationships between QAs and their 
relevance to the communities. Experimental results show that the proposed me-
thod outperforms other conventional methods, providing a more effective  
manner to recommend QA documents to knowledge communities. 

Keywords: Knowledge Community, Group Recommendation, Knowledge 
Complementation, Question-Answering Websites, Link Analysis. 

1 Introduction 

Question & Answering (QA) websites become an important knowledge sharing plat-
form, where question answering knowledge is formed through the mechanism of 
question posting and answering. The Yahoo! Answers Taiwan website 
(http://tw.knowledge.yahoo.com/) is a community-driven knowledge website which 
provides a knowledge community service, so that users with common interests or 
expertise can form a knowledge community to collect and share question answering 
knowledge regarding their interests. As the number of posting questions and answers 
increases rapidly through time, the massive amount of question answering knowledge 
creates a problem of information overload. Consequently, a recommendation me-
chanism is needed to recommend QAs to communities of Q&A websites and enhance 
the effectiveness of knowledge sharing.  

                                                           
* Corresponding author. 
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Currently, related research in Question Answering Websites focuses on finding 
appropriate experts for answering target questions [1]. Previous researches did not 
investigate the recommendation mechanisms for knowledge collection in question 
answering websites. Moreover, previous studies on recommender systems focus on 
recommending items of interest to individual users via collaborative filtering or con-
tent-based approaches [2, 3]. Traditional group-based recommendation methods 
mainly include two kinds of approaches [4]. The first one aggregates interest profiles 
for each member in a group to form the group’s interest profile. The group’s interest 
profile is then used to filter recommended items. The second kind of approach gene-
rates a group recommendation list via aggregating the recommendation list of each 
member derived from personalized recommendations. To the best of our knowledge, 
there is no study on the recommendation mechanisms for knowledge collections in 
communities of question answering websites. Traditional recommendation mechan-
isms have not considered certain factors, such as knowledge complementation and the 
reputation of the community member in terms of his/her collected QAs.  

In this work, a novel group recommendation method is proposed to recommend 
QA documents to communities of QA websites. The proposed recommendation me-
thod generates community profiles from previously collected QAs by considering 
community members’ reputations in collecting and answering QAs, the push scores 
and collection time of QAs. Moreover, users are usually interested in browsing rele-
vant QAs of related questions to get more complete and complementary information. 
The proposed approach generates recommendations of QA documents by considering 
the complementary knowledge of the documents and the relevance degree between 
the QA document and the community profile. Finally, we use the data collected from 
Yahoo! Answers Taiwan to conduct our experimental evaluation.  Experimental 
results show that the proposed method outperforms other conventional methods,  
providing a more effective manner of recommending QAs to communities. 

The rest of this paper is organized as follows. Section 2 describes related works. 
Section 3 describes the proposed methods for recommendation. Section 4 presents 
experiments and evaluation results. Finally, the conclusion is presented in Section 5. 

2 Related Work 

Existing group-based recommendation researches were divided into two aspects: the 
first kind of method aggregates the interest profile of each member in a group to form 
the group’s interest profile. The group’s interest profile is then used to filter recom-
mended items. The second kind of approach generates a group recommendation list via 
aggregating the recommendation list of each member derived from personalized rec-
ommendations [4]. However, the second method does not take into account the im-
portance of each member and the interaction between members. The current 
group-based recommendation systems are widely utilized in different fields, especially 
in the life and entertainment field. For example, in MusicFx [5], each member can give 
a rating to the music based on their preference. Group-based recommendations are also 
used for movies or TV programs such as PolyLens [6] and TV4M [7]. These recom-
mendation systems combine individual preference of movies or programs and then 
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generate a common recommendation list for the group. In addition, group recom-
mendation is generally used to recommend tourism schedules or scenic spots [8].  

The identification of knowledge complementation is unclear due to the definition of 
complementary knowledge depending on the users themselves. Ma and Tanaka [9] use 
the concept of topic-structure to measure the complementary degree between two 
documents.  Liu, Chen and Lu [10] define two types of knowledge complementation 
in a QA website: partial complementation and extended complementation, and propose 
a method to predict complementation relationships between QA documents by building 
a classification model based on three measures: question similarity, answer novelty and 
answer correlation.  

3 Proposed QA Recommendation Approach 

3.1 Overview of Recommendation for Community Knowledge Collection 

The framework of our proposed recommendation method for a knowledge community 
contains three stages. In the first stage, the content of each QA document is prepro-
cessed into a document profile vector. The term vector of a QA d is denoted as KPd. 
The content of each QA is analyzed using the TF-IDF approach [11] to calculate the 
weight of term i in a profile of QA d, KPd. In the second stage, the collected QAs are 
grouped into several topics according to their tags. A community topic profile is de-
rived from a weighted aggregation of document profiles of a topic’s collected docu-
ments by considering members’ reputations in collecting QAs and answering ques-
tions, push scores of QAs as well as the time factors of collected QAs. QAs with higher 
push scores more clearly represent the community’s interests. The most recent QAs 
collected can better reflect the current interest of the community. In the third stage, each 
target QA is compared with each collected QA of the community to determine a com-
plementary score based on question similarities, answer novelty and answer correla-
tion. Finally, the approach combines the community preference score and comple-
mentary score of each target QA to generate a recommendation list. 

3.2 Preference Analysis of Knowledge Community 

The topic relevance score of target QA q to a topic of community G can be derived by 
calculating the cosine similarity between q’s profile and the community topic profile. 
A community G’s preference score on the target QA q can then be derived as the 
maximal topic relevance score over all topics of G. The diversity of QAs exists in 
each topic of a community. Accordingly, we derive a community G’s preference 
score on a target QA q by considering the top-k QAs in each topic collected by G that 
have highest weighted relevance scores to the target QA q, as shown in Eq. (1). Let 

,
,

z topk
G qD be the set of top-k QAs in topic z collected by community G that have highest 

weighted relevance scores to the target QA q. The weighted relevance score of a QA 
d to the target QA q is derived from their cosine similarity multiplied with the QA d’s 
collection weights, including the collection member’s reputation, push score of QA d, 
and the collection time of QA d. The community G’s topic-based preference score on 
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target QA q in topic z, denoted as ,
z
G qTPR , is an aggregation of the weighted relev-

ance scores between the target QA and the QAs in ,
,

z topk
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where KPd is the document profile of QA d; 
:
,c

z d
u GMI  is the importance of member uc 

that collected QA d for topic z; ,
z
d GWRec  is the push score of d within topic z; WTd,G 

is the weight of d’s collection time. The community’s preference score on the target 
QA q, denoted as ,G qGTPR , is the maximal topic-based preference score over all 

topics of community G. 
Important community members usually play an important role in collecting QAs. A 

community member u’s importance in topic z, ,
z
u GMI  consists of two parts: the rep-

utation of member u for collecting/pushing QA documents in community G, MCRu,G. 
and the reputation of member u for answering questions on topic z on behalf of com-

munity G, ,
z
u GMAR . The importance of community members is defined, as shown in 

Eq. (2), which adjusts the relative importance between the member’s reputation for 

collecting QA (MCRu,G) and for answering questions ( ,
z
u GMAR ) by parameter α: 

, , ,(1 )z z
u G u G u GMI MCR MARα α= × + −  (2) 

MCRu,G is derived from the link analysis of the knowledge collection and push  inte-

ractions between community members, while ,
z
u GMAR  is derived based on the num-

ber of best answers obtained by member u. We adopt a link analysis algorithm,  
PageRank [12] to calculate members’ reputations according to the collect/push rela-

tionships among community members. ,
z
u GMAR  is a normalized number of best an-

swers obtained by member u on topic z for knowledge community G.  
QAs pushed by members with greater importance hold more importance and 

should generally have higher push scores for the community. In addition, a QA with a 
higher number of recommendations will be given a higher push score. The push score 

of a QA d in topic z of community G, ,
z
d GWRec  is shown in Eq. (3). ,r

z
u GMI  is the 

importance of recommender ur in topic z of community G; ,
z
d GUR  is the set of mem-

bers who recommend the collected QA d in topic z of community G.  
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The more recent QA documents collected by a community can better reflect the 
current interest of the community. The time weight of a QA d collected by community 

G, ,d GWT  is adopted from the formula given in [13] to compute time factor. 

3.3 Complementary Analysis and Recommendations of Complementary QAs 

The complementary relationships among QAs include partial complementation and 
extended complementation. The information provided in the answer part of a col-
lected QA may be partial and incomplete, so the community may wish to search for 
related QAs to get complete information. However, the information in some related 
QAs may be redundant to the collected QA and of no interest to the community. QAs 
that provide related information that is not redundant are called partially complemen-
tary QAs of a collected QA. Moreover, some information in the collected QA’s an-
swer may not be clear, so the community may wish to search for related QAs that 
contain extended complementary information. Such QAs are called extended com-
plementary QAs of a collected QA. Given two QAs, suppose one is called the Col-
lected QA and the other is called a Target QA. We use the cosine similarity measure 
to determine the degree of similarity between the question of a collected QA and the 
question of a target QA. If the question similarity is high, the questions of the two 
QAs are related, so we analyze their answers to derive each answer’s novelty. Let Ad 
and Ak denote the answers of the Collected QA d and the Target QA q, respectively. 
We measure the novelty of the two answers, Ad and Aq by Eq. (4), which refers to 
[10]. We use the term vectors generated by TF-IDF to measure the cosine similarity 
between the answers of the two QAs. If the similarity is high, this means that the an-
swers contain a lot of common information, so their novelty is low: 

( ) ( ), 1 ,q d q dNov A A sim A A= −  (4) 

If the question similarity score is high, this implies that the two questions are related; 
and if the answers are not redundant, i.e. the answer novelty score is high, partial 
complementation is inferred. If the question similarity is low, the two questions are 
different; thus, we have to check to see if any term appears in both the answer of the 
collected QA and the question of the target QA. If such a term exists, we consider that 
the target QA may contain some information that can explain the unknown subject in 
the collected QA’s answer. However, the answers of the two QAs may be redundant 
or unrelated, so we have to check the answer novelty and correlation between the 
collected QA and the target QA. The answer correlation is measured by the correla-
tion of terms in the answers of the two QAs. Extended complementation generally can 
be inferred if the answer novelty and answer correlation are high. We use the 
all-confidence metric [14], which measures the mutual dependence of two variables, 
to derive the answer correlation, as shown in Eq. (5). The correlation between the two 
answers, Ad and Aq, denoted by AC(Ad, Aq), is derived by summing the all-confidence 

(x,y) scores for x∈ A
dS and y∈ A

qS . Note, that 
A
dS /

A
qS is the term set of Ad / Aq: 
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where x/y is the term contained in the answer for document q/d; P(x) is the probability 
of documents containing term x and P(xy) is the probability of documents contain-
ing both term x and term y. The dependence of two terms (probability) is measured by 
the number of documents which contain the two terms returned by the Google search 
engine. We use a decision tree classification approach to build a classification model 
and predict the complementary relationships among QAs based on three input va-
riables: question similarity, answer novelty and answer correlation. Specifically, we 
use Weka’s Classification and Regression Tree (CART) model [15] to build a classi-
fication model. In the prediction of a target QA, the decision process reaches a leaf 
node of the classification tree based on question similarities, answer novelties and 
answer correlations between two QAs. The complementary score of target QA, q, to 
the collected QA, d, CPSq,d, is the partial or extended probability which can be calcu-
lated as the ratio of the number of training cases in the leaf node with a positive label 
to the total number of training cases in the leaf node. 

A target QA may be complementary to very few QAs collected in a community. 
Therefore, in order to enhance the effect of complementary QA recommendations, we 

derive the complementary score of target QA q to a topic z of a community G, ,
z
G qCPS  

by aggregating the complementary scores of a target QA to the QAs collected in z, as 
shown in Eq. (6):  

( ), ,z
G

z
G q q dd D

CPS f CPS
∈

=  (6) 

where z
GD  is the set of QAs in topic z collected by community G; CPSq,d is the com-

plementary score of target QA q to collected QA d; and f() is an aggregation function, 
such as the average, max or sum of the complementary scores of target QA to the 
QAs collected in z, that can be used to determine the complementary score of target 
QA to a topic. In the experiment, the max function is applied for measuring the com-

plementary score. Once the complementary score of target QA q to a topic z ,
z
G qCPS is 

derived, we consider ,
z
G qCPS  to enhance the effect of recommending complementary 

QAs in deriving community G’s preference score on target QA q, ,
topic
G qGPRC  by the 

topic-based complementary approach, as shown in Eq. (7):  
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where ,
z
G qCPS  is the complementary score of target QA q to a topic z collected by 

community G. Community G’s preference score on target QA q of topic z is obtained 
by multiplying the two factors, including the weighted relevance scores of target QA 
q to top-k QAs in topic z and the complementary score of target QA to topic z. Final-
ly, community G’s preference score on the target QA document q, ,

topic
G qGTPRC , is the 

maximal topic-based preference score over all topics of community G. We enhance 
the effect of the complementary QA recommendation by using the Max function to 
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derive complementary scores of target QA to topics. QAs with high preference scores 
are used to compile a recommendation list, from which the top-N QAs are chosen and 
recommended to the target user.   

4 Experimental Evaluations 

4.1 Experiment Design 

We evaluate the performance of the proposed approach by using the QA documents 
collected in knowledge communities at Yahoo! Answers Taiwan. We choose 15 
knowledge communities from three domains: computer, medicine and finance. The 
F1 performance metric [3, 16] is used to evaluate the performance of the proposed 
approach. F1-measure is the harmonic means of precision and recall. We divide the 
data set into training data and testing data. The data from each community is sepa-
rated into two parts, 80% for training data and 20% for testing data. Our proposed 
methods are compared with the traditional content-based group recommendation me-
thod. The content-based group recommendation method consolidates individual pro-
files to generate group profiles, which in turn are used to filter out items of recom-
mendation. The top-N QAs are recommended to the target user.  

The traditional GP-CB method mainly considers the content similarity between the 
recommended document and the community profile in order to recommend related 
QAs to the community without considering community topics and QA collection 
weights. The GPT method recommends QAs to the community based on the relev-
ance of target QA to the community-topic profiles without considering QA collection 
weights. A community G’s preference score on a target QA q is derived by consider-
ing the top-k relevant QAs in each topic. The GTPR method uses QA collection 
weights to derive weighted relevance scores and derive a community G’s preference 
score from top-k QAs in each topic. The topic-based complementary method 
(GTPRC-T) recommends QAs to the community not only considering the relevance of 
QAs and QA collection weights, but also the complementary scores of QAs.  

4.2 Experimental Results 

A community G’s preference is derived by considering the top-k QAs rather than all 
QAs of each topic. Our experiment result shows the recommendation quality is the 
best when k equals 10. Based on the result, we choose top-10 QAs of each topic to 
derive community preferences for GPT method and our proposed methods. The 
GTRPC-T performs better than the GTPR. The results imply that considering com-
plementary QAs helps to improve the recommendation quality. Fig. 1 shows the per-
formance comparison (F1 measures) among various recommendation methods. The 
GPT recommends QAs based on top-k (top-10) QAs in topics that are most relevant 
to target QA without considering QA collection weights. The GTPR uses QA collec-
tion weights to derive weighted relevance scores and derive a community G’s prefe-
rence score from top-k QAs in each topic. The GP-CB method does not consider the 
topics and the three QA collection factors. The result shows that the recommendation 
quality of GPT is better than that of the traditional GP-CB method. The GTPR method 
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performs better than the GPT and the GP-CB method. Considering the topic profiles 
and the QA collection factors can achieve better recommendation performance than 
the traditional content-based group profiling method. Moreover, the results show that 
the GTPRC-T performs the best among all the methods. The recommendation quality 
is improved when we consider the complementary scores of the target QAs. In sum-
mary, our proposed approach is effective in recommending complementary QA  
documents to knowledge communities. 

 

Fig. 1. F1 measures of various recommendation methods 

5 Conclusion 

In this research, a novel recommendation approach is proposed on recommending 
relevant and complementary QA documents to knowledge communities of Q&A 
websites. Recommending complementary QAs is important to increase the effective-
ness of knowledge collections. The novel ideas of our proposed approach are as fol-
lows: 1) It generates community topic profiles by considering QA collection factors 
such as community members’ reputations in collecting and answering QAs, push 
scores of QAs and the collection time of QAs from the historically collected QA 
documents on specific topics. 2) It predicts the complementary scores of QAs based on 
question similarity, answer novelty and answer correlation. 3) It proposes a QA-based 
complementary approach and topic-based complementary approach to recommend 
complementary QA documents. Experimental results show that consider partial or 
extended complementary QAs help improve the recommendation quality. Moreover, 
our proposed approach, that considers community topic profiles with QA collection 
factors and complementary scores of QAs, performs better than traditional recom-
mendation methods. Our proposed approach is effective in recommending comple-
mentary QA documents to knowledge communities. 
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