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Preface

ACIIDS 2013 was the fifth event of the series of international scientific confer-
ences for research and applications in the field of intelligent information and
database systems. The aim of ACIIDS 2013 was to provide an internationally
respected forum for scientific research in the technologies and applications of
intelligent information and database systems. ACIIDS 2013 was co-organized by
Universiti Teknologi Malaysia (Malaysia) and Wroclaw University of Technology
Poland (Poland) in co-operation with Nguyen Tat Thanh University (Vietnam)
and took place in Kuala Lumpur (Malaysia) during March 18–20, 2013. The first
two events, ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi City and
Hue City in Vietnam, respectively. The third event, ACIIDS 2011, took place in
Daegu (Korea), while the fourth event, ACIIDS 2012, took place in Kaohsiung
(Taiwan).

Submissions came from 20 countries from all over the world. Each paper was
peer reviewed by at least two members of the International Program Committee
and International Reviewer Board. Only 108 papers with the highest quality were
selected for oral presentation and publication in the two-volumes proceedings of
ACIIDS 2013.

The papers included in the proceedings cover the following topics: intelligent
database systems, data warehouses and data mining, natural language processing
and computational linguistics, Semantic Web, social networks and recommenda-
tion systems, collaborative systems and applications, e-business and e-commerce
systems, e-learning systems, information modeling and requirements engineering,
information retrieval systems, intelligent agents and multi-agent systems, intel-
ligent information systems, intelligent Internet systems, intelligent optimization
techniques, object-relational DBMS, ontologies and knowledge sharing, semi-
structured and XML database systems, unified modeling language and unified
processes, Web services and Semantic Web, computer networks and communi-
cation systems.

Accepted and presented papers highlight new trends and challenges of in-
telligent information and database systems. The presenters showed how new
research could lead to new and innovative applications. We hope you will find
these results useful and inspiring for your future research.

We would like to express our sincere thanks to the Honorary Chairs, Zaini
Ujang (Universiti Teknologi Malaysia, Malaysia) and Tadeusz Wi ↪eckowski (Rec-
tor of Wroclaw University of Technology, Poland) for their support.

Our special thanks go to the General Co-chair, Program Co-chairs, all Pro-
gram and Reviewer Committee members, and all the additional reviewers for
their valuable efforts in the review process that helped us to guarantee the high-
est quality of the selected papers for the conference. We cordially thank the
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organizers and chairs of special sessions, who essentially contributed to the suc-
cess of the conference.

We also would like to express our thanks to the Keynote Speakers (Hoang
Pham, Naomie Salim, Mong-Fong Horng, Sigeru Omatu) for their interesting
and informative talks of world-class standard.

We cordially thank our main sponsors, Universiti Teknologi Malaysia
(Malaysia), Wroclaw University of Technology (Poland), and Nguyen Tat Thanh
University (Vietnam). Our special thanks are due also to Springer for publishing
the proceedings, and to the other sponsors for their kind support.

We wish to thank the members of the Organizing Committee for their very
substantial work, especially those who played essential roles: Habibollah Haron
(Organizing Chair) and the members of the Local Organizing Committee for
their excellent work.

We cordially thank all the authors for their valuable contributions and other
participants of this conference. The conference would not have been possible
without them.

Thanks are also due to many experts who contributed to making the event
a success.

March 2013 Ngoc Thanh Nguyen
Ali Selamat
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Abstract. One of the significant problems in digital signal processing is the fil-
tering and reduction of undesired interference. Due to the abundance of me-
thods and algorithms for processing signals characterized by complexity and  
effectiveness of removing noise from a signal, depending on the character and 
level of noise, it is difficult to choose the most effective method. So long as 
there is specific knowledge or grounds for certain assumptions as to the nature 
and form of the noise, it is possible to select the appropriate filtering method so 
as to ensure optimum quality. This chapter describes several methods for esti-
mating the level of noise and presents a new method based on the properties of 
the smoothing filter. 

Keywords: noise estimation, smoothing filters. 

1 Introduction  

The dynamic development of computer techniques that has been observed over the 
past twenty years and the development of digital algorithms for signal processing 
accompanying it, allows for significant improvement of the quality of obtained im-
ages and purposeful interference in the image structure for bringing out certain quali-
ties. Improvement of image quality makes it possible to obtain a significantly greater 
amount of useful information and also to create a better aesthetic impression. A sig-
nificant practical matter is the search for methods of improvement of image quality 
and removal of distortions being the effect of noise. 

Effectiveness of filtering, expressed e.g. by the noise reduction coefficient, is a 
function of many factors, including: the selected filtering algorithm, certain informa-
tion with noise qualities, and also certain information about the model image [12]. Of 
special significance is information on the qualities of noise – random or determined, 
the distribution of power spectral density, variance, etc. In most cases, it is not possi-
ble to obtain full data on the noise and attempts at estimation are undertaken – as-
sessment of the level of noise expressed by variance through analysis of image data. 
Using the information on the level of noise in the image allows for obtainment of an 
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optimal filtering quality, especially for realization of problems of image reconstruc-
tion, edge detection, and others. It is also among the information necessary for the 
creation and operation of adaptive filtering algorithms. 

The applications of noise level estimation in images are very wide and include, 
among others: removal of noise from astronomical photographs [8]; image recon-
struction [2]; edge detection [3],[10, 13]; image segmenting [11, 13]; image smooth-
ing [1]; reduction of noise in photographs made using magnetic resonance technology 
(MRI) [4]. 

One of the significant problems in digital signal processing is the filtering and re-
duction of undesired interference. Due to the abundance of methods and algorithms 
for processing signals characterized by complexity and effectiveness of removing 
noise from a signal, depending on the character and level of noise, it is difficult to 
choose the most effective method. So long as there is specific knowledge or grounds 
for certain assumptions as to the nature and form of the noise, it is possible to select 
the appropriate filtering method so as to ensure optimum quality. E.g. the moving 
average filter has greater noise reduction coefficient than the medium filter with the 
same mask size, so it will be more suited to removing “large” noise. However, the 
median is better for maintaining edges and interferes in the signal structure in a lesser 
degree, which, with a smaller noise reduction coefficient, is more suitable for filtering 
signals with “low” noise. 

The problem is significantly more complex when the character of a given signal 
cannot be determined. Without additional information, it is often difficult to assess the 
level and "type of noise”, and sometimes, it is not possible to state whether a random 
or deterministic course is being dealt with. Due to this, at this point, a test analysis of 
the properties of smoothing filters and their influence on noise level in the output 
signal will be conducted. 

2 Noise Level Estimation Using Exponential Smoothing Filter 

The values of variances of noise signals for individual smoothing methods are derived 
below. Exponential smoothing of the signal is given by the formula: 

 001 )1()1( xaywherexayay mmm ⋅−=⋅+⋅−= −  (1) 

With the acceptance of the following assumptions: 

 2)( nNVnsx σ=+=  (2) 

where: x – disrupted signal; s – useful signal; n – noise. Taking into account that the 
noise and useful signal are not correlated, the variance of the input signal is equal to: 

 222 )(:)( ssns VSVwhereXV σσσ ==+=  (3) 
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Assuming that smoothing reduces only the noise variance, a dependency of the output 
signal variance can be written as: 

 22

2
)( ns a

a
YV σσ

−
+=  (4) 

By designating: V(Y)=Va – variance after exponential smoothing, V0 – signal variance 
without smoothing, the following is obtained: 

 
2

0
222

0 nsns VV σσσσ −=+=
 (5) 

By substituting (5) to (4), after transformations, the dependency for noise variance (6) 
is obtained, determined on the basis of knowledge of the variance of the disrupted 
signal and the variance of the signal after exponential smoothing. 

 )(
22
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0

2
an VV

a

a −
−
−=σ  (6) 

The method of determining noise variance presented above (6) is characterized by a 
need for knowledge of only the variance of the input and output signal, the value of 
which is known. This makes it possible to easily determine the noise level in the case 
of smoothing method. In general, the idea of the method is based on the knowledge of 
the noise variance reduction coefficient, the value of input and output signal variance, 
and on the assumption that, during filtering, only the noise in the output signal is at-
tenuated [10,11,12]. The above establishments find their reflection in dependency (7), 
which is the basis for estimation of the noise level in the analyzed signal. 

 
q

YVYV q
n −

−
=

1

)()(2σ  (7) 

where: V(Y) – signal variance without filtering; Vq(Y) – signal variance after filtering; 
q - noise reduction coefficient. 

3 Estimation Noise Variance Using Averaging Filter 

For a two-dimensional weighted average filter with a 3x3 mask: 

 101 ≤<
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 (8) 

the noise reduction coefficient is expressed by formula: 
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Due to the fact that the assumption pertaining to attenuation of only noise is not com-
pletely fulfilled, that is, the filter also interferes in the signal structure, small weight 
values are to be selected (a~0.01), and the area for estimation should be characterized 
by low variability of the useful signal. Table 1 presents the results of noise level esti-
mation for areas marked on figure. 1, presenting image with 256 shades of gray and a 
size of 256x256 pixels, – Bridge_SF. 

 

 

Xi,j

k=1

k=2 

k=N 

 

Fig. 1. Test image Bridge_SF I-IV – areas 
from which noise variance was estimated 

Fig. 2. Layout of points, with reference to 
which we calculate auto-covariance 

 
The entire image was subjected to additive noise with normal distribution N(0,σ). 

During the selection of areas, the leading consideration was that the assumption per-
taining to the removal of only noise from the filtered signal was inaccurate. This is 
shown by the results of noise estimation in areas I and II. These areas contain a large 
amount of small details and a large range of gray levels, which makes estimation in 
these areas ineffective. However, in areas III and IV, the estimated variance value 
shows good conformance with the variance of the noise to which the test image was 
subjected. This is an effect of the fact that the selected areas exhibit high uniformity 
of gray levels and a lack of small details. 

Table 1. Results of noise variance estimation in the Bridge_SF test image for individual areas  

Area I II III IV. 

σ2 a=0.01 a=0.02 a=0.01 a=0.02 a=0.01 a=0.02 a=0.01 a=0.02 
25 110.1 114.0 300.1 310.3 30.4 30.6 29.4 28.3 

100 172.2 169.5 280.5 354.9 99.7 97.3 95.4 96.8 

225 279.3 288.4 456.6 472.4 215.1 220.1 216.7 219.1 
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The results shown confirm the correctness of the accepted assumption, on the basis 
of which the formula for noise level estimation was derived (7). The only source of 
doubts is the fact that selection of the area is done subjectively, that is, the area that 
seems the most appropriate for evaluating noise level is selected. A conclusion can be 
made, that a method for finding an area from which noise level estimation would give 
satisfactory results should be elaborated. 

4 Finding the Area for Noise Level Estimation 

It is proposed for selection of the area to be made based on image analysis due to the 
correlation coefficient determined based on auto-covariance, because the correlation 
between individual pixels of distinguished “good” areas is small. In the case of 
searching for an area with the lowest values of correlation coefficients, the following 
procedure was used: 

- The average value – m of disrupted pixels in a given area is determined by moving 
an NxN window over the analyzed image. 
- Next, for each pixel from the given area, the auto-covariance coefficient is calcu-
lated relative to pixels found in the k-th layer (10).  
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The placement of individual layers is shown on figure 2. The variance of pixels of the 
k-th layer is defined as: 
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- On the basis of the obtained auto-covariance (10) and variance (11) values in the 
analyzed area, the correlation coefficients ρ can be determined for each layer: 

 
kji

kji
kji V

C

)(

)(
)(

,

,
, =ρ  (12) 

- Next, the obtained values of correlation coefficients are averaged for individual 
points relative to successive layers. In this way, values of correlation coefficients Rk 
are obtained in the given area for a given layer: 
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- The selection of the area for estimation of the noise level is done based on the lowest 
value of the slope of the straight line determined from linear approximation (linear 
regression) carried out for correlation coefficients Rk. 

5 Experiment and Discussion of Results 

The proposed method for estimating the level of noise (7) has been subjected to veri-
fication during the experiment. A level of noise with a normal distribution (Gaussian) 
was estimated, in the range of change σn=1÷15, on test images Bridge_SF. An area 
for estimation of various sizes was searched for (10)-(13). The results of estimation, 
in the form of error calculated from average values of standard deviations obtained 
during individual tests were presented in table 2 and on figure 3. 

Table 2. Results of estimation, in the form of error calculated from average values of standard 
deviations obtained of noise variance estimation in the Bridge_SF test image 

 Av1 Med. Av2 Blok Grad Pyr Cov 
σn   9x9 19x19 29x29 
1 6,130 4,759 0,406 1,521 2,504 1,128 0,891 1,160 1,108 

2 2,665 1,989 0,134 0,501 1,110 0,350 0,215 0,362 0,391 

3 1,541 1,118 0,060 0,234 0,579 0,217 0,026 0,108 0,173 

4 1,007 0,714 0,033 0,107 0,430 0,238 0,021 0,059 0,102 

5 0,702 0,490 0,019 0,029 0,363 0,163 0,030 0,035 0,076 

6 0,512 0,357 0,012 0,008 0,298 0,093 0,182 0,003 0,059 

7 0,383 0,265 0,007 0,032 0,261 0,065 0,080 0,003 0,069 

8 0,295 0,201 0,039 0,051 0,269 0,053 0,110 0,040 0,009 

9 0,231 0,160 0,003 0,054 0,205 0,035 0,110 0,021 0,008 

10 0,183 0,124 0,001 0,077 0,194 0,032 0,072 0,036 0,030 

11 0,144 0,102 0,001 0,090 0,132 0,015 0,139 0,054 0,014 

12 0,115 0,080 0,001 0,089 0,208 0,009 0,152 0,066 0,004 

13 0,087 0,069 0,002 0,097 0,187 0,000 0,098 0,079 0,022 

14 0,070 0,059 0,003 0,103 0,096 0,005 0,081 0,036 0,007 

15 0,057 0,046 0,003 0,110 0,109 0,021 0,136 0,0145 0,004 
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Fig. 3. Diagrams showing relative error of estimation σn in function of interference, methods: 
Cov (area 29x29), Av1, Av2, Med, Block,Grad, Pyr 

The described method was compared to the methods shown in work [9]. Individual 
methods have been marked as: 

- Av1 – estimation using an averaging filter, where σn was calculated from all pixels 
[9], 
- Med. – as above, only using a median filter [9], 
- Av2 – similar to Av1 only 10% of pixels with the lowest values were used for esti-
mation [9], 
- Block – σn calculated from averaging 10% of the variances calculated in areas of 
7x7 pixels [5], [6], 
- Gradient – on the basis of the gradient histogram [4] ,[13], 
- Pyramid – through calculation of variances in individual blocks, with sizes 2lx2l, for 
l=1,2,…,n, where 2nx2n – image size [7], 
- Cov – on the basis of the method described by formula (7) and (10)-(13). 

The obtained test results shown in table 2, show, that the most accurate results - 16 
(the lowest errors) were obtained using the method designated as Av2, especially  
for σn<8. However the method shown by (10-13) placed second, mainly for a 29x29 
area. For a 9x9 area, no advantage of this method over the others was  
visible. 

The conclusion that comes to mind is such, that an even bigger area should be se-
lected for estimation. However there exists a risk that in the case of a lack of a flat 
area of such a large size, there will be many small details in it, which may worsen the 
results. 
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Abstract. Content-based image retrieval (CBIR) would be an important future 
trend in search engines. This paper proposed a nearest neighbor search (NNS) 
method that uses k-means clustering and pre-calculated distances on a known 
set of image samples to be used for performing image queries within the set. 
The proposed algorithm adds a clustering step prior to the rest on an existing 
algorithm and uses the nearest clusters only for the NNS. The distance between 
the query images to the cluster is determined by using twice the standard devia-
tion for the clusters to estimate the boundary of each cluster. The feature used is 
grey-level co-occurrence matrices (GLCM). This reduces both the samples ex-
plored by 25.21% and execution time by 26.62% for 16 chosen clusters within 
23 clusters and a search radius of 0.2. The experimental results had shown an 
improvement in time complexity but on the same time sacrifices the hit rate that 
had dropped from 100% in the previous method that explores all potential sam-
ples but the proposed method only manage to achieve 70.77%.  

Keywords: nearest neighbor search, content-based image retrieval, k-means 
clustering, grey level co-occurrence matrices. 

1 Introduction 

Content-based Image Retrieval (CBIR) is the process to retrieve images by comparing 
the similarity of the image contents rather than the current dominant text-based 
searches. CBIR involves two major steps, first a feature extraction step where a set of 
features that describes the images are retrieved and extracted for the next step where 
the features are used to match up with other images to find the best similarity match 
[1]. Multimedia technology is growing rapidly around the world today resulting in the 
existence of countless images over the World Wide Web. CBIR would be an efficient 
and effective tool for the users to find the desired images from the large pool of 
sources. Introduced by Kato in the early 1990’s, CBIR mainly retrieves the image 
based on its visual feature such as color, texture and shape [2]. This is more efficient 
than the search based on keywords that are either found in the file name, metadata, 
image caption or main text, but are often leading to inaccurate results that are poorly 
labeled [3]. Google Goggle is a recent example of CBIR being applied in mobile 
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phones as an application, it offers search capability based on captured images from 
the camera but is currently only restricted to the recognition of certain objects, such as 
logos, characters and etc [5]. 

In the work of Tou et al., a nearest neighbor search (NNS) algorithm is proposed to 
use pre-calculated distances between a set of images to reduce the need of thoroughly 
exploring all training samples available during an image query. The work shown that 
only an average of 27.13% from the 1024 training samples for the Brodatz texture 
dataset are explored during the query process as compared to the k-nearest neighbor 
(k-NN) that requires all training samples to be compared against [5]. However, the 
exploration of training samples could have been further reduced. 

The main objectives of this paper are: 

• To propose the implementation to cluster the training samples prior to the NNS. 
• To reduce the time duration for each image query. 
• To reduce the number of images explored to find the target images of a query.  

The following sections of this paper include: Section 2 to describe the proposed algo-
rithm of the NNS with k-means clustering; Section 3 to describe the experimental 
materials and settings used in the experiments; Section 4 to discuss the experiments 
conducted, its results and analysis; Section 5 to draw a conclusion for the paper.   

2 Proposed Methodology 

In this paper, the proposed algorithm is a NNS algorithm based on the work of Tou et 
al. [5] but added with a clustering process before it in order to further reduce the ex-
ploration of samples during the image query. The algorithm is divided into two steps; 
1) preparation stage; and 2) query stage. The first step segments the samples into clus-
ters, calculates the features and distances of the training samples. The second step is 
to obtain the nearest neighbors for the query image based on a determined search 
radius and the information calculated in the first step. 

2.1 Step 1: Preparation Stage 

For the preparation stage of the training samples, the clustering will be first conducted 
to place samples into clusters. The textural features will then be calculated. After that, 
the distances between all the training samples will be calculated based on the features. 
These calculated distances are required to be used in the query stage. 

k-Means Clustering. The k-means clustering method is a popular clustering method 
that automatically groups a collection of samples into natural clusters where the num-
ber of clusters is determined by a positive integer value k [6]. After deciding a k, the 
centroids of the k clusters will be randomly initialized, the centroids will be recalcu-
lated and shifted accordingly until it converges [7]. The standard deviation σ of each 
cluster will be calculated for the estimation of the cluster boundaries b by doubling 
the standard deviation such as: 

 σ×= 2b  (1) 
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Textural Feature. Different features could be used for CBIR, e.g. textures [2]. Tex-
tural feature is used for the experimentation of the NNS algorithm proposed in this 
paper. A simple textural feature, the grey level co-occurrence matrices (GLCM) is 
selected for its simplicity of computation. The GLCM is introduced by Haralick et al. 
in 1973 where it remained popular when it comes to texture classification [8]. In this 
paper, the raw GLCM is used instead of generating the second order textural features 
[9]. In this paper, four GLCMs are generated for spatial distance of one pixel, eight 
grey levels and four directions, i.e. 0°, 45°, 90° and 135°. This produces 256 features 
for each sample [10]. 

Distances Calculation. Euclidean distance is selected as the distance metric in this 
paper, because it is easy and fast to compute for it [5]. The distances are calculated for 
each training samples against every other training samples based on the calculated 
GLCM features. For each training samples, the calculated distances are sorted in as-
cending order. The distance between the training sample and itself will always be zero 
and are not stored. The distance between one training sample A and another training 
sample B would also be identical for the reversed situation between B and A. There-
fore, with the number of training samples nT, the number of distances nD that are re-
quired to be computed is [5]:  

 ( ) 2/1−= TD nn  (2) 

2.2 Query Stage 

During the query of an image, the GLCM features will be calculated from the query 
image as described in Section 2.1. The calculated features will be used to compare 
against the training samples that falls within the search range in order to search for the 
final set of training samples that are nearest to the query image. The training samples 
are regarded as candidates during the search. 

Radius Criterion. A search radius r defines the maximum distance allowed between 
the query image and the training sample retrieved. The r can also be defined as a con-
stant value [5].  

Selecting Nearest Clusters. Two comparison criterions are used in this paper for the 
selection of the nearest clusters. The first criterion is to compare the query image 
against the cluster mean which is the centroid of the clusters. The n clusters with the 
smallest distance will be selected as the nearest cluster. The second criterion is to 
compare the query image against the estimated cluster boundary that is achieved us-
ing Eq. (1). The distance dB is determined by: 

 bcdB −=  (3) 

After that, clusters with the smallest dB will be selected as the nearest clusters. 
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Selecting Nearest Neighbors. The query image will be compared against one of the 
training samples to obtain a distance d. A set of potential candidates will be selected 
from the selected nearest clusters if their pre-calculated distances to that particular 
training sample are fallen within the range of [d - r, d + r]. The process will be re-
peated within each selected candidate until every candidate in the potential list is fully 
examined using the same criteria. During this process, the candidate list generated for 
that particular candidate will be compared against the current candidate list and only 
those existing on both lists will remain in the current candidate list for the next 
processes until all candidates in the list are tested to fall within the range of  
[d - r, d + r] from the query image [5]. 

3 Experimental Settings and Materials 

This section described the development tools and dataset used for the experiments 
that are described in Section 4. 

3.1 Tools 

The development tool used in this paper is MATLAB because it provides a number of 
useful toolboxes such as Image Processing Toolbox for GLCM and Bioinformatics 
Toolbox for k-means clustering and etc. MATLAB is also a helpful tool in fast devel-
opment and testing of prototype for the evaluation of the proposed algorithm. The 
computer used for the experiment is a PC with an AMD Athlon 64 × 2 Dual Core 
Processor 6000+ with 3.01 GHz, 2 GB of RAM which is running on Windows XP 
Professional Service Pack 3.  
 

 

Fig. 1. The thirty-two textures selected from the Brodatz texture dataset [5] 
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3.2 Dataset 

The Brodatz texture dataset is used for experiments in this paper. Out of the 112 tex-
tures, thirty-two are selected to be used [11]. Each sample of the textures are seg-
mented into sixteen segments, each segments are rotated, scaled, as well as both ro-
tated and scaled. Each sample has 64 × 64 pixels. Eight of the sixteen segments and 
their respective variations are randomly selected as the training samples and the re-
maining for testing samples. In this paper, ten sets of training and testing samples are 
randomly selected and the average results are shown in the experimental results [5]. 
The thirty-two textures are shown in Figure 1.  

4 Experiments and Results 

Three experiments are conducted to test and compare the proposed method in this 
paper against the previous method by Tou et al. [5]. The first experiment is conducted 
to compare the performance difference between the use of cluster mean and estimated 
cluster boundary for the distance calculation. The second experiment is conducted to 
identify the suitable parameter for the proposed method and the final experiment to 
compare the time performance of the proposed method against the previous method. 
The k for the k-means clustering is selected to be 23 in this paper. 

4.1 Experiment 1: Cluster Mean and Estimated Cluster Boundary 

This experiment is conducted to test the performance difference between the use of 
cluster mean and estimated cluster boundary that is obtained using the cluster stan-
dard deviation for distance measurements. The hit rate will be the performance mea-
surement used for the evaluation. The number of selected clusters is represented by n 
for value of 1 to 12 and the radius is represented by r with the value of 0.2. The expe-
rimental results are as shown in Table 1. 

Table 1. Comparison of hit rate (%) between calculations of distance against cluster mean and 
estimated cluster boundary for n for 1 to 12 

n Cluster Mean (%) Estimated Cluster Boundary (%) 
1 5.94 5.84 
2 10.32 10.86 
3 14.73 15.40 
4 18.76 19.00 
5 22.49 22.88 
6 26.77 26.62 
7 31.34 30.58 
8 35.82 35.55 
9 39.62 39.78 

10 43.03 43.46 
11 46.65 47.21 
12 50.63 51.28 
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From the experimental results, the proposed method to compare based on the esti-
mated cluster boundary using the standard deviation rather than the mean of the clus-
ters had shown a slight improvement in the hit rate, with an overall improvement of 
0.88%. This shows that by using the estimated cluster boundary, the experimental 
results may be better and could be improved, but even when more than half of the 23 
clusters (12 clusters) are used for the experiment, the hit rate is still at an unsatisfied 
51.28% when n is 12, where only half of the nearest samples would be extracted from 
the query. Therefore, the value of n needs to be further increased but shall not be too 
close to 23 or else it would defeat the original purpose of implementing the clustering. 

The use of the cluster mean to find the nearest clusters would draw an issue when 
the cluster means are located closer to the query sample than other clusters that are 
actually having samples closest to the query image but were not selected because the 
clusters are naturally bigger and will have a further cluster mean to the query image as 
shown in Figure 2 where the star represents a query sample and the two clusters with 
cluster means closest to the query image is selected but the third cluster has samples 
closest to the query sample but is not selected because the cluster is bigger and  
naturally creates a larger distance from the query sample to its cluster mean. 

 

Fig. 2. Selecting nearest clusters based on comparison against the cluster means 

To overcome the potential down fall of this issue, the cluster boundary is a better 
target for comparison than the cluster mean, but the cluster boundary is hard to be 
computed, therefore a simple estimation based on the standard deviation of the clus-
ters is used. This would ensure the clusters with the closest boundaries would be se-
lected as shown in Figure 3. 

4.2 Experiment 2: Proposed Method Using Estimated Cluster Boundary 

In this experiment, the n is selected to be from 13 to 20 to examine the performance 
of higher n and further tested for a range of r from 0.1 to 0.5. The comparison of the 
hit rate against the n and r are shown in Table 2 where the horizontal header 
represents the r. 
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Fig. 3. Selecting nearest clusters based on comparison against the estimated cluster boundaries 
based on the cluster standard deviation 

Table 2. Comparison of hit rate (%) for the proposed method using estimated cluster boundary 
for n of 13 to 20 and r of 0.1 to 0.5 

n 0.1 0.2 0.3 0.4 0.5 
13 57.69 55.63 55.71 55.67 55.66 
14 62.65 60.79 60.98 60.9 60.90 
15 65.84 64.47 64.49 64.43 64.44 
16 71.3 70.77 70.97 70.91 70.92 
17 75.24 74.42 74.51 74.55 74.59 
18 78.41 77.57 77.66 77.77 77.83 
19 83.04 81.97 82.03 82.1 82.15 
20 84.72 85.48 85.66 85.62 85.65 

 
The experimental results show that the differences between the uses of different r 

cast only little effect to the hit rate but the n plays a larger role. However, the larger 
the n, it means that more cluster needs to be explored and could potentially bring 
down the computational time and therefore, the selection of n should not be too close 
to k. The rates for the percentage of nearest neighbor (NN) selected against the per-
centage of sample explored are shown from Table 3 to Table 7 for r of 0.1 to 0.5 re-
spectively. 

From the experimental results, it is shown that the situation is similar to the find-
ings of the work of Tou et al. [5] where the results with r is 0.1 show a very low se-
lected neighbor due to the small distance and the larger the r, the larger proportion of 
the training samples would be explored and selected, where 74.72% of the samples 
are selected when the r is 0.5 and n is 20. In this paper, r is 0.2 is selected as a better 
choice as it only explored up to 31.22% of samples and select 26.79% as nearest 
neighbors within these explored samples, when n is 20. A target hit rate of at least 
70% is aimed and therefore the n is selected to be 16 since it produces hit rate of 
70.77% during this n value. 
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Table 3. The NN selected (%), sample explored (%) and the percentage of NN selected against 
the sample explored (%) for n of 13 to 20 and r of 0.1 

n NN Selected Sample Explored (NN Selected) / (Sample Explored) 
13 0.21 5.12 4.04 
14 0.22 5.50 4.08 
15 0.24 5.76 4.10 
16 0.26 6.20 4.12 
17 0.27 6.45 4.18 
18 0.28 6.66 4.22 
19 0.30 6.94 4.29 
20 0.30 7.18 4.23 

Table 4. The NN selected (%), sample explored (%) and the percentage of NN selected against 
the sample explored (%) for n of 13 to 20 and r of 0.2 

N NN Selected Sample Explored (NN Selected) / (Sample Explored) 
13 5.44 21.13 25.76 
14 5.95 22.94 25.92 
15 6.31 24.13 26.14 
16 6.92 26.32 26.31 
17 7.28 27.50 26.48 
18 7.59 28.54 26.59 
19 8.02 29.99 26.75 
20 8.36 31.22 26.79 

Table 5. The NN selected (%), sample explored (%) and the percentage of NN selected against 
the sample explored (%) for n of 13 to 20 and r of 0.3 

n NN Selected Sample Explored (NN Selected) / (Sample Explored) 
13 22.31 38.78 57.52 
14 24.42 43.33 57.68 
15 25.82 44.72 57.74 
16 28.42 49.09 57.88 
17 29.83 51.51 57.92 
18 31.10 53.66 57.95 
19 32.85 56.54 58.10 
20 34.30 58.92 58.21 

Table 6. The NN selected (%), sample explored (%) and the percentage of NN selected against 
the sample explored (%) for n of 13 to 20 and r of 0.4 

n NN Selected Sample Explored (NN Selected) / (Sample Explored) 
13 39.47 48.04 82.20 
14 43.20 52.50 82.29 
15 45.70 55.52 82.32 
16 50.30 61.03 82.42 
17 52.88 64.10 82.50 
18 55.17 66.83 82.55 
19 58.24 70.50 82.61 
20 60.73 73.50 82.63 



 k-Means Clustering on Pre-calculated Distance-Based Nearest Neighbor Search 17 

Table 7. The NN selected (%), sample explored (%) and the percentage of NN selected against 
the sample explored (%) for n of 13 to 20 and r of 0.5 

n NN Selected Sample Explored (NN Selected) / (Sample Explored) 
13 48.56 52.86 91.87 
14 53.13 57.81 91.91 
15 56.22 61.15 91.94 
16 61.88 67.23 92.03 
17 65.07 70.67 92.08 
18 67.90 73.72 92.11 
19 71.67 77.77 92.15 
20 74.72 81.10 92.14 

4.3 Experiment 3: Execution Time 

For this experiment, the selected parameter of n is 16 and r is 0.2 is used to compare 
the previous method in Tou et al. [5] and the proposed method with comparison 
against the estimated cluster boundaries. The comparison of the execution time for a 
single query, the percentage of sample explored and the hit rate is shown in Table 8. 

From the experimental results, it is shown that the proposed method had improved 
the search speed by nearly 25.21% with 26.62% less samples required to be explored. 
However the hit rate was lowered to 70.77% because the method focuses on exploring 
fewer samples without the need to return all samples as the previous method. The 
proposed method therefore had shown a decrease of computational time by about 
25% but at the same time lost nearly 30% of hit rate for the results falling in the near-
est distance under the selected radius.  

Table 8. Comparison of execution time (ms), sample explored (%) and hit rate (%) for the 
previous method [6] and the proposed method with k-means clustering and the use of estimated 
cluster boundaries 

 Execution Time (ms) Sample Explored (%) Hit rate (%) 
Previous Method 2118 35.87 100.00 
Proposed Method 1584 26.32 70.77 

5 Conclusion 

The experimental results showed that the proposed method would be able to reduce 
both the samples explored and the execution time for each query by 25.21% and 
26.62% respectively but in the mean time, lost 29.23% of hit rate for r of 0.2 and n of 
16. This is because the proposed method is not focused on searching for all nearest 
neighbors within the defined search radius but only selects 16 out of the 23 clusters 
for comparison and selection of best neighbors and therefore reduces the hit rate. 

For the proposed method, this paper selects to use the estimated cluster boundary 
instead of the cluster mean due to potential downfall that could happen due to the 
different sizes of clusters. 
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In the future, work shall be carried out to ensure that the ratio of NN selected 
against the samples explored shall be further reduce, the current ratio is as low as 
26.31% indicating that most examined samples are not selected. To solve this prob-
lem, a better criterion should be determined for the selection of the samples to be 
explored based on higher probability to be a nearest neighbor than other potential 
candidates but such work had not been carried out. 
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Abstract. As one of the most successful approaches to building recommender 
systems, collaborative filtering (CF) uses the known preferences of a group of us-
ers to make recommendations or predictions of the unknown preferences for other 
users. In this paper, we first propose a new CF model-based approach which has 
been implemented by basing on mining frequent itemsets technique with the as-
sumption that “The larger the support of an item is, the higher it’s likely that this 
item will occur in some frequent itemset, is”. We then present the enhanced tech-
niques such as the followings: bits representations, bits matching as well bits min-
ing in order to speeding-up the algorithm processing with CF method.  

Keywords: Collaborative Filtering, mining frequent itemsets, bit matching, bit 
mining. 

1 Introduction 

As one of the most successful approaches to building recommender systems, collabora-
tive filtering (CF) uses the known preferences of a group of users to make recommenda-
tions or predictions of the unknown preferences for other users. There are three main 
categories of CF techniques: memory-based, model-based, and hybrid CF algorithms 
(that combine CF with other recommendation techniques). The memory-based CF me-
thods are deployed into commercial systems such as http://www.amazon.com/ and 
Barnes and Noble, because they are easy-to-implement and highly effective [4, 5]. The 
main drawback of memory-based methods are the requirement of loading a large 
amount of in-line memory.  Well-known memory-based CF techniques include neigh-
bor-based CF (item-based/user-based CF algorithms with Pearson/vector cosine correla-
tion) [6, 13] and item-based/user-based top-N recommendations [14]. The problem is 
serious when rating matrix becomes so huge in situation that there are extremely many 
persons using system. Computational resource is consumed much and system perfor-
mance goes down; so system can’t respond user require immediately. Model-based CF 
techniques use the pure rating data to estimate or learn a model to make predictions [6]. 
The model can be a data mining or machine learning algorithm. Well-known model-
based CF techniques include Bayesian belief nets (BNs) CF models [6–8], clustering CF 
models [9, 10], latent semantic CF models [5], MDP (Markov decision process) - based 
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CF [11] and CF using dimensionality reduction techniques, for example, SVD, PCA 
[12]. Model-based CF achieved real-time response when inference speed much faster 
than calculated on the entire data in memory, but the time for building the model is 
slowly. In this paper, we proposed a model-based CF approach based on mining fre-
quent itemsets and bit matching technique in order to speeding-up the algorithm 
processing with CF methods. In addition, the proposed approach is to increase the use-
fulness of recommendations to present those items that user interest by discovering the 
user’s purchasing patterns. In section 2 we propose an idea for the model-based CF 
algorithm based on mining frequent itemsets. The heuristic algorithm is discussed care-
fully in the section 3. We propose an abstract architecture along with a framework 
which assists them in implementing and evaluating CF algorithm in the section 4. Sec-
tion 5 is the evaluation. Section 6 is the conclusion. Note that terms such as “rating  
matrix”, “dataset” and “database” have the same meaning in this paper. 

2 A New CF Algorithm Based on Mining Frequent Itemsets 

With the following given rating vectors, for instance, u = (item 1 = 3, item 2 = 5, item 
3 = 2). It means that user u rated on item 1, item 2, item 3. Where, their values are 3, 5 
and 2, respectively. Then the concept of creating this new CF algorithm, based on 
mining frequent itemsets is to consisting of two following processing steps: 

• Modeling process: A set of frequent itemsets S is mined and it is performed in 
offline process mode.  

• Recommendation process: whenever user u requires to get recommended items, a 
frequent itemset s is chosen from S so that s contains items 1, 2 and 3, for instance, 
s = (item 1, item 2, item 3, item 5, item 7). The additional items 5 and 7 are then 
recommended to user. This meant recommendation isn’t like the modeling process; 
instead it's an on-line process. 

Although the modeling process does consume much more time than that of the rec-
ommendation one. But, it is executed in offline mode. Therefore it won’t be causing 
any negative-time consuming impact on recommendation process. However, there 
would be a serious problem that could be raised, when the frequent itemset s = (item 
1, item 2, item 3, item 5, item 7) didn't give any indication that which rating values 
items 1, 2 , and 3 have been assigned. It is obvious to know that items 1, 2 and 3 are 
rated by the values of 3, 5 and 2, respectively in rating vector u. This means the rating 
vector u and the frequent itemset s don’t match exactly. This eventually causes anoth-
er hazard which is impossible when launching an attempt to compute predictive val-
ues, with missing ratings for rating vector. Now please pay attention, this problem 
will be eliminated or solved by using the technique so-called bit transformation. Note 
that the terms “bit” and “binary” have the same meaning. 

For instance, a rating matrix, where its rows indicate users, its columns indicate 
items and each cell is the rating which user has given to item. With the ratings are in a 
range from 1 to 5 {1…5}, then, the sample rating matrix is shown as what will be 
seen in Table 1. The value 5 indicates the most preference. 
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Each item is “stretched” into 5 sub-items which are respective to 5 possible rating 
values {1…5}. Each sub-item is symbolized as item_j_k carrying two binary-states 1 
and 0, which indicates whether user rates on item j with concrete value k. For exam-
ple, the bit item_2_5 getting state 1 shows that user gave rating value 5 on item 2. 
Now the rating matrix is transformed into bit rating matrix in which each cell is the 
rating of bit sub-item. Supposing that, empty cell has shown such cell get valued by 0; 
it means that there is no one to give a rating on the cell yet. The bit rating matrix is 
shown in Table 2. 

     Table 1. Rating matrix table             Table 2. Bit rating matrix table 

 Item 1 Item 2 Item 3 Item 4 

User 1 3 5 2 1 

User 2 3 5 2 1 

User 3 1 5 4  

 
 
 
 
Each frequent itemset, that has been extracted from bit rating matrix and, it will 

carry a so-called bit form, s = (item_j1_k1, item_j2_k2,…). Where, each component 
item_j_k, has been defined as bit sub-item. After that, rating vector u is also to be 
transformed into bit rating vector u = (item_j1_k1, item_j2_k2,…). It’s so easy to find 
that matching the twos, bit frequent itemset, to bit rating vector is completely simple. 
For instance, if using the shown previous examples; where, the rating vector u = 
(item1 = 3, item 2 = 5, item 3 = 2) is to be transformed into u = (item_1_3, item_2_5, 
item_3_2). While the frequent itemsets are s1 = (item_1_3, item_2_5, item_3_2, 
item_4_1) and s2 = (item_1_1, item_2_5, item_3_4). We also find that itemset s1, has 
been matched at the most, to u and so, the item 4 is recommended to user with predic-
tive value 1. 

Now the previous mentioned problem is solved but our algorithm should be en-
hanced for a little more better. Suppose that the number of frequent itemsets is huge 
and even each itemset has also a lot of items. When we are to match the rating vector 
and frequent itemset, there will be a boom of combinations that may cause computer 
system collapsed or consumed an even a whole lot more of processing time. There-
fore, we propose an enhancement method for matching purpose, based on the tech-
nique, called bit matching. 

2.1 Bit Representation and Bit Matching 

Suppose there are 4 items and each item has 5 possible rating values, we use the bit 
set whose length is 4 * 5 = 20 bits (so-called 20-length bit set) to represent rating 
vectors and frequent itemsets. The bit set is divided into many clusters or groups, for 
example, if each item has 5 possible rating values then each cluster has 5 bits. So each 
cluster represents a sub-item and the position of a bit in its cluster indicates the rating 

 User 1 User 2 User 3 

Item_1_1 0 0 1 

Item_1_3 1 1 0 

Item_2_5 1 1 1 

Item_3_2 1 1 0 

Item_3_4 0 0 1 

Item_4_1 1 1 0 
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value of corresponding sub-item. If a cluster contains a bit which is set, its corres-
ponding sub-item is rated with the value which is the position of such set bit. Follow-
ing is an example of bit set: 

Table 3. Bit representation 

0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 

Cluster 1 

(item 1 = 3) 

Cluster 2 

(item 2 = 5) 

Cluster 3 

(item 3 = 2) 

Cluster 4 

 
For example, rating vector u = (item1 = 3, item 2 = 5, item 3 = 2) is transformed 

into u = (item_1_3, item_2_5, item_3_2) which is represented as u = (00100 00001 
01000 00000) having four clusters. The frequent itemset s1 = (item_1_3, item_2_5, 
item_3_2, item_4_1) which is represented as s1 = (00100 00001 01000 10000). The 
frequent itemset s2 = (item_1_1, item_2_5, item_3_4) which is represented as s2 = 
(10000 00001 00010 00000). In order to match s1 (or s2) with u, all we need is to do 
AND bit-operation between s1 (or s2) and u. 

• If s1 AND u = u then s1 matches with u 
• If s1 AND u ≠ u then s1 doesn’t match with u 

When s1 get matched with u, we do AND – NOT operation, as to extract items which 
are recommended to users. Suppose, the recommended item is denoted r_item: 

      r_item = s1 AND (NOT u) = (00000 00000 00000 10000)  
From this bit set, it is easy to recognize that item 4 is recommended with predict 

value is 1 because the first bit of 4th
 cluster is set.  

As a result, our algorithm will consist of 3 steps: 

• Step 1: Rating matrix is transformed into bit rating matrix. 
• Step 2: Bit rating matrix is mined, as well as to extract frequent itemsets. 
• Step 3: Rating vector and frequent itemsets are represented as bit sets. Bit 

matching operations are performed in order to find out the appropriate frequent 
itemset which is matched with rating vector. Basing on such frequent itemset, it 
is possible to determine which items are recommended. Moreover missing val-
ues of recommended items can be also predicted. 

2.2 Pseudo-code Like C for New CF Algorithm 

Let D, B, S be rating matrix, bit rating matrix and the set of frequent itemsets, respec-
tively. Let matched_itemset and r_item be matched itemset and recommended item, 
respectively. Let bitset(…), count(…) be functions that transforms item into bit set 
and counts the number of bit 1 (s) in bit set. Let bit_transform be the function which 
transforms rating matrix into bit rating matrix. Let mining_frequent_itemset be the 
mining function which extracts frequent itemsets from bit rating matrix (see sections 
3.1, 3.2). Following is the pseudo-code like C for our CF algorithm: 
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B = bit_transform(D) 
S = mining_frequent_itemset(B) 
matched_itemset = null 
max_count = -1 
For each s  S 
 bs = bitset(u) AND bitset(s) 
 If bs = bitset(u) && count(bs) > max_count then 

matched_itemset = s 
max_count = count(bs) 

 End If 
End For 
r_item = bitset(matched_itemset) AND (NOT bitset(u)) 

The second step is the most important, since it’s very often, ones are to asking that. 
Such as, there is a question: “How frequent itemsets are extracted from rating matrix”. 
This question is, then answered in the next section about mining frequent itemsets. 

3 Mining Frequent Itemsets 

Our mining frequent itemsets method is based on the assumption: “The larger the 
support of an item is, the higher it’s likely that, this item occurs in some itemset”. In 
other words, items with the high support tend to combine together so as to form a 
frequent itemset. So our method is the heuristic algorithm so-called Roller algorithm. 
The basic idea is similar to that of a white-wash task. Suppose you imagine that there 
is a wall and there is the dataset (namely, rating matrix) containing all items. Such 
dataset is modeled as this wall. On the wall, all items are shown in a descending or-
dering of their supports; it means that the higher frequent item is followed by the low-
er frequent item. Moreover, we have a roller and we roll it on the wall, from item to 
item, with respect to the descending ordering. If an item is found, satisfied at a mini-
mum support (min_sup), it is, then added to the frequent itemset and the rolling task is 
continued to keep moving on, until there is no item that meets minimum support. The 
next time, all items in this frequent itemset are removed from the meant wall and the 
next rolling task will be performed to find out new frequent itemset. 

Our algorithm includes four following steps: 

• Step 1: Computing the supports of all items and arranging these items on the 
wall, according to the descending ordering of their supports. Note that all items 
whose supports don’t meet minimum support are removed from this descending 
ordering. The kept items are called the frequent items. 

• Step 2: The ith itemset is initialized by the first item in this descending ordering. 
The support of ith itemset is initialized as the support of this first item. The cur-
rent item now is the first item and it is removed from descending ordering. 

• Step 3: If there is no item in descending ordering, the algorithm will be termi-
nated. Otherwise: 
o 3.1. If the current item is the last one, in descending ordering, then all items 

in the ith itemset are removed from the descending ordering and the number i 
is increased by 1 (i = i + 1). Go to step 2. 

o 3.2. If the current item is NOT the last in descending ordering, then, the next 
item is picked and so the current item now is the next item.   



24 P. Do, V.T. Nguyen, and T.N. Dung 

• Step 4: Checking the support of current item:  
o The support of current item satisfies min_sup: the support of the ith itemset 

support(ith itemset) is accumulated by current item; it is the count of total 
transactions that contains all items in both the ith itemset and current item. If 
support(ith itemset) is equal to or larger than min_sup, this item is added to 
the ith itemset.  

o Go back step 3.  

It is easy to recognize that step 3 and 4 are similar to that of a white-wash task which 
“rolls” the ith itemset modeled as the roller. After each rolling (each iteration), such 
itemset get thicker with more items. 

Let I = (i1, i2,…, im) and S be a set of item and a set of frequent itemset, respective-
ly. Let O = (o1, o2,…, on) be the list of items whose supports are sorted according to 
descending ordering, O  I. Let si be the ith itemset. Let c be the current item. Let 
support(…) be the function calculating the support of item or itemset. Let sort(…), 
first(…), next(…), last(…) be sorting, getting first item, getting next item, getting last 
item functions, respectively. Following is the pseudo-code like C for Roller algorithm 
(function mining_frequent_itemset): 

O = sort(I) 
i = 1 
While (true) 
 c = first(O) 
 si = si  {c} 
 O = O / {c} 
 If O =  then return S 
 While (true) 
  If c = last(O) then 

S = S  si 
O = O / S 
i = i +1 
break 

  Else 
c = next(O, c) 
If support(c) < min_sup continue 

   b = bitset(S) AND bitset(c) 
   If count(b)  min_sup then 
    si = si  {c} 
   End If 
  End If 
 End While 
End While 

Although the Roller algorithm may ignore some frequent itemsets but it runs much 
faster than traditional mining frequent itemsets methods. Especially our algorithm can 
be enhanced by using a so-called technique of bit mining. 

3.1 Bit Mining 

When rating matrix (dataset) is transformed into bit rating matrix, item and itemset 
become cluster (sub-item) and bit set (see section 2). The support of item or itemset 
are the number of bits whose values are 1 (s) in bit set. Given bit rating matrix as 
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above table (see table 2). In step 1, sub-items are sorted according to descending or-
dering and some sub-items not satisfying min_sup are removed given the min_sup is 
2. Now sub-items are represented as bit cluster: Item_2_5 = (111), Item_1_3 = (110), 
Item_3_2 = (110), Item_4_1 = (110). 

In step 2, the first itemset s1 is initialized as Item_2_5 
  s1 = (111) and support(s1) = count (111) = 3 
Where count (…) indicates the number of bits whose values are 1 (s) in bit set (…). 
In step 3 and 4, sub-items (clusters) such as Item_1_3, Item_3_2, Item_4_1 are 

picked in turn and all of them satisfy min_sup. 

• Picking Item_1_3: s1 = s1 AND Item_1_3=(111) AND (110) = (110) → sup-
port(s1) = 2. 

• Picking Item_3_2: s1 = s1 AND Item_3_2 = (110) AND (110) = (110) → sup-
port(s1) = 2. 

• Picking Item_4_1: s1 = s1 AND Item_4_1 = (110) AND (110) = (110) → sup-
port(s1) = 2. 

Finally, the frequent itemset is s1 = (110) which include Item_2_5, Item_1_3, 
Item_3_2, Item_4_1. We recognize that the bit set of frequent itemset, named s1 is 
accumulated by frequent item after each iteration. This make algorithm runs faster. 
The cost of counting bit set and performing bit operations isn’t significant. 

3.2 The Improvement of Roller Algorithm 

Roller algorithm may lose some frequent itemsets because there is a case in that some 
frequent items don’t have so high a support (they are not excellent items) and they are 
in the last of descending ordering. So they don’t have many chances to join to fre-
quent itemsets. However they really contribute themselves into some frequent itemset 
because they can combine together to build up frequent itemset, but they don’t make 
the support of such itemset decreased much. It is difficult to discover their usefulness. 
In order to overcome this drawback, the Roller algorithm is modified so that such 
useful items are not ignored.  

So in step 3, instead of choosing the next item as the current item, we can look up 
an item whose support is pseudo-maximum and choose such item as the current item. 
In step 3.2, if the current item is NOT the last in descending ordering, we look up the 
item which is combined (AND operation) with ith itemset so as to form the new item-
set whose support is maximum. Such item as being the so-called pseudo-maximum 
support item is chosen as the current item.   

The improved Roller algorithm take slightly more time than normal Roller algo-
rithm for looking up pseudo-maximum support item in step 3 but it can discover more 
frequent itemsets. So its accuracy is higher than normal Roller algorithm. 
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4 Algorithm Implementation in General Architecture 

The new CF is implemented and evaluated according to the general architecture inter-
preted by UML language has 4 basic interfaces and classes: Algorithm, KBase, Data-
set and Evaluator. Such interfaces and classes are considered as the software-
engineering standard for CF algorithm. Researcher will conform to such standard 
when they apply this framework into writing a new algorithm. 

• Interface Algorithm represents abstract algorithm. The main task that researchers does 
is to realize this interface according to their goals when they invent a new algorithm. In 
most cases, they implement directly two classes MemoryBasedCF and ModelBasedCF 
which are derived from Algorithm. MemoryBasedCF and ModelBasedCF represent 
memory-based CF algorithm and model-based CF algorithm, respectively.  

• Interface KBase represents knowledge base which associates with a model-based 
algorithm ModelBasedCF. The structure of KBase is very flexible and it depends 
on ideas and purposes of algorithm. 

• Class Dataset is composed of a rating matrix and personal profiles. Each row of 
rating matrix is represented by class RatingVector. Personal profile is represented 
by class Profile. Framework is responsible for manipulating Dataset. 

• Class Evaluator is used by framework in order to evaluate algorithm according to 
criterions so-called measures such as time, precision and recall. Such measures are 
defined inside Evaluator. Evaluator reads and feeds dataset on algorithm Algo-
rithm. Finally, it evaluates such algorithm by calculating Measures based on result 
of executing algorithm. 

 

Fig. 1. General architecture for CF algorithms 

 class General Architecture

Evaluator

- externalApps:  Application[]

+ addListener(Application) : void
+ analyze() : Measures
+ evaluate(Algorithm, Dataset) : void
+ issue() : void

«interface»
Algorithm

+ estimate(RatingVector, Profile) : RatingVector
+ getConfig() : Config
+ recommend(RatingVector, Profile) : RatingVector
+ setup() : void

MemoryBasedCF

+ estimate(RatingVector, Profile) : RatingVector
+ getConfig() : Config
+ recommend(RatingVector, Profile) : RatingVector
+ setup() : void

ModelBasedCF

+ createKBase() : KBase
+ estimate(RatingVector, Profile) : RatingVector
+ getConfig() : Config
+ recommend(RatingVector, Profile) : RatingVector
+ setup() : void

«interface»
KBase

+ clear() : void
+ isEmpty() : void
+ learn() : void
+ load() : void
+ save() : void
+ setStoreUri(URI) : void

Dataset

- ratingMatrix:  Map<int, RatingVector>
- userProfiles:  Map<int, Profile> userProfiles

+ getItemIds() : int[]
+ getUserIds() : int[]
+ getUserProfile(int) : Profile
+ getUserRating(int) : RatingVector

Measures

«Property»
+ Precise:  float
+ Recall:  float
+ Time:  float
+ Usefulness:  float
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The CF algorithm in this paper is realized as following steps: 

• Interface Algorithm is impemented according to the goal and schema of this CF 
• Maximum frequent itemsets are represented as KBase. So Roller algorithm which 

finds frequent itemsets is implemented as method KBase::learn(). 
• This CF is executed by the Evaluator in such framework 
• The evaluation measures on this CF are computed by such framework after this 

execution. 

5 Evaluation 

Database Movielens [1] including 100,000 ratings of 943 users on 1682 movies is 
used for evaluation. Database is divided into 5 folders, each folder includes one train-
ing set over 80% whole database and one testing set over 20% whole database. Train-
ing set and testing set in the same folder are disjoint sets. 

Table 4. Evaluation result 

 
Our method Cosine Pearson Simple 

MAE 0.21459 0.37278 0.45747 0.33391 

MSE 0.10285 0.23887 0.31175 0.24616 

RMSE 0.32041 0.48485 0.51458 0.47705 

Precision 0.10554 0.00064 0.00046 0.00077 

Recall 0.04042 0.00024 0.00018 0.00028 

F1 0.05758 0.00035 0.00026 0.0004 

Spearman 0.12540 -1 0 0 

Time 0.00491 1.2117 2.10073 0.11006 

 
The system setting includes: Processor Pentium(R) Dual-Core CPU E5700 @ 

3.00GHz, RAM 2GB, Available RAM 1GB, Microsoft Windows 7 Ultimate 2009 32-
bit, Java 7 HotSpot (TM) Client VM. Our CF method is compared to three other me-
thods: simple method – simplest memory-based CF algorithm, cosine method – mem-
ory-based CF algorithm in which the cosine measure is used, Pearson method – 
memory-based CF algorithm in which the Pearson measure is used and Green Fall 
method – model-based CF using mining frequent itemsets technique. 

There are 8 metrics used in this evaluation: MAE, MSE, RMSE, recall, precision, 
F1, Spearman correlation [4] and time. Note that all metrics except time metric are 
normalized in range [0, 1] and time metric is calculated in seconds. Table 4 is the 
evaluation result. 

Our method is much better than cosine, Pearson, simple methods in all aspects: less 
error ratio via MAE, MSE and RMSE metrics; more accuracy via recall, precision and 
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F1 metrics; higher correlation via Spearman metric. The best thing is that it runs much 
faster than other methods. 

6 Conclusion 

Our CF approach is different from other model-based CF methods when trying to 
discover user interests. The mining technique is important for extracting frequent 
itemsets considered as patterns of user interests. However traditional mining algo-
rithms consume much more time and resources. So we proposed a new mining me-
thod, a so-called Roller algorithm. Based on evaluation measures, Roller is proved as 
reliable algorithm with high performance, fast speed, high usefulness and consuming 
less time and resources. Its sole drawback is that it may ignore some user patterns 
because of heuristic assumption. However this drawback is alleviated by taking ad-
vantage of enhancement techniques such as bit mining, the concept of pseudo-
maximum support. 

In the future, we will propose another new model-based CF method which uses 
Bayesian network in inferring user interests. Such method based on statistical me-
chanism will be compared to the method in this paper so that we have an open and 
objective viewpoint about mining technique and statistical technique. 
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Abstract. Automatic text classification (TC) is essential for the archiving and 
retrieval of texts, which are main ways of recording information and expertise. 
Previous studies thus have developed many text classifiers. They often em-
ployed training texts to build the classifiers, and showed that the classifiers had 
good performance in various application domains. However, as the training 
texts are often inevitably unsound or incomplete in practice, they often contain 
many terms not related to the categories of interest. Such terms are actually 
training noises in classifier training, and hence can deteriorate the performance 
of the classifiers. Reduction of the training noises is thus essential. It is also 
quite challenging as training texts are unsound or incomplete. In this paper, we 
develop a technique TNR (Training Noise Reduction) to remove the possible 
training noises so that the performance of the classifiers can be further im-
proved. Given a training text d of a category c, TNR identifies a sequence of 
consecutive terms (in d) as the noises if the terms are not strongly related to c. 
A case study on the classification of Chinese texts of disease information shows 
that TNR can improve a Support Vector Machine (SVM) classifier, which is a 
state-of-the-art classifier in TC. The contribution is of significance to the further 
enhancement of existing text classifiers. 

1 Introduction 

Information is often expressed in textual form and classified into categories to 
facilitate archiving and retrieval. Automatic text classification (TC) is thus essential. 
It aims at two goals: (1) classifying relevant documents into suitable categories, and 
(2) filtering out those documents that are not relevant to any of the categories of 
interest. The former goal is to determine the proper categories of in-space documents, 
which are those documents that belong to the category space of interest. The latter 
goal is to filter out all out-space documents, which are those documents that fall out 
of the category space of interest. Filtering of out-space documents is particularly 
essential as text classifiers are often built for a limited application domain and hence 
most real-world documents are actually out-space documents for the domain. 

Previous studies often integrated the two goals in a seamless way. Each category 
is associated with a classifier that can autonomously make a decision of accepting or 
rejecting a document. Therefore, a document can be classified into zero, one, or 
several categories, and when the document is not classified into any category, it is 
actually filtered out by the classifiers. One popular way to build the text classifiers is 
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to train the classifiers using a set of training texts that have been tagged with proper 
category labels. However, as the training texts are often inevitably unsound or 
incomplete in practice, they often contain many terms that are not really related to the 
categories of the texts. Such terms are actually training noises in classifier training, 
and hence can deteriorate the performance of the classifiers.  

1.1 Problem Definition and Motivation 

In this paper, we develop a technique TNR (Training Noise Reduction) to remove the 
possible training noises for the text classifiers. Reduction of the training noises is 
essential. By proper reduction of the noises, the classifiers can be trained more prop-
erly and hence the classifiers can have better performance in classifying in-space 
documents and filtering out out-space documents.  

Technically, reduction of training noises is challenging since training texts are in-
evitably unsound or incomplete. In response to the challenge, TNR employs term 
proximity information as the key evidence to identify the noises in the training texts. 
Given a training text d of a category c, TNR identifies a sequence of consecutive 
terms (in d) as the noises if the terms are not strongly related to c. The idea is moti-
vated by the observation: those terms (in d) that have many neighboring terms not 
related to c may simply happen to appear in d and hence are likely to be irrelevant to c 
(and hence are likely to be the training noises in d). By removing the possible training 
noises, the classifiers can be trained more properly. 

1.2 Major Challenge and Related Work 

Major challenge of developing TNR is the fusion of relatedness scores of consecutive 
terms to determine whether the terms are training noises. To our knowledge, no pre-
vious studies tackled the challenge. 

Given training texts that are tagged with category labels, previous TC studies have 
developed and tested many feature (term) selection techniques that estimated the rela-
tedness of a term with respect to each category, and accordingly selected those fea-
tures that were capable of discriminating the categories (e.g., [8][11]). The selected 
features served as the basis on which text classifiers were built. Many excellent text 
classifiers have been developed, including the Support Vector Machine (SVM) clas-
sifiers that have been routinely employed and shown to be one of the best classifiers. 
TNR aims at serving as a front-end processor of the feature selection and classifica-
tion techniques. It reduces the noises in the training texts for the techniques. 

TNR employs term proximity information as the evidence to identify training nois-
es. Previous studies have noted term proximity as important information as well. 
However the term proximity information was employed to improve the ranking of 
text retrieval [4][10][12] or feature selection for text classification (e.g., considering 
multiple consecutive terms [9], nearby terms in a fixed order, and co-occurring terms 
in whatever order and location [3]). TNR employs term proximity to reduce training 
noises. The training texts with noises removed by TNR can be used as the training 
data for the previous proximity-based feature selection and classification techniques. 
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TNR identifies a sequence of consecutive irrelevant terms as the training noises. 
The sequence of terms can be viewed as a passage, and hence TNR actually removes 
certain passages from training texts. Previous passage identification techniques often 
aimed at detecting the existence or transition of topics in texts (e.g., [2]), retrieving 
textual parts for a given query (e.g., [1]), and extracting certain textual parts to be 
classified by text classifiers [6][7]. The previous techniques extracted textual parts 
from testing documents, while TNR extracts and removes textual parts from the train-
ing documents so that noises in the training documents can be reduced to improve the 
training process of text classifiers. 

Section 2 presents TNR. To empirically evaluate TNR, section 3 reports a case 
study on the classification of Chinese texts of disease information. The result shows 
that TNR can improve SVM, which is a state-of-the-art technique for TC. The contri-
bution is of significance to the enhancement of existing text classifiers for classifying 
in-space documents and filtering out out-space documents. 

Table 1. Analysis of possible kinds of terms: For a category c, false positive (FP) and true 
negative (TN) terms in a training document d are actually noises that should be removed (from 
d) so that the text classifier can be improved 

Case 

Characteristics of the terms 

Cause of the case 
Proper 

actions for 
the case 

Actual Corre-
lation type to 

c 

Estimated corre-
lation type to c 

TP: True 
Positive 

Positive Positive Training data is proper 
Keeping the 
terms in d 

FN: False 
Negative 

Positive Negative 

(1) Terms have too 
high frequency in 
categories other than c, 
(2) Terms have too low 
frequency in c 

Keeping the 
terms in d 

FP: False 
Positive 

Negative Positive 

(1) Terms have too low 
frequency in categories 
other than c, 
(2) Terms have too 
high frequency in c 

Removing 
the terms 
from d 

TN: True 
Negative 

Negative Negative Training data is proper 
Removing 
the terms 
from d 

2 Removal of Noises from Training Texts 

Table 1 summarizes an analysis that serves as the basis for the development of TNR. 
Given a term t in a training documnt d of category c, we are concerned with two types 
of correlation between t and c: positive correlation and negative correlation. We say 
that t is positively correlated to c if occurrence of t increases the possibility of 
classifying d into c; otherwise t is negatively correlated to c. Therefore, depending on 
the actual and the estimated correlation types of t to c, we have four possible kinds of 
terms: TP (True Positive) terms, FN (False Negative) terms, FP (False Positive) 
terms, and TN (True Negative) terms. Obviously TNR should treat FP and TN terms 
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as the training nosies as their occurrences in d may mislead the training process of the 
txt classifier for c. It is also interesting to note that, as the correlation types of a term 
is estimated across all categories, the removal of FP and TN terms for a category may 
reduce the number of FN terms for another category.  

Table 2. Algorithm of TNR 

Procedure: TNR(d,c), where d is a training document of category c 
Output: d’: The content of d with training noises for c removed 
Method: 

// Initialization of variables 
(1) d’ ← d;   
(2) NetS ← 0;   
(3) NoiseStart ← NULL;  
(4) CurrentPos ← 1; 
// Sequentially scan all terms in d to remove all training noises in d 
(5) While CurrentPos ≤ Length of d, do   

(5.1) t ← The term at position CurrentPos of d; 
(5.1) χ2(t,c) ← Chi-square correlation strength of t with respect to c; 
// Revise the correlation strength of t to c 
(5.2) If t is positively correlated to c and χ2(t,c) ≥ CorThreshold, 

RevisedS ← Log2(1+χ2(t,c)−CorThreshold); 
(5.3) Else if t is positively correlated to c,   // t is weakly positively correlated to c 

RevisedS ← −1×Log2(1+ CorThreshold−χ2(t,c)); 
(5.4) Else RevisedS ← −1×Log2(1+ CorThreshold+χ2(t,c)). // t is negatively correlated to c 
// Identify the start and end of the possible training noise 
(5.5) If NetS = 0 and RevisedS < 0     // The start of a possible training noise is found 

NoiseStart ← Position of t in d; 
(5.6) NetS ← NetS + RevisedS; 
(5.7) If NetS ≥ 0,     // Identify the end of the possible training noise 

(5.7.1) NetS ← 0;   
(5.7.2) If NoiseStart <> NULL and more than three terms after NoiseStart have Revi-
sedS < 0,  // A training noise is found and hence should be removed 

(5.7.2.1) NoiseEnd ← Position of the term at which NetS is minimized; 
(5.7.2.2) d’ ← d’ with the textual part from NoiseStart to NoiseEnd removed; 
(5.7.2.3) CurrentPos ← NoiseEnd; 

(5.7.3) Else NoiseStart ← NULL;  // Not a training noise, and thus no removal is done 
(5.8) CurrentPos ← CurrentPos + 1;    

// Remove the final noise, if there is one before the end of d 
(6) If NoiseStart <> NULL and more than three terms after NoiseStart have RevisedS < 0,   

(6.1) NoiseEnd ← Position of the term at which NetS is minimized; 
(6.2) d’ ← d’ with the textual part from NoiseStart to NoiseEnd removed; 

(7) Return d’; 
 
However, as training texts are inevitably unsound or incomplete, precise identifica-

tion of FP and TN terms is challenging. TNR thus employs term proximity  
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information as the evidence to tackle the challenge. Those terms (in d) that have many 
neighboring terms with negative or low correlation strengths to c may simply happen 
to appear in d and hence are likely to be the training noises in d. 

More specifically, Table 2 defines the algorithm of TNR. Given a training docu-
ment d of a category c, TNR identifies certain sequences of terms as the training nois-
es for c and accordingly returns d’ whose content is copied from d with the noises 
removed (ref. Output in Table 2). TNR sequentially scans each term t in d to detect 
the noises (ref. Step 5). To estimate the types and strengths of term-category correla-
tions, TNR employs the χ2 (chi-square) technique (ref. Step 5.1), which is a state-of-
the-art technique routinely employed and shown to be one of the best feature scoring 
techniques [11]. For a term t and a category c, χ2(t,c) is estimated by equation 1, 
where N is the total number of training texts, A is the number of training texts that are 
in c and contain t, B is the number of training texts that are not in c but contain t, C is 
the number of training texts that are in c but do not contain t, and D is the number of 
training texts that are not in c and do not contain t. 

                     
)()()()(
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2
2
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×−××=χ                       (1) 

If A×D>B×C, t is more likely to appear in documents of c (than in documents not of 
c) and hence is said to be positively correlated to c; otherwise it is negatively corre-
lated to c. To tackle the problem of false positive terms (FP, recall Table 1), TNR 
employs a chi-square strength threshold (CorThreshold in Step 5.2 in Table 2) to de-
termine whether t is strongly positively correlated to c (likely to be really positively 
correlated to c). The threshold is set to the top 70% chi-square strength of the terms 
that are estimated to be positively correlated to c, and hence 70% of the positively 
correlated terms are said to be strongly positively correlated to c. TNR then revises 
the correlation strength of t to c by considering the threshold and employing logarithm 
to reduce the effect of dramatic change of the χ2(t,c) scores (ref. Steps 5.2 ~ 5.4). 
Only those terms that are strongly positively correlated to c have positive revised 
strengths. 

To identify the start and the end of the textual part that is believed to be a training 
noise, TNR maintains NetS, which is the net sum of the revised strengths (ref. Step 
5.6). The start of the training noise NoiseStart should be at the position at which 
NetS=0 and the revised strength of the current term t is negative (since in this case t is 
the first possible FP term, ref. Step 5.5). After scanning t, NetS becomes negative (as 
the revised strength of t is negative, ref. Step 5.6). Once NetS≥0 again at some later 
position (ref. Step 5.7), TNR triggers the removal of the training noise whose end is 
the position at which NetS is minimized (i.e., NoiseEnd, ref. Steps 5.7.2.1 and 
5.7.2.2). This is because the textual part spanning from NoiseStart to NoiseEnd ac-
tually contains more negatively correlated terms and hence is more likely to contain 
FP and TN terms that should be removed. To properly employ term proximity to iden-
tify training noises, a training noise should have at least three terms whose revised 
strengths are negative (ref. Step 5.7.2). Finally, if the end of d is encountered but it is 
still possible to identify a training noise, TNR employs the same way to identify and 
remove the noise (ref. Step 6). 
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3 A Case Study on Classification of Disease Information 

A case study on thousands of Chinese texts of disease information was conducted to 
empirically evaluate the contribution of TNR. Automatic classification of disease 
information is a fundamental task for the dissemination of medical information for 
medical decision support and disease management. 

3.1 Experimental Data 

In the case study, we tested medical texts about top-10 fatal diseases and top-20 can-
cers in Taiwan, resulting in 28 diseases of interest. Chinese texts about the 28 diseases 
were collected from several reliable sources, including National Taiwan University 
Hospital1, Department of Health in Taiwan2, and many medical associations and hos-
pitals. We were also interested in 5 aspects of the diseases: etiology, diagnosis, treat-
ment, prevention, and symptom, which are critical aspects in clinical practice and 
disease management. There were 2 diseases for which we could not find medical texts 
about the aspect of prevention, and hence we totally had 138 categories (=28×5-2) in 
which there were 4669 medical texts. We randomly selected 2300 of the documents 
as the training data. The remaining 2369 documents were used as the in-space testing 
data (i.e., the testing data belonging to the space of the 138 categories). The data was 
used to measure how text classifiers performed in classifying in-space documents.  

On the other hand, to measure how text classifiers performed in filtering out out-
space documents (those that belonged to none of the 138 categories), we collected 
446 medical texts about other 15 diseases. As noted in Section 1, filtering of out-
space documents is particularly essential as most real-world documents are actually 
out-space documents for the domain in which text classifiers are trained. 

3.2 Underlying Text Classifier 

We employed SVM as the underlying classification technique. SVM is a popular 
technique in TC, and previous studies have shown that SVM is one of the best classi-
fication techniques. To implement the SVM classifier, we employed SVMLight that is 
publicly available3 [5] and has been tested in many previous studies. SVM required a 
feature set, which was built using the training data. The features were selected based 
on their maximum χ2 scores with respect to all categories [11]. We reported the con-
tributions of TNR to SVM under different feature set sizes. 

3.3 Evaluation Criteria 

We employed different criteria to evaluate the two goals of TC: classification of in-
space test documents and the filtering of out-space test documents. For the former, we 
 
                                                           
1 Available at http://www.ntuh.gov.tw/en/default.aspx. 
2 Available at http://www.doh.gov.tw/EN2006/index_EN.aspx. 
3 Available at http://www.cs.cornell.edu/People/tj/svm%5Flight/old/ 
svm_light_v5.00.html. 
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Fig. 1. Classification of in-space medical documents: TNR helps SVM to achieve better per-
formance, especially when fewer features are available for SVM 

employed F1, which is a popular criterion measured by 2×P×R/(P+R), where P (preci-
sion) is [total number of correct classifications / total number of classifications made] 
and R (recall) is [total number of correct classifications / total number of correct clas-
sifications that should be made]. There are two ways to compute average performance 
in F1: micro-averaged F1 (MicroF1) and macro-averaged F1 (MacroF1). In measuring 
MicroF1, P and R are computed by viewing all categories as a system, and the result-
ing P and R are used to compute MicroF1. MacroF1 is simply measured by averaging 
F1 values on individual categories. 

For the filtering of out-space test documents, we employed two evaluation criteria: 
filtering ratio (FR) and average number of misclassifications (AM). FR is [number of 
the out-space documents that are successfully rejected by all categories / number of 
the out-space documents] and AM is [number of misclassifications for the out-space 
documents / number of the out-space documents]. A system should filter out as many 
out-space documents as possible (i.e., higher FR) and avoid misclassifying the out-
space documents into many categories (i.e. lower AM). 
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Fig. 2. Filtering of out-space medical documents: TNR successfully helps SVM to filter out a 
higher percentage of out-space documents (i.e., achieving higher FR) and reduce the average 
number of misclassifications for the out-space documents (i.e., achieving a lower AM) 

3.4 Result and Discussion 

Figure 1 shows the performance of SVM and SVM+TNR (SVM with TNR as the 
front-end processor to remove training noises) in classifying in-space medical docu-
ments. The results show that TNR can help SVM to achieve better performance, espe-
cially when fewer features are available for SVM, indicating that for those application 
domains in which it’s difficult to get complete training data, noise reduction provided 
by TNR is particularly helpful for SVM to achieve better performance. In the case 
study, TNR helps SVM to achieve better and stable performance when only 2/3 of the 
features (i.e., 2000 features) are employed. The result confirms the contribution of 
training noise reduction to the classification of in-space documents. 

Figure 2 shows the performance of SVM and SVM+TNR in filtering out out-space 
medical documents. The results show that TNR can help SVM to filter out a higher 
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percentage of out-space documents (i.e., higher FR achieved by SVM+TNR), and 
when an out-space document is misclassified into some categories TNR helps SVM to 
reduce the number of the misclassifications (i.e. lower AM achieved by SVM+TNR). 
As most real-world testing documents are actually out-space documents for the clas-
sifiers, the contribution of TNR is of practical significance. Based on the results in 
Figure 1 and Figure 2, contributions of TNR to both the classification of in-space 
documents and the filtering of out-space documents are confirmed.  

4 Conclusion and Future Work 

Previous studies have developed many techniques to build excellent text classifiers 
using training texts, which are tagged with category labels. However, as the training 
texts are often inevitably unsound or incomplete in practice, they often contain many 
training noises, which are those terms not related to the categories of interest. Reduc-
tion of the training noises is helpful to promote the performance of text classifiers. We 
thus present a technique TNR to remove the possible training noises. Given a training 
text d of a category c, TNR identifies and removes the terms (in d) that are likely to be 
negatively correlated to c. As the identification of such terms is challenging due to the 
unsoundness and incompleteness of training data, TNR employs term proximity as the 
evidence to identify such terms. It identifies a sequence of consecutive terms (in d) as 
the noises if the terms are not strongly related to c. A case study on thousands of Chi-
nese texts of disease information shows that TNR can improve SVM in both the clas-
sification of in-space documents (those that belong to some categories of interest) and 
the filtering of out-space documents (those that belong to none of the categories). The 
contribution is of significance to text classification studies. 

Although SVM has been a state-of-the-art classification technique, we are applying 
TNR to other kinds of text classification techniques so that we may further measure the 
contributions of TNR to various kinds of text classifiers. It is also interesting to extend 
the medical case study reported in the paper. An interesting extension is the classifica-
tion of texts without disease names, as healthcare professionals and consumers often 
like to enter a textual description without disease names (e.g., descriptions of symptoms 
and risk factors) and ask for relevant diseases. The text classifiers enhanced with TNR 
can serve as the disease classifier so that more information of the relevant diseases can 
be disseminated and shared among the healthcare professionals and consumers. 
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Abstract. An approach of Web service matching is proposed in this paper. It 
adopts semantic similarity measuring techniques to calculate the matching level 
between a pair of service descriptions. Their similarity is then specified by a 
numeric value. Determining a threshold for this value is a challenge in all 
similar matching approaches. To address this challenge, we propose the use of 
classification methods to predict the relevance of requests and Web services. In 
recent years, outcome prediction models using Logistic Regression and 
Artificial Neural Network have been developed in many research areas. We 
compare the performance of these methods on the OWLS-TC v3 service 
library. The classification accuracy is used to measure the performance of the 
methods. The experimental results show the efficiency of both methods in 
predicting the new cases. However, Artificial Neural Network with sensitivity 
analysis model outperforms Logistic Regression method. 

Keywords: Web service discovery, Semantic Web service matchmaker, 
Relevance prediction, Logistic Regression, Artificial Neural Network. 

1 Introduction 

With the invention of Service Oriented Architecture (SOA), Web services have 
gained more popularity. A Web service is "a software system identified by a URI, 
whose public interfaces and bindings are defined and described using XML. Its 
definition can be discovered by other software systems. These systems may then 
interact with the Web service in a manner prescribed by its definition, using XML 
based messages conveyed by Internet protocols" [1]. Nowadays, the number of Web 
services provided by the various organizations is increasing dramatically. Thus, how 
to effectively and efficiently find the Web services which meet the user's 
requirements is a challenge. Web service discovery is defined as "the act of locating a 
machine-processable description of a Web service that may have been previously 
unknown and that meets certain functional criteria. It involves matching a set of 
criteria with a set of Web service description. The goal is to find an appropriate Web 
service" [2]. Semantic approaches describe the properties and capabilities of Web 
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services in an unambiguous and machine-understandable form. This will ease the way 
to automate usage tasks such as discovery, selection, composition, mediation, and 
invocation of Web services. Specifically, Semantic Web service discovery attempts to 
make the process of finding Web services run automatically. During this process 
which is often called matchmaking, the formalized description of a service request 
and that of a service advertisement need to be compared with each other in order to 
recognize common elements in these descriptions. Semantic Web service discovery 
approaches are mainly classified into three categories: Logic-based, Non-logic-based, 
and Hybrid [3]. While Logic-based approaches rely on logic inferences for the 
matchmaking, Non-logic-based matchmakers exploit semantics that are implicit in 
patterns or relative frequencies of terms in service descriptions. They rely on 
techniques such as graph matching, linguistics, data mining, or information retrieval. 
Finally, Hybrid approaches combine techniques from both of the previous 
matchmakers. 

In this paper, we propose a Non-logic-based semantic matchmaker. Several Non-
logic-based approaches have been proposed to solve the problem of Web service 
discovery. They receive a request as input and return as output a list of Web services 
ordered by their similarity to the request. Usually, the similarity is a value between 0 
and 1. Determining a threshold for the similarity value is a challenge. However, the 
current approaches share a common weakness, as they disregard such challenge. To 
address this problem, we propose the use of classification methods to predict the 
relevance of requests and Web services. In this approach, the classification method 
rely either on the past user's experiences or on a repository of known pairs of request 
and Web services to predict the relevance of a new pair of service descriptions. 

The classification methods used in this study are Logistic Regression and Artificial 
Neural Network. These methods provide the same functionality, but follow different 
approaches. This raises the question if one method has better performance than the 
other. To investigate this question, we compared the performance of these methods 
using the same set of data. 

The remainder of this paper is structured as follows. In Section 2 we explain our 
proposed Non-logic-based semantic matchmaker. Section 3 describes the used 
classification methods. In Section 4 the application of the classification methods for 
predicting the relevance of requests and Web services is explained. This is followed 
by the evaluation process and the obtained results. We conclude in Section 5. 

2 Non-logic-based Semantic Matchmaker 

To determine the similarity of services, Non-logic-based approaches generally exploit 
techniques other than reasoning on logical expressions. Our proposed Non-logic-
based matchmaker relies on semantic similarity measuring techniques to calculate the 
matching level between the signatures of a request and a Web service. 

The signature of a request or a Web service can be defined in terms of the inputs 
and the outputs included in its offered description. The inputs of a service as well as 
its outputs are described as set of concepts defined in some domain-specific ontology. 
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The Non-logic-based matchmaker determines the similarity level of a request and a 
Web service by comparing their respective signatures. 

Several approaches have been proposed to measure the semantic similarity and 
relatedness among a pair of given concepts with respect to their relationship in the 
reference ontology [4], [5]. Based on the evaluation of similarity measures performed 
in the literature [6], intrinsic Information Content-based approaches provide higher 
accuracy in comparison with other measures. They also keep the complexity level of 
computations low. These features are useful when implementing a generic approach 
for Semantic Web service matchmaking. In our approach, we adopt the intrinsic IC-
based measure proposed by Lin [7]. 

The selected measure is based on the notion of Information Content (IC) in the 
information theory. The IC of the concept  is computed by the negative logarithm of 
its appearance probability,  in a taxonomy. log  (1) 

According to Lin, the similarity between a pair of terms  and  in a taxonomy can 
be measured as the ratio between the amount of information needed to state their 
commonality and the information needed to fully describe what they are . This 
measure is computed as follows: , 2 , , (2) 

where  denotes the Least Common Subsumer for a pair of terms in an ontology. 
To obtain the maximum matching value based on the selected similarity measure, 

we apply the same principle to the set of advertised components  and the set of 
requested components . Suppose that  is a binary variable indicating whether 
concepts  and  have been paired and their similarity is determined by a 
function : , 0. .1 . Then, function : , 0. .1  is defined 
as follows: , 1| | . . , | . (3) 

That means the maximum similarity of two component sets is the average of the 
maximum similarities found for components in  for each component in . 

To compute the signature-level similarity value of a request  and a Web service 
, the maximization function in Equation 3 is applied to the sets of input (or output) 

concepts of , respectively, . Thus, two distinct matching values are obtained for 
input and output parts of their signatures. Finally, the overall similarity will be 
defined as the average of the above values: , , , , ,2 . (4) 
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3 Classification Methods 

3.1 Logistic Regression 

Logistic Regression (LR) [8] is a well known classification method in the field of 
statistical learning. LR is a type of regression analysis used to find the best model to 
describe the relationship between an outcome (dependent) variable and a set of 
predictor (covariate) variables. Binary LR refers to the case where the observed 
outcome has two possible types (e.g. “yes” vs. “no”, “male” vs. “female”, or “pass” 
vs. “fail”). 

Unlike ordinary regression, what we want to predict from the knowledge of 
covariates and coefficients is not a numerical value of a dependent variable, but rather 
the probability that it belongs to a particular group [9]. To accomplish this goal, let 
the conditional probability that the outcome is present be denoted by 1|

. The logit function (i.e. the logistic transformation) of the LR model is given by 
the equation: , (5) 

where  is the constant of the equation, …  are predictor variables and …  
are their respective coefficients. Predictor variables may be either numerical or 
categorical. The general method of estimation of logit models is maximum likelihood, 
in which we want to maximize the probability of getting the observed results given 
the fitted regression coefficients. The LR model is: 

1 . (6) 

Here,  is the base of natural logarithm [8]. 
Ease of use and the ability to interpret the model parameters are the most important 

advantages of LR. The drawback of LR is that it is not suitable for modeling complex 
interactions since it uses linear combination of variables. LR is used extensively in 
numerous disciplines such as business management [10], civil and environment [11], 
medical and health [12], social sciences [13], and image processing applications [14]. 

3.2 Artificial Neural Network 

Artificial Neural Network (ANN) is a computer modeling technique based on the 
observed behaviors of biological neurons [15]. A neural network is similar to humans 
in that it takes previously solved problems to gain knowledge for constructing a new 
model. This model is able to makes decisions, classifications, and predictions [16]. 
ANN is a complex and flexible nonlinear system with properties not found in other 
modeling systems. These properties include robust performance in dealing with noisy 
or incomplete input patterns, high fault tolerance, and the ability to generalize from 
the input data [17]. 
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ANN has proven its predictive power through comparison with other statistical 
techniques using real data sets. The data sets of past experiences include 
corresponding input and output variables. Supervised neural networks such as multi 
layer perceptron (MLP) and radial basis function (RBF) use training and testing data 
to build a model. The training data is a portion of data set that is used to learn the 
ANN model in predicting the known output. The validation of the model is conducted 
by testing data. ANN is aimed to predict the output for any given input [18]. Fig. 1 
shows an example of a typical  MLP model [19]. 

 

Fig. 1. Typical Multi Layer Perceptron Model 

As can be seen, this simple neural network consists of input, hidden layer, and 
output layers. In each layer there are one or more nodes as processing elements (PEs). 
PEs simulate the neurons in the brain. They have connections to each other in various 
layers. The connections have weights determined during the training phase. In this 
feed forward neural network, information only passes in the forward direction with no 
feedback loops [19]. 

There is not any standard method to construct the architecture of ANN models, 
therefore their developing is difficult. Besides, in contrast to the regression models, 
the standardized coefficients and odd ratios associated with each variable in ANN 
cannot be easily computed. One of the major drawbacks of ANN models is the 
difficulty of interpreting the weights of the predictors generated by the neural network 
analysis. Another disadvantage of ANN is its complexity [20, 21]. 

ANN has been applied in many disciplines, including biology, psychology, 
statistics, mathematics, medical science, and computer science [22]. It has also been 
applied to a variety of business areas such as accounting and auditing, finance, 
management and decision making, marketing and production. Recently, ANN models 
become very popular and have been applied to diagnose diseases and to predict the 
survival ratio of the patients [15], [21], [23], and [19]. 

4 Predicting the Relevance of Requests and Web Services 

Our proposed Non-logic-based matchmaker calculates the similarity between a 
request and a Web service by comparing their descriptions. At the core of this 
matchmaker is a function that returns a similarity value in the range of [0,1] for a pair 
of service signatures. The higher the result of this function, the higher the similarity 
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between two services is. This similarity value should be used to predict whether the 
request and the Web service are relevant or not. In our approach, we aim to automate 
this prediction by means of the classification methods such as those discussed in 
Section 3.  

First, the selected classification method should be trained using a number of 
requests and Web services for which the relevancy is known. After training to predict 
the relevance of a Web service to a given request the classification method receives 
their similarity value and classifies the Web service in one of two possible classes, 
namely: relevant or not relevant. This process must be repeated to compare all Web 
services available in the repository with the given request. Due to the large amount of 
the data, the training might takes a high computation time. So this phase should be 
performed off-line. 

4.1 Evaluation 

The validation of our approach was performed with OWLS-TC. This is the most 
prominent service retrieval test collection that has been applied since 2006 in the 
international contest series on Semantic Service Selection (S3) [24]. It should be 
noted that we do not utilize an artificially created test data set and this collection is 
completely independent from the work at hand which makes the results of the 
evaluations more reliable. 

We have selected version 3.0 revision 1 of OWLS-TC. This version consists of 
1007 Semantic Web services written in OWL-S 1.1 from seven application domains 
that are education, medical care, food, travel, communication, economy, and weapon. 
It also provides a set of 29 test queries. The measurement of the performance of 
semantic service retrieval requires any test collection to include a set of relevant 
services for each query in the collection [24]. These sets of relevant services were 
determined for OWLS-TC by more than a dozen users according to the standard 
TREC working definition of binary relevance [25], i.e. each Web service is judged 
either relevant or not relevant to a query. The semantic annotations of all services 
base on references to 34 OWL ontologies in total.  

In order to use the classification methods LR and ANN for analyzing the data, the 
first step is to define a model. For this we assume that the similarity of a request and a 
Web service on the signature level (the input and the output features) predicts the 
membership of that Web service to the request's relevance set. Therefore, our model 
consists of a dependent variable ,  that denotes the relevancy of a request   and 
a Web service , and an independent variable ,  that denotes the similarity 
between  and . As mentioned earlier, in the test collection OWLS-TC each Web 
service is defined as either relevant or not relevant to a request. To consider these 
discrete relevance grades as the dependent variable, they should be mapped to 
numerical values such as the following: 

 ,  1,    0,     (7) 
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For the training phase, we have selected all test queries from the OWLS-TC 
repository. Each pair of a request  and a Web service  is represented by a vector 
as follows: , , , , , (8) 

in which the similarity of  and  and their relevancy are the dimensions of the 
vector. For the pair of  and , the Non-logic-based matchmaker matches them and 
also retrieves their predefined relevancy. The computed similarities as well as the 
relevancy are stored in a vector. All the vectors ,  are considered as the 
training set. These vectors constitute a matrix where each pair of request and Web 
service yields one row with two columns. An exemplary matrix is depicted in the 
following: , ,, ,, ,, ,

0.19 00.80 10.30 00.26 0  , (9) 

where the first four rows contain the data for the pair of requests and Web services , , , , , , and ,  respectively. It can also be seen that  and 
 are relevant while other three pairs are not relevant according to the mapping 

shown in Equation 7. 
Variables ,  and ,  from the aforementioned model enter in both LR and 

ANN methods as respective categorical output and continuous input, using the data of 
the above matrix. The ANN used in this study is a multi layer perceptron (MLP) 
model with a three-layer topology (input, hidden, and output layers). The input layer 
consists of one neuron corresponding to , , the hidden layer consists of eight 
neurons transforming the input to a 8-dimensional space. Finally, the output layer has 
only one neuron, representing two possible states: relevant or not relevant. 

After training the model, the next step is evaluating the classification methods by 
making predictions against the test set. For evaluation, we use the same set of training 
data. Since this data set already contains relevance set of each request, it is easy to 
determine whether the method's guesses are correct. 

Applying LR results are depicted in the Table 1. 

Table 1. Classification Results of Logistic Regression 

Observed 

Predicted ,  Percentage 
Correct 0 1 

,  
0 21372 0 100.0 

1 2571 5260 67.2 
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The neural network development software used in this study was STATISTICA, 
version 7 (StatSoft, Inc., Tulsa, OK, USA). The statistics analysis was performed 
using PASW Statistics version 17 (SPSS, Inc., Chicago, IL, USA). 

5 Conclusion 

In this paper we have presented an approach to solve the discovery of Semantic Web 
services. The designed Non-logic-based matchmaker relies on semantic similarity 
measuring techniques to calculate the matching level between both inputs and outputs 
elements included in the OWL-S service description. It receives a request and a 
collection of Web services as input and produces as output a list of Web services 
ordered by their level of similarity to the request. Furthermore, we proposed a 
mechanism to predict the relevance of requests and Web services by means of a 
classification method. Applying this mechanism on Web services of the ordered list 
determine each one either as relevant or not relevant to the given request. This will 
assist the requester in selection among the discovered Web services. 

Two classification methods, namely: Logistic Regression and Artificial Neural 
Network have been applied and compared. For the comparison, these methods have 
been evaluated against the OWLS-TC version 3.0 revision 1 repository. Both methods 
(LR and ANN) presented results of high precision in predicting the relevance of the 
cases, however ANN outperformed LR. 

Comparing two predictive methods in general, ANN provide more accurate results 
in prediction whereas LR could also identify the effect of factors on the classification 
[15]. The complexity of ANN makes it difficult to relate their output to input. ANN 
model allows the inclusion of a large number of variables [27]. Another advantage of 
ANN is that there are not many assumptions (such as normality) that need to be 
verified before the models can be constructed. 
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Abstract. The Malay language is an Austronesian language spoken in most 
countries in the South East Asia region that includes Malaysia, Indonesia, Sin-
gapore, Brunei and Thailand. Traditional linguistics is well developed for Ma-
lay but there are very limited resources and tools that are available or made  
accessible for computer linguistic analysis of Malay language. Assigning part of 
speech (POS) to running words in a sentence for Malay language is one of the 
pipeline processes in Natural Language Processing (NLP) tasks and it is not 
well investigated. This paper outlines an approach to perform the Part of Speech 
(POS) tagging for Malay text articles. We apply a simple Rule-based Part of 
Speech (RPOS) tagger to perform the tagging operation on Malay text articles. 
POS tagging can be described as a task of performing automatic annotation of 
syntactic categories for each word in a text document. A rule-based POS tagger 
generally involves a POS tag dictionary and a set of rules in order to identify 
the words that are considered parts of speech. In this paper, we propose a 
framework that applies Malay affixing rules to identify the Malay POS tag and 
the relation between words in order to select the best POS tag for words that 
have two or more valid POS tags. The results show that the performance accu-
racy of the ruled-based POS tagger is higher compared to a statistical POS tag-
ger. This indicates that the proposed RPOS tagger is able to predict any un-
known word's POS at some promising accuracy. 

Keywords: Rule-Based POS Tagger, Computational Linguistic, Malay Affix-
ing Rules, Malay Word Relation. 

1 Introduction 

In Malaysia, the Malay language is officially known as Bahasa Malaysia, which trans-
lates as the "Malaysian language". The total number of speakers of Standard Malay is 
about 18 million. There are also about 170 million people who speak Indonesian, 
which is a form of Malay. Malay language is used as a national language for Malaysia 
and Indonesia and ranked fourth after Spanish for the most widely spoken languages 
on earth. Nevertheless, it is one of the least studied and known about, to the extent 
that it is even left out of rank orders of the world’s major languages. Traditional lin-
guistics is well developed for Malay but there are very limited resources and tools that 
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are available or made accessible for computer linguistic analysis of Malay language. 
For example, the part of speech (POS) tagging for Malay text articles is one of the 
limited tools for computer linguistic analysis. POS is a process of tagging a text into 
corresponding part of speech tag based on the word definition and relation. A post of 
speech (POS) tagger for Malay language has some end product applications. Firstly, 
POS tagger for Malay language can be used as a grammar checker that identifies 
word relation based on word class, by checking the word class before and after the 
word. Next, a POS tagger for Malay language can also be used to classify question by 
identifying question focus [6] (e.g., a noun and verb after the interrogative word and 
keyword can be used to identify the question focus).  

For English language, a simple rule-based POS tagger was first introduced by Eric 
Brill [1]. In his work, he has illustrated that a rule-based tagger for English language 
can perform as good as taggers based upon probabilistic or statistical models. Statis-
tical tagging for English text articles has been widely applied into tagged corpora 
using various approaches. Among the early technique was Hidden Markov Model 
(HMM) algorithm [12] which achieved the accuracy of more than 96% for English 
text articles. For Malay language, a statistical POS tagger using trigram Hidden Mar-
kov Model for tagging Malay text articles has been designed but only achieved the 
accuracy of 67.9%. The efforts in statistical POS tagger initiatives are mainly focused 
on European languages like English, German, Spanish etc [7,8,9,10,11]. The devel-
opment of this research is mainly contributed by the availability of their language 
resources such as dictionaries and annotated corpus. Minority languages such as Ma-
lay language still need more supports in term of researches conducted in order to as-
sist the development of tools for computer linguistic analysis of Malay language. In 
this work, a framework of a rule-based POS tagging for Malay language will be out-
lined, since Malay language has a very limited POS tagged corpus accessible for Ma-
lay language researchers.  

This is paper is organized as followed. Section 2 explains the background of the 
POS tagger for Malay language. Section 3 outlines the ruled-based POS tagger 
framework for Malay language articles. Section 4 describes the experimental design 
setup and discusses the experimental results. Section 5 discusses the results obtained 
from the experiments and finally, this paper is concluded with future works in  
Section 6. 

2 Part of Speech Tagging for Malay Language 

Part of Speech (POS) tagging is a process of tagging a text into corresponding word 
class or part of speech, based on word definition and word relation. A simple rule-
based POS tagger for Malay language applies a POS tag dictionary and affixing rules 
in order to identify the Malay word definition. The POS tag dictionary is manually 
extracted from the Malay thesaurus and stored in a text format [2].  Fig. 1. illustrates 
a snapshot of the Malay POS tag dictionary. Table 1 shows the list of POS tags for 
Malay language words.  
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adunan    NN 
agak    GUT 
agaknya    PEN 
mengagak-agak   VB 
teragak    VB 
teragak-agak   VB 

Fig. 1. Malay POS tag dictionary snapshot 

All the affixing rules that are applied in the proposed approach are studied and ma-
nually extracted from the Tatabahasa dewan edisi ketiga [3]. The derived word rela-
tions are based on the word types where some word types co-occur with words other 
word types (see Table 2). For instance, given a phrase in Malay language as follows, 

saya suka makan → saya (NN) suka (JJ/VB/RB) makan (VB) 

where saya is a noun that co-occurs with the word suka which is classified as an ad-
jective, a verb and an adverb. However, makan is a verb and only an adverb that is 
allowed to co-exist with the word makan. Thus, we will have the following word 
relations 

saya suka makan → saya (NN) suka (RB) makan (VB) 

Table 1. POS tag list for Malay 

Word Type  
(English language) 

Subtype  
(English language) 

Subtype  
(Malay language) Tag 

Noun   NN 
 Proper noun  NNP 
Verb   VB 
Adjective   JJ 

Function 

Conjunction Kata hubung CC 
Interjection Kata seru UH 
Interrogative Kata tanya WP 
Command Kata perintah CO 
 Kata pangkal ayat PNG 
Auxiliary (Amplifier) Kata bantu AUX 
 Kata penguat GUT 
Particles Kata penegas RP 
Negation Kata naïf NEG 
 Kata pemeri MER 
Preposition Kata sendi nama IN 
 Kata pembenar BNR 
Direction Kata arah DR 
Cardinal number Kata bilangan CD 
 Kata penekan PEN 
 Kata pembenda BND 
Adverb Adverb RB 
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Table 2. Word Type Relation 

Word Type Valid Sequences of Word Types 
Noun (NN) adjective (JJ), adverb (RB),verb (VB),noun (NN),preposition (IN) 
Verb (VB) auxiliary (AUX), adverb (RB), noun (NN), penekan (PEN), pembenda 

(BND) 
Adjective (JJ) penguat (GUT), preposition (IN) 
Adverb (RB) verb (VB), preposition (IN), adjective (JJ), noun (AUX)  

Direction (DR) noun (NN), preposition (IN) 
Preposition (IN) noun (NN), verb (VB), adjective (JJ) 
Auxiliary (AUX) adjective (JJ), verb (VB), preposition (IN) 
Cardinal number noun (NN) 
Penekan (PEN) adverb (RB), noun (NN), conjunction (CC)  

Pembenda (BND) conjunction (CC), noun (NN) 
Conjunction (CC) noun (NN), verb (VB), preposition (IN), adjective (JJ)  
Penguat (GUT) adjective (JJ) 

Interrogative (WP) noun (NN), verb (VB)  
Pangkal ayat (PNG) noun (NN) 
 
Most Malay POS tagging systems apply a POS tag dictionary and affixing rules 

acquisition for POS (see section 3), because of the unavailability of resources such as 
tagged POS tag corpus.  

2.1 Analysis of Affixed Word 

Bali analyzes Malay affixed words by identifying affixed words, segmenting them 
and finally interpreting the affixed words in Malay language [4]. In Malay, the form 
of words can be simple or complex. Affixed words are complex words generated by a 
morphological process called affixation that includes prefixation, suffixation, circum-
fixation, and infixation. Prefixation is the process of adding a prefix at the left side of 
the base and suffixation is the adding of a suffix to the right side of the base (See  
Fig. 2.). Circumfixation is the simultaneous adding of a discontinuous morphological 
unit called circumfix at the left and right sides of the base [4]. A circumfix is a com-
bination of a prefix and a suffix treated as a single morphological unit. In Malay lan-
guage, infixation is the insertion of an infix just after the first consonant of the base. 

 

Proclitic 

(Ku–, Kau–) 

affixed word 

Enclitic 

(–ku, –kau, –mu, –nya) 
Particle 

Circumflex 

  Base   

Prefix Infix Suffix 

Fig. 2. Clitics, Affixing and Particle in Malay word 

In Bali’s work, she has identified the affixing words, the clitics and particles and 
their relations. A word containing clitics and particle cannot be affixed but affixed 
word may have clitic and particle.  In Fig. 2, it is shown that an affixed word can be 
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the host of one and only one clitic and/or one and only one particle. A clitic attached 
before the base is called proclitic and a clitic attached after the base is called enclitic.  

Fig. 2 shows the structure of an affixed word in Malay with the addition of a clitic 
(proclitic or enclitic) and particle [4]. In Malay language, there are two proclitics, four 
enclitics and three particles. Ku– and Kau– are two proclitics that generate passive 
word. On the other hand, –ku, –kau, –mu and –nya are four enclitics that are function-
ing as an object pronoun of active verb and a possessive adjective. In addition to that, 
the enclitic –nya is also functioning as a subjective pronoun of passive verb and a 
definite article. Finally, the Malay particles include –kah and –tah that generate ques-
tion marker, and –lah that generates imperative and predicative marker. 

3 A Rule-Based Part of Speech (RPOS) Tagger for Malay Texts 

In this paper, the proposed rule-based POS tagger for Malay language applies three 
general tagging convention of the Penn Treebank [6] that includes 

a) the part of speech tags are defined based on their syntactic distribution rather 
than their semantic function and  

b) the tagger capitalizes words tagged as proper noun and  
c) the tagger tags the abbreviations and initials. 

In addition to that, the proposed rule-based POS tagger for Malay language has addi-
tional POS tags which are not included in the Penn Treebank tags [3]. These tags 
include  

a) kata perintah – command (CO) 
b) kata pangkal ayat (PNG) 
c) kata bantu – auxiliary (AUX)  
d) kata penguat (GUT)  
e) kata naïf – negation (NEG)  
f) kata pemeri (MER)  
g) kata pembenar (BNR)  
h) kata arah – direction (DR)  
i) kata penekan (PEN)  
j) kata pembenda (BND) 

In this paper, we outline a simple rule-based POS tagger for Malay language. The 
rules involve the affixing and word relation rules [3]. Malay language affixing has a 
prefix, infix, suffix and combination, in this paper only the prefix, suffix and combi-
nation are considered. This is because infix is not a productive affixing and it can 
cause ambiguity in the POS tagging as a similar infix may exist in the noun, verb and 
adjective. The affixing rules consist of a noun (as shown in Table 3), a proper noun, 
an adjective (as shown in Table 4), a verb (as shown in Table 5), pembenda, penegas 
and penekan. 
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The penegas rule includes a sequence of characters ending in –kah, –lah and –tah. 
The pembenda rule includes a non noun root word and ending with –nya. Finally, the 
penekan rule includes a noun root word and ending with –nya. In addition to the affix-
ing rules, we also include the word type relation rules. The word type relation rule is a 
rule used for selecting the base POS tag to represent the word if the word has more 
than one POS tags. This is done by checking the validity of the word type relation 
before and after the word as explained in the Section 2. The word type relation list, 
shown in Table 2, is not an exhaustive list which is extracted from Tatabahasa Dewan 
Edisi Ketiga [3]. 

Table 3. Noun Affixing Identification Rules 

Rules Prefix Next character 
Sequences 

of 
character

Suffix 
May end 

with 
 

1a pe ny, ng, r, l and w a-z an - 
1b pem b and p a-z an - 
1c pen d, c, j, sy and z a-z an - 
1d peng g, kh, h,k and vowel a-z an - 
1e penge - a-z (3 to 4 

character)
an - 

1f pel or ke - a-z an - 
1g juru, maha, tata, pra, 

swa, tuna, eka, dwi, 
tri, panca, pasca, pro, 
anti, poli, auto, sub, 
supra  

- a-z - - 

1h not started with me, 
meng, mem, menge, 
ber, be, di, diper 

- a-z - an, at, in, wan,  
wati, isme, isasi, 
logi, tas, man, 
nita, isme, ik, is, 
al 

Table 4. Adjective Affixing Identification Rules 

Rules Prefix Next 
character 

Sequences
of 

character

Suffix 
May end 

with 
 

2a ter, se, bi - a-z - - 
2b ke - a-z an - 
2c not starting with di 

and men 
- a-z - in, at, ah, iah, 

sequences of 
vowels then wi 
and sequences 
of consonants 
end ending with 
i 
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Table 5. Verb Affixing Identification Rules 

Rules Prefix Next 
Character 

Sequences 
of 

character

Suffix 
May end 

with 
 

3a me ny, ng, r, l, w, y, p, t , 
k, s 

a-z - - 

3b mem b, f, p and v a-z kan or i - 
3c men d, c, j, sy, z, t and s a-z kan or i - 
3d meng g, gh, kh, h, k and 

vowel 
a-z - - 

3e menge - a-z (3 to 4 
character)

- - 

3f) memper or diper - a-z kan or i - 
3g) ber not r a-z kan or an - 
3h) bel - a-z - - 
3i) Ter not r a-z - - 
3j) Ke - a-z - An 
3k) - - a-z - i or kan 
3l) di or diper - a-z kan or i - 

 

 

Fig. 3. The Rule-Based POS Tagger Framework for Malay Text Articles  

Fig. 3 illustrates the framework of the proposed rule-based POS (RPOS) tagger for 
Malay text articles which consists of a POS tag dictionary, a set of affixing rules and 
word relation rules. The POS tag dictionary consists of Malay words with their POS 
tags and these Malay words are extracted manually from Thesaurus Bahasa Melayu 
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that has more than 8,700 tagged words [2]. The Malay language affixing generates a 
new word and meaning and in this paper we apply affixing characteristics in order to 
identify POS tags only for the noun, adjective, verb, penegas, pembenda and penekan. 

First, the rule-based POS tagger starts by checking the existence of the word POS 
tag in the POS tag dictionary. If the word exists in the POS tag dictionary and has 
only one tag then the word tagging is completed. If the word exists in the dictionary 
and has more the one possible tagging name, identifying valid word type relation will 
be performed to select the proper POS tag name. Otherwise, if the word does not exist 
in the POS tag dictionary, the word will be processed in line with the affixing rules 
before it is processed in the tagging process again.  

4 Experimental Setup and Evaluations 

In this experiment, we have extracted ten sets of news article from the Malay online 
news and ten sets of biomedical articles from the Malaysian Journal of community 
health (http://161.142.92.97/). We performed the rule-based POS tagging process on 
these sets of news and biomedical articles based on the affixing and word type relation 
rules. We then compared the results with the actual tags. We have performed the 
process of tagging the words manually in order to evaluate the accuracy of our proposed 
algorithm. Table 6 shows the percentage accuracies of the rule-based POS tagger per-
formance against the manually tagging process for both the news and biomedical ar-
ticles. In Table 6, the total token represents the actual number of word found in the test 
sets. The counted token represents the number of words actually used for POS tagging. 

Table 6. Experiment Results for Rules based POS tagging for Malay language 

Test 
Set 

News Articles Biomedical Articles 
Accuracy (%) 
News Articles 

Accuracy 
(%) Biomed-
ical Articles 

Total 
token 

Counted 
token 

Total 
token 

Counted 
token 

1 386 296 456 399 94 86 
2 302 229 436 400 91 89 
3 199 167 501 440 85 89 
4 185 132 490 444 88 82 
5 177 141 434 390 86 88 
6 189 136 453 379 90 79 
7 149 107 477 420 92 83 
8 175 136 411 380 92 93 
9 304 225 300 250 88 87 

10 434 340 231 187 86 85 
Average 89 86 

5 Discussions 

The results show that the proposed rule-based Malay POS tagger achieves 89 percent 
accuracy for the Malay news articles and 86 percent accuracy for the Malay biomedi-
cal articles. The result of the rule-based Malay POS tagger for Malay biomedical 
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articles is lower due to the existing of some borrowed words in Malay from the  
English Language.  

Based on our experiment results, for the news articles, we also have identified 
some of the words POS tags that the rule-based POS tagger for Malay language has 
failed to identify. These words POS tags include the words kopersai (NN), berniaga 
(VB), selepas (RB), waktu (NN/AUX), bertugas (VB), selepas(RB) and waktu 
(AUX).  

On the other hand, for the biomedical articles, it shows that the rule-based POS 
tagger for Malay language have failed to identify some words POS tags that include 
words which are borrowed from the English language such as antropometri (anthro-
pometry – a noun), dialysis (dialysis – a noun), inflamasi (inflammation – a noun), 
komplikasi (complication – a noun), vascular (vascular – a noun or adjective), nefro-
pati (nephropathy – a noun), neuropati (neuropathic – a noun), retinopati (retinopathy 
– a noun), infarksi (infarction – a noun), myocardium (myocardium – a noun), ampu-
tasi (amputation – a noun) and superfisial (superficial – a adjective). 

6 Conclusion 

In this paper, we have outlined the framework for a simple Rule-based Part of Speech 
(RPOS) tagger for Malay text articles. Based on our experiment results, the perfor-
mance of the proposed rule-based POS tagger is acceptable compared to performance 
of a statistical POS tagger reported earlier. This indicates that a ruled-based POS tag-
ger for Malay language is able to predict any unknown word's POS at some promising 
accuracy. The performance of the proposed rule-based POS tagger for Malay lan-
guage can be improved by adding more word type relations and more POS tags into 
the POS tag dictionary. By improving the word type relations, more sentence formats 
can be handled.  
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Abstract. In project management, iteration can be seen as an undesirable 
characteristic that increases risk and lengthen the cycle time. However, in 
design management, iteration is the key feature in designing. Iteration can also 
be manifest as different types which give particular characteristics to different 
stages of the design process. However, there are no existing methods that could 
capture and model the iterative activities of designers and support the analysis 
and design of designers’ process management systems. The design structure 
matrix is one method that has the capability to capture iterative activities. 
However, this method does not seem suitable to support the development of a 
design process management system as it does not highlight the functional 
features within iterative activities. Therefore, the aim of this paper is to discuss 
the potential use of viable system model in capturing functional features and 
requirements within iterative activities of the architectural design process. This 
paper also highlights an example of a previous study which adapted viable 
system model in the diagnosis of complex processes. 

Keywords: design process, design thinking, Viable System Model, complex 
processes, systems engineering. 

1 Introduction 

Creative architectural design processes can be considered as complex processes. One 
of the basic features in a design process that makes design a complex process is 
known as iteration [1], which commonly refers to a cyclical process. It is believed that 
the design concepts emerge and become complete through iterations of analysis, 
synthesis and evaluation. During the design process, designers iteratively explore 
problems, generate ideas and operationalize concepts for better solutions. In 
architectural design, design activity is a formal search through a problem space for 
objects that satisfy multiple constrains as well as uncertainty surrounding the design 
process [2]. Design processes are modeled as mechanistic interactions between 
activities. 



 VSM in Capturing Iterative Features within Architectural Design Processes 61 

[3] describe six perspectives of iteration in engineering design processes. These 
perspectives are exploration, convergence, refinement, rework, negotiation and 
repetition. Repetition is considered to differ from exploration, convergence, 
negotiation, rework and refinement because it involves re-visiting similar design 
activities to achieve a different goal, rather that re-visiting a goal using potentially 
different methods. In computer science, iteration can be defined as the repetition of a 
process. As an activity, it can be a goal directed and non-linear process that utilizes 
heuristic designing process and strategies [2].  For project managers, iterations can be 
seen as an undesirable characteristic which increases risk and lengthens cycle time. 
However, from the designers’ perspectives, iteration is a key feature in designing. 
Iterations can also be manifest in different types which give particular characteristics 
to the different stages of the design process. Since, there are the two different 
perspectives of project managers and designers in design processes, this study aims to 
explore the iterative activities within the architectural design processes, particularly 
focusing on capturing the functional and requirements of each activity. Architects are 
designers rather than project managers and the viability of iterative activities in 
architectural design processes could determine the success of design for architectural 
designers.  

The models in existing research involves that address complex iterations in design 
processes are task-based, actor-based and information based [3]. However, in [3], the 
modeling of iterative activities in their study is for new product development 
processes, and the nature and priorities of those processes are different from  
architectural design processes. An example of a previous study in modeling the 
complex iterations of architectural processes is the design structured matrix [4]. 
Unfortunately, it is unclear how they extracted the parameters in terms of 
functionalities to support the systems design of architectural process management 
system. The method they used is not a functional based method appropriate for 
systems design. Therefore, this paper is discusses the potential use of an alternative 
model for capturing the functional features and requirements within iterative activities 
of the architectural design process. The paper is organized as follows : Section 2 and 
3 briefly explain iterations in the context of design processes and the methods to 
capture them. Section 4 and 5 explains the viable system model (VSM) and provide a 
case study example. 

2  Capturing Iteration Activities 

In order to capture iterative activities, we need to diagnose the architectural design 
processes. For this task we use a viable system model as our modeling approach. A 
VSM is a systems thinking approach, introduced by Stafford Beer [24], which regards 
the system in focus as an organization. It is also regarded as a functional model, 
which can be used to support systems design. Many researchers have used VSM as a 
template and framework for diagnosis [6]. The VSM is built upon three principles: 
cybernetics, the law of requisite variety and recursion [5]. The cybernetics principle 
explains how systems are connected as one component sharing resources. The law of 
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requisite variety enables systems to be self-sustaining by accommodating changes 
from the environment.  Recursion shows how a viable system is contained; within a 
recursion, another viable system is contained and there are some components to 
monitor the feedback loop in VSM model.  

Some related works on the use of the VSM are [5] and [6]. These works focuses on 
diagnosing the processes within an organization, but did not clearly show how they 
established the processes or reveal the information flow within the organization and 
use this information in the system design phase for systems development. 
Acknowledging that iteration is fundamental and necessary for designers and that it is 
vital for design processes to proceed consistently in a stable state, this study aims to 
explore the viability of the iteration activities in architectural design processes using 
the viable system model approach.   

3 Overview of Iteration  

Iteration is considered to be an integral part of the design process. It is a natural 
feature of a designer’s competency. As an activity, iteration can be a goal-directed 
and non-linear process that utilizes heuristic designing process and strategies [7]. 

The term “iteration” is used in a variety of disciplines and in different contexts. 
Iteration commonly refers to a cyclical process. The iterative method describes a 
problem-solving methodology in many fields. These iterative methods share the 
description of techniques that use successive approximations to obtain more accurate 
solutions at each step [8]. Two fundamental forms of iteration in the field of system 
analysis and design process are as follows [9]: 

a. Iterating cognitive processes which take place in the minds of the developers, 
often through interactions with representations. Since this kind of iteration 
occurs in the mind of the designer, it is less explicit and is described as mental 
iteration. 

b. Iterations of representational artifacts that are used by designers and others 
during the design. 

A number of studies advocate that better problem scoping leads to better performance 
[10] or that the use of opportunistic or flexible methodical approaches to design 
problem-solving are a function of expertise [11],[12]. Moreover they have found that 
instructional inventions have a positive effect on the number of transitions between 
steps in the design process, the number of criteria considered and the number of 
alternatives generated. In a large scale study of design problem-solving behavior 
among freshman and senior students, it was found that seniors performed more 
transitions in between design steps. It shows a higher number of transitions per minute, 
and that the transition behavior for both groups of students related positively to the 
quality of the final design[13]. The seniors students were also found to exhibit more 
problem scoping behaviors, and the number of constraints was considered to be 
correlated with the quality and number of alternative solutions generated [20]. 
According to Radcliffe and Lee, “the adoption of a systematic, iterative and logical 
design sequence correlated with the effectiveness of the design and the efficiency of 
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the designer’s process”[14], [20]. Overall, we can propose that all systems analysis and 
design depends on in the thoughts of designers. Therefore this cognitive activity occurs 
in an iterative fashion, where some form of mental looping operation takes place to 
guide the design [20]. In other word, “mental iteration in engineering design is a 
repetition of cognitive activities that occur in designer’s thinking process” [15].  

4 Iteration in the Design Problem-Solving Process 

In design-problem solving the problem formulation phase is not static. The process 
starts with searching for information to understand and solve the problem. This cyclical 
process continues until the designer can describe a final solution. In fact, there isn’t any 
stopping point in the design problem-solving process unlike science problem- solving. 
A design activity is “a formal search through a problem space for objects that satisfy 
multiple constraints” [16]; and the boundaries of this space “are mutable and open to 
interpretation, and evolve through a process of iteration” [17], [18]. 

According to [17], for engineering design problems, “there are often multiple 
solutions that can satisfy design requirements. The presence of multiple solutions 
means that design solutions are a result of design decisions that emerge unpredictably 
as iterations”. During design, designers iteratively explore problems for better 
understanding, generate ideas and operationalize concepts for better solutions. 
Therefore iteration as a design decision model has an effect on understanding the 
problems, and the modification or generation of solutions. We conclude this open-
ended process through following steps: 

 
Step 1 : Selecting a starting point :In this step, the designer should identify dominant 
need and problem and then s/he selects a start point. There are many problems in 
selecting the exact starting point. Therefore it is better for the designer to start with 
iteration instead of spending lots of time to find the accurate starting point. 
Step 2 : Identifying and understanding problems :In fact, the designer starts to gain 
insight into the problems. S/he tries to explore the problems in this step. 
Step 3 : Deepening and broadening the insight :Making decisions, modifying, 
operationalizing and generating the solutions occur in this step. 
Step 4: Refining or selecting the next need or problem. 

 
Step 1 is to select a starting point. To select a starting point, it’s more important that 
we start with the iteration than to spend a lot of time trying to find the most ideal 
starting point.  After step 1, the iteration starts with step 2 to gain insight. The next 
iteration is prepared in step 4 refining or selecting the next need or problem. As [20] 
explained, during this iteration, “continuous effort is required to communicate with 
the stakeholders to keep them up to date, to consolidate in simple models that are used 
during analysis and discussions and to refactor the documentation to keep it up to date 
with the insight obtained”. 
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Transition is described as “a goal-directed progression between steps of the design 
process that may contribute to a change in the design state” [6]. In this context we can 
describe iteration as a goal-directed problem-solving process that is associated with the 
sequence of transition behaviors between information processing and decision making. 
These behaviors may be reasoning processes that utilize information processing 
activities to guide decision activities. These behaviors are similar to transforming 
classes of inputs to classes of outputs in information processing theories. Inputs are 
considered as information processing activities which are used to gather and filter 
information about the problem and solutions, and outputs are considered as decisions 
to change or elaborate the problem representation or possible solutions. During the 
process of design problem- solving, developing and refining the formulation of a 
problem and ideas about a solution are caused with constant iteration of analysis and 
evaluation processes between the problem space and solution space [19]. 

5 Viable System Model (VSM) 

The VSM was introduced by Beer [24,25], with the focus on understanding 
organizations, redesigning them and supporting the management of change [28]. The 
main VSM concept is recursion. The organizational structure of the VSM is not the 
traditional hierarchical structure but a recursive structure. It is believed that 
organizations with recursive structures operate differently from those having 
hierarchical ones. Organizations with a hierarchical structure operate according to a 
top-down command structure. In a recursive structure, the organization is perceived as 
containing living systems, with each one comprising defined sub-systems. Each of 
these individual sub-systems contains self-organized and self-regulated 
characteristics, which make each of them a viable system in itself. A system is 
considered to be viable if it is able to maintain its separate existence [25].  

This means that the sub-systems identified in the organization with a recursive 
structure are considered as autonomous units and are able to function independently 
and adapt to changes in the environment. [26] describes autonomous units as the 
procedural activities of an organization. These procedural activities are also the main 
primary activities operating within the organization. There are two mechanisms that 
support viability. These mechanisms are cohesion and adaptation [27]. Both 
mechanisms are equally important for maintaining the organization as a whole. It is 
important to take into account the cohesiveness between functionally decentralized, 
autonomous units. To achieve cohesion between each autonomous unit, each one 
should be able to communicate and regulate effectively so that, whatever the primary 
activities undertaken by those units, they are able to provide services to the 
organization. Achieving cohesion also means providing the autonomous units with 
true or local autonomy within an integrated framework. Cohesion in an organization 
is achieved by showing the necessary supporting links between individual or 
autonomous units. To achieve adaptation, the autonomous units as a whole should not 
only be cohesive but, as a whole, they must also be adaptive to changes within their 
environment. This is the criterion which transforms the collective into an 
organization. 
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In order to investigate whether the autonomous units become a cohesive whole and 
are adaptive to any changes within their environment, the VSM concept incorporates 
cybernetics concepts. Cybernetics is considered suitable and useful in dealing with the 
complexities of any kind of system. A system is anything that contains many parts 
which are connected together [28]. A system is considered complex when 
interconnectivity and interrelationships between parts or elements within the system 
are difficult to unravel. Cybernetics offers a way of investigating a system where 
complexity is outstanding in a scientific manner. The VSM concept separates the 
organization into two parts. These parts are the meta-system and the operational 
system. The VSM prescribes five functions for diagnosing whether those autonomous 
units exist within the organization as a whole, and at the same time have the capacity 
to maintain a separate existence. These functions are known as systems one to five. 
Figure 1 illustrates the schematic diagram of the VSM.  
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Fig. 1. Schematic Diagram of the viable system model  

6 Case Study Example 

The reasons for choosing VSM in this study are mainly due to its recursive and 
cybernetics concepts. We believe that, having these concepts, we would be able to 
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capture the iterative activities of designers in architectural design processes. In these 
iterative activities we would focus on the functional requirements that would achieve 
cohesion and adaptive characteristics within the design process. In our proposed 
iteration capturing framework, we would determine the constraint and criteria 
parameters within the iteration activities as collective elements for us to design a 
cohesive and adaptive information model which could support designers decision 
making within the architectural design process.  We would also investigate the 
transition behavior between one iterative activity to another state of activity.  

Below we give an example of our existing work which adapted VSM in diagnosing 
complex processes. The example shows the use of VSM to diagnose the process of 
key performance index (KPI) delivery focusing on the KPI of scholarly publications 
and citations. The recursive nature of VSM will enable the researcher to identify the 
unsustainable parameters that affect the KPI delivery and also suggest a sustainable 
tool that will help in achieving the targets based on monitoring of the KPI delivery. 
The concept of using VSM as diagnosis tool follows the work of [22] and [23]. 

 

 

Fig. 2. Adaptation of VSM for diagnosing complex processes 

Recursion level 0 is the stakeholder group, which constitutes the major players in 
the KPI delivery process on scholarly publications and citations. This recursion level 
forms the “whole” which have other levels of recursions: for example, all the research 
alliances form another recursion level that also has its own VSM sub-systems. This 
goes further to another recursion levels such as the research groups, and these are 
derived from the upper level of recursion (research alliance). At the last recursion 
level (recursion level three), there are the academic staff group, which handles all the 
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information provision or data generation on scholarly publications and citations. 
These groups are categorized into (A): 70% Research and 30% Teaching; and (B) 
30% Research and 70% Teaching. Each category also belongs to a research group 
(RG), and there are also different cadres of appointments from “VK07 Professor” 
down to “DS54 academic staff with PhD”. As mentioned earlier (Section 3), the VSM 
is comprised of five systems whereby system 1, system 2 and system 3 are regarded 
as sub-system and system 4 and system 5 are the meta-system. 

Due to limited space, explanation of the VSM in this case study is in the context of 
iterative behavior, and cybernetics is explained at Recursion Level 0. At recursion 
level 0, there are two system 1 divisions (Research Alliances and Research Support 
Unit of Library) as the sub-system to this recursion level. The function of system 1 is 
to implement the KPI delivery process and to ensure that all sources of publication 
data from other sources such as the Web of Science and Scopus and others are 
collected, confirmed and continually reported. This task involves the role of system 3 
which monitors the feedback process. This is the step whereby the VSM of the KPI 
delivery process would be monitored and the constraint and criteria parameters within 
this process were identified. The feedback process in this VSM can be considered as 
the iterative behavior of the KPI delivery process. 

7 Conclusion 

This paper highlighted the importance of iteration in architectural design processes, 
the nature of iterations in design processes and the existing method for capturing 
iteration activities. One objective of this study is to develop an iteration capture 
framework for the architectural design process. The purpose of this framework is to 
enable researchers to analyse the iterative activities within architectural design 
process. In addition, the purpose is to determine the functionalities within these 
activities for the systems engineering of a designers’ process management system. 
Thus, this paper suggested the use of the viable system model which consists of five 
systems. The justification for adopting the viable system model is, we believe that the 
VSM is able to capture the iterative features in a complex process due to its 
cybernetics elements which incorporate feedbacks and iterations. 
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Abstract. Social scientists have identified several network relationships
and dimensions that induce homophily. Sentiments or opinions towards
different issues have been observed as a key dimension which character-
izes human behavior. Twitter is an online social medium where rapid
communication takes place publicly. People usually express their senti-
ments towards various issues. Different persons from different walks of
social life may share same opinion towards various issues. When these
persons constitute a group, such groups can be conveniently termed same
wavelength groups. We propose a novel framework based on sentiments
to identify such same wavelength groups from twitter domain. The anal-
ysis of such groups would be of help in unraveling their response patterns
and behavioral features.

Keywords: Same wavelength group, Sentiment analysis, Behavioral
analysis, Overlapping community, Homophily.

1 Introduction

Reacting to social issues or events through Online Social Networks (OSNs) has
become a social habit. The rapid growth of communication technologies dramat-
ically changed the way of expressing emotions, attitudes etc. A recent statistics1

show that 76% of twitter users are active tweeters and 23% of facebook users
check their account five or more times daily. This rich source of user generated
content as attitude, opinions, comments etc. in the social media are of immense
significance for the analysis of human behavior.

All OSNs follow the fundamental principle of homophily: similarity breeds
connection [12]. People in the OSN may be connected to one another with regard
to many sociodemographic, behavioral and interpersonal characteristics. Recent
studies [2, 24] shows users in the same social circle are more likely to share
same opinion. A person’s sentiment towards a given issue is determined to a
great extent by those of his or her neighbors. For instance, a person’s propensity
to purchase a commodity is heavily dependent on the kind of opinions likely to
emanate from his friends. With this key observation, it is reasonable to state that

1 http://www.socialnomics.net/2012/06/06/
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those who share same sentiments have a strong likelihood of falling into group
of similar nature. Such groups would embody persons sharing same opinion on
different issues. These persons can be grouped together to form subgroups which
can be conveniently termed same wavelength groups. In other words they are
the proverbial same feather birds.

Identifying such same wavelength communities online has multifaceted bene-
fits. First, social scientists are enabled to analyse the responses of the group to a
socio-political incident or an ethical issue. Second, online recommendation and
targeted advertising system can be improved by deep assessment of the groups.
Third, responses of the groups can be predicted when a new issue comes up.

Twitter is a micro blogging service in which people share their political, reli-
gious, business or personal views in 140 characters without constrained by space
and time. Some of the recent works [5, 6, 14] observed that tweet sentiments are
strong indicators to predict socio-economic fluctuations. But most of the recent
works on twitter sentiments focused either on tweets or the user sentiments on
existing groups. We propose a framework to identify same wavelength groups
from the public based on the sentiments towards the trending issues or events.
The analysis of such groups can unravel the behavioral features and response
patterns in a more subtle and effective manner.

2 Related Works

Social scientists have studied extensively the sociodemographic, behavioral and
interpersonal characteristics. They used the traditional mode of collecting the
data through online, offline and mixed-mode surveys. But recently, the rich
data from various OSNs has attracted significant attention from the research
community.

Some of the previous work primarily focused on usage statistics and sequences
of user activities in OSNs to analyse user behavior. Benevenuto et al. [3] used
cickstream data to capture behavior of OSN users. They provided a click stream
model and observed that silent interactions like profile browsing dominates other
visible activities. Guo, Lei et al. [8] analysed users posting behavior of original
content and observed that 20% users contribute 80% total content in the network.
Jiang et al. [9] also analysed the latent and visible interactions in OSN. They con-
ducted a study on Renren, a largest OSN available in China. They constructed
a latent interaction graph to capture browsing activity among OSN users. They
also observed that latent interactions dominate visible interactions. Lewis et
al. [11] created a facebook dataset and they analysed how sociodemographic
dimensions like gender, race and ethnicity are correlated with certain network
activities. A recent work [13] examined the role of five dimensions (Openness,
Conscientiousness, Extroversion, Agreeableness, Neuroticism) of personality on
facebook usage and features. They observed that certain personality traits are
correlated with facebook usage.
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A recent work [16] examined how position in the network, activities and user
preferences are correlated. They provided a new affinity measure based on dis-
tance and conducted studies on email graph and twitter mention graph. They
identified the homophily in terms of demography, queries and tweets among the
closely connected users.

Users in the OSNs can have multiple affiliations or dimensions. Analysing
multiple social dimensions of users exposed to social network environment is
known as collective behavioral analysis [20]. Tang et al. [19, 21] provided a novel
framework to extract latent social dimensions based on network connectivity and
constructed a discriminative classifier to determine relevant social dimensions.
Behavioral prediction can be made from the learned data model. A recent work
[17] used topics, social graph topology and nature of user interactions to discover
latent communities in social graphs.

Twitter is micro blogging service to share interesting thought at each moment.
Most of the recent work on sentiment analysis in twitter [4–7, 10, 14] has been
done at the tweet level. Bollen et al. [5] analysed tweet sentiments and observed
that tweets mood is a strong indicator for stock market prediction. O’Connor
[14] et al. also mapped public opinion poll to tweet sentiments and found high
correlation.

Some of the recent works [1, 18] also considered connected users in the twitter
domain to study the behavioral correlation. Tan et al. [18] observed that the
probability of sharing the same opinion is high if they are connected. Abbasi
et al. [1] have selected an online community which resembles a real world com-
munity in terms of race, language, religion etc. They extracted tweets related
with Arab Spring to analyse the mood before and after the event. They observed
that Yemenis were more concerned about security whereas Egyptians were more
concerned about revolution and freedom.

3 General Framework

Most of the previous works primarily focused either to analyse sentiments at the
tweet level or to study the characteristics of tweeters in a connected environment.
But people from different walks of social life may have same opinion on different
issues and they need not be connected. We propose a framework to mine such
groups (same wavelength groups) from twitter. Fig. 1 shows the general frame
work for identifying and analysing same wavelength groups.

The tweet extraction phase extract relevant tweets with respect to the trend-
ing issues or events. Normalization is fundamental to all text mining task. Each
extracted tweet may be cryptic and irregular in nature. Moreover tweet may
be encoded with lot of sentiment informations like punctuation, emoticons,
acronyms etc. So normalization phase is important for sentiment analysis.

Sentiment analyser will find sentiments of users towards each issue or event.
Let U = (u1, u2, . . . , um) represent the set of users and E = (e1, e2, . . . , en) rep-
resent the set of events that users respond in a particular time period. Each user
may express positive or negative sentiment towards each event. Users sharing
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Fig. 1. General Framework

same opinion towards an event form a k − clique (complete subgraph of size k)
where k is the number of users shared the same opinion. For n such events 2n
such k−cliques will be formed (one for positive and other for negative). Table 1.
shows the user-sentiment matrix, say Sm×n, where each entry S(i, j) represent
the sentiment(positive(P) or negative(N)) towards each event.

Table 1. User-Sentiment matrix Sm×n

Users Event#1 Event#2 ... Event#n

user1 P P ... P
user2 P N ... N
user3 P P ... N

. ... ... ... ...
userm ... ... ... ...

Consider the toy example as shown in Fig. 2. Suppose there are three events
(e1, e2, e3) in which nine users (u1, u2, . . . , u9) express their opinion. The nodes
denote users and the edges denote the affiliation with respect to sentiments
towards the event. The sets (u1, u2, u3, u4, u5), (u2, u3, u5, u6, u7), (u2, u3, u5, u9)
are positive sentiment groups and (u6, u7, u8, u9), (u1, u4, u5, u9), (u1, u4, u6, u7,
u8) are negative sentiment groups. Each such group form a clique with various
sizes. That is an edge (ui, uj) ∈ clique if (ui, uj) share the same sentiment
towards an event.

Different persons from different walks of social life may share same opinion
towards various issues or events. The dotted line in the toy example shows the
common users shared the positive opinion towards three events. if (c1, c2, c3) are
three cliques formed from the positive responses towards events (e1, e2, e3) then
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Fig. 2. A toy example. Each clique represents the sentiments of users towards each
event. Dotted line represents the set of users shared the positive opinion towards various
events.

(u2, u3, u5, c1, c2, c3) form a group which constitutes users and subgroups share
the same opinion. This group can be termed same wavelength group.

Formally, let U = (u1, u2, . . . , um) denote the set of m distinct users included
in the cliques ci(1 ≤ i ≤ k) and C = (c1, c2, . . . , ck) denote cliques generated
based on the opinion towards n events. Now identifying same wavelength groups
will reduce to an overlapping community identification problem [15, 23] from
a bipartite graph G(U,C,E), where U denote set of users and C denote set of
groups(cliques) identified by the sentiment analyser phase. For instance, consider
a bipartite graph with four users (u1, u2, u3, u4) and three groups (c1, c2, c3) as
shown in Fig. 3. The equivalent user-clique matrix is shown in Table 2 where
each entry C(i, j) represents the presence or absence of an user in a particular
clique(group). Fig. 3 depicts how the same wavelength groups can be extracted
from a bipartite graph. If the value of k (number of events) is two then two bi-
cliques, (u1, u2, u3, c1, c2) and (u2, u3, u4, c2, c3) can be identified with maximum
number of users. In a general bipartite graph, for a particular value of k, several
such same wavelength groups may exist.

Human behavior is closely related with sociodemographic variables like age,
sex, education, status etc. Analysing same wavelength group with sociodemo-
graphic features will give more insights about the evolution of such groups
and hence will help to predict future activities. Moreover online social interac-
tions are random and sometimes subtle in nature. Recently Wang, Chunyan and
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Fig. 3. Identification of same wavelength groups from bipartite graph

Huberman, Bernardo [22] observed that individual behavior is less predictable
when becoming members of an explicit group. So identifying same wavelength
group from the public is the more subtle way to analyse the behavioral features.
Besides that recommendation systems and targeted advertising can be improved.

Table 2. User-Clique matrix C4×3

Users c1 c2 c3
u1 1 1 0
u2 1 1 1
u3 1 1 1
u4 0 1 1

4 Conclusions and Future Work

Opinions in OSNs have been identified as a strong dimension which induces
homophily. In this paper we presented a novel framework for identifying same
wavelength group from twitter domain. The idea is to determine groups of people
from the public who share same opinion on various issues or events. This is one
of the subtle ways to study the group responses and behavioral pattern. By using
the other demographic features behavioral analysis within the groups and the
shared groups can be done effectively. We have mapped the proposed framework
to a graph theoretical model which will identify the cliques formed based on the
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sentiments towards each issue and later determine the overlapping bicliques that
share the same sentiments towards a set of issues. This work needs to be explored
more using real time twitter data to evaluate the results and computational cost.
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Abstract. The main challenge of extractive-base text summarization is
in selecting the top representative sentences from the input document.
Several techniques were proposed to enhance the process of selection such
as feature-base, cluster-base, and graph-base methods. Basically, this pa-
per proposed to enhance a previous work, and provides some limitations
in the similarity calculation of that previous work. This paper proposes
an enhanced mixed feature-base and cluster-base approaches to produce
a high qualified single-document summary. We used the Jaccard similar-
ity measure to adjust the sentence clustering process instead of using the
Normalized Google Distance (NGD) similarity measure. In addition, this
paper proposes a new real-to-integer values modulator instead of using
the genetic mutation operator which was adopted in the previous work.
The Differential Evolution (DE) algorithm is used for train and test the
proposed methods. The DUC2002 dataset was preprocessed and used as
a test bed. The results show that our proposed differential mutant pre-
sented a satisfied performance while the Genetic mutant proved to be the
better. In addition, our analysis of NGD similarity scores showed that
NGD was an inappropriate selection in the previous study as it performs
successfully in a very big database such as Google. Our selection of Jac-
card measure was fortunate and obtained superior results surpassed the
NGD using the new proposed modulator and the genetic operator. In
addition, both algorithms outperformed the standard baseline Microsoft
Word Summarizer and Copernic methods.

Keywords: Differential Evolution, Evolutionary Algorithms, Text Sum-
marization, NGD, Jaccard, Similarity measure, Genetic Mutant, DUC.

1 Introduction

The history of automatic text summarization (ATS) started in the late 1950s
and 1960s[1,2,3].These works are concerned with designing features for sentence
selection process. There are different approaches proposed for extractive-based
summarization such as the graph-based, fuzzy approach and others.The following
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recent surveys cover most of the past, present, and future works of summariza-
tion [4,5,6]. In particular there are a number of methods which were built using
evolutionary techniques such as Genetic Algorithm [7], Particle SwarmOptimiza-
tion [8] and Differential Evolution [9].This paper proposed an enhanced method
for generating summaries with high diverse sentence topics. The diversity in the
summarization concerns with selecting sentences which cover most of document
themes and skip falling into the redundancy problem.

To optimize the sentence clustering process, the Differential Evolution (DE)
[10] algorithm had been used. This paper proposes enhancement factors to a
previous work [9]. There are three main differences between our work and the
previous one. First, in this paper we employed the Jaccard-Coefficient similarity
measure [11] instead of using the Normalized Google Distance (NGD) [12]. The
reason of employing the Jaccard-Coefficient will be explained later. Second, the
feature-based approach was used to select a representative sentence from each
cluster as opposed to the sentence centroid-based approach which was used in the
previous work. The limitation of sentence centroid-based approach is in its dis-
ability of capturing the full relationship between a sentence and other sentences
in a cluster or a document. Mainly, this problem occurred when the sentence
scoring process is performed in an isolated manner from other sentences of the
document [13]. Third, in this paper we designed a new real-to-integer modulator
to adjust the sentence clustering process. In our proposed method we firstly com-
pute the feature-score vector space, and then the DE is triggered to cluster all
sentences using both the Jaccard similarity measure and our new real-to-integer
modulator. Then from the optimized cluster, the top feature-scored sentences
will be selected to be included in the summary. While in the previous work, the
sentences will be clustered using the NGD and genetic mutant operator, and
then the centroid sentence (i.e. A sentence that has high intersection with the
centroid words) will be selected from each cluster to be represented in the sum-
mary. This paper is organized as follows. Section 2 presents the whole proposed
methods. The experimental results and discussion are presented in Section 3.
Last, section4 concludes the paper.

2 The Methodology

Our methodology part consists of seven Subsections (2.1 till 2.7). The first four
subsections concern with configuring the DE algorithm. To achieve the sentence
clustering process, a similarity measure is needed; thus, Subsection 2.5 illustrates
the two similarity measures used. Subsection 2.6 exhibits the way the selected
features are computed. Subsection 2.7 describes the data set and the evaluation
measure used.

2.1 The Chromosome Representation

A chromosome representation concerns on how to represent and formulate a spe-
cific problem. In this study, the chromosome represents a full document and the
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Fig. 1. A sample of a chromosome representation

number of genes in the chromosome represents the number of sentences of that
document in the same order of the genes positions. A gene takes a value between
[1, k] where k is the maximum number of required clusters. Figure 1 visualizes
the chromosome representation and encoding. Where S# refers to the sentences
number and C# is a cluster number. This chromosome is a representation of a
document consists of 25 sentences. The figure tells us to place sentence number
4 together with sentence number 2 and 3 into a cluster number 1.

2.2 The Mutation Operation

This subsection discusses both the genetic mutation operator [9] and our new
designed real-to-integer modulator.

The Genetic Mutant Operator

In this subsection, we discuss the mutation operation which was proposed by
[9]. Unlike the traditional DE, the previous work [9] initializes the DE popu-
lation using random integer-based values. The interval of these integer values
(genes) ranges between[1,k]. An example of an integer chain of the popula-
tion is Xr(t) = [Xr,1(t),Xr,2(t), . . . ,Xr,n(t)] where the chromosome Xr,s(t) =
(1,2, . . . , k, r = 1,2, . . . ,N) and s = (1,2, . . . , n); N is the population size, and n
is the number of sentences in the document. Consider the following example. A
document D = [S1, S2, . . . , S20] consists of 20 sentences of length n = 20, a num-
ber of required clusters k = 4, and the population size N = 4. Then a population
can be represented as follows: X1(t) = [3,4, . . . ,1], X2(t) = [3,1, . . . ,2], X3(t) =
[1,4, . . . ,2], and X4(t) = [2,2, . . . ,4]. From the previous representation and the
given inputs, chromosome X1(t) commanded the following: allocate sentence S1

into cluster C3, S2 into C4, . . . , and S20 into C1. The same goes with other
chromosomes X2(t),X3(t),and X4(t). To generate the mutant vectors Yr(t+ 1),
the DE needs to randomly select three individuals Xr1(t),Xr2(t) and Xr3(t)
where r1 ≠ r2 ≠ r3. Then computes the difference between Xr2(t),and Xr3(t),
scales it using the control parameter F , sums the scaled result to Xr1(t). Finally,
composes the trail offspring Yr(t + 1) = [Yr,1(t + 1), Yr,2(t + 1), .., Yr,n(t + 1)]. In
the previous work[9], the DE control-parameters were not explained; section 2.4
shows how did we assign them. To enable the DE dealing with this explained
integer format as in the example above, a genetic mutation operator was adopted
according to formula 1:

Z(r,s)(t + 1) =

⎧⎪⎪
⎨
⎪⎪⎩

1 if rand() < sigm(Y(r,s)(t + 1))

0 otherwise
(1)
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The adopted vector Zs(t + 1) holds the required changes to move the particle
Xr(t) to the new position Xr(t + 1). Now there are two probabilities: either a
gene on vector Zr,s(t+1) holds 0 or 1. If it includes 1, then copy and move gene
Xr(t) to the new position Xr(t + 1). Otherwise, the gene will be mutated. The
next example shows in steps how a mutation can be occurred. Figure 2.a shows
the genetic mutation operation. Consider the following vector Xr(t) needed to
move to the new position Xr(t + 1). Where:

1. Xr(t) = [3,2,4,23,1,4,1]
2. Yr(t + 1):

(a) Y(r,s)(t+1) =

⎧⎪⎪
⎨
⎪⎪⎩

X(r1,s)(t) +F (X(r2,s)(t) −X(r3,s)(t)) , if rand() < CR

X(r,s)(t), otherwise

(b) Z(r,s)(t + 1) =

⎧⎪⎪
⎨
⎪⎪⎩

1, if rand(s) < sigm (Y(r,s)(t + 1))

0, otherwise

3. Xr(t + 1):

(a) If Z(r,s)(t + 1) = 1, then X(r,s)(t + 1) =X(r,s)(t)
(b) If Z(r,s)(t + 1) = 0, then Z(r,s)(t + 1) = 0 = {1,4,6,7} // genes addresses

not genes values
(c) S+ =maxS =max{1,4,6,7} = 7
(d) S− =minS =min{1,4,6,7} = 1

4. X(r,s−)(t + 1) =X(r,s+)(t) ∶ X(r,1)(t + 1) =X(r,7)(t) = 4
5. X(r, s

+)(t + 1) =X(r, s
−)(t) ∶X(r,7)(t + 1) =X(r,1)(t) = 3

6. S = S
{S+,S−}

= {1,4,6,7}
{1,7}

= 4,6

7. Then, go to step (2), until S = S
{S+,S−}

= {∅}

Note that rand() is a uniform function responsible of generating random num-
bers between [0,1]. In addition, the CR parameter value was not declare in [9],
thus we assigned as described in Section 2.4.

(a) Genetic Mutation (b) Differential evaluation

Fig. 2. Mutation Operation
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The Proposed Real-to-Integer Modulator

The DE is a real population based algorithm. Staying dealing with real values
may not consider a suitable solution for handling specific problem (e.g., cluster-
ing). In this paper, the need for modulating the real-coded values into discrete
values (integer-coded values) is required. Equation 2 is proposed to modulate
the real numbers into discrete (integer) numbers (cluster labels). The goal of the
proposed modulator is to enable the DE algorithm working in it’s principle real
values environment, then those values are modulated into discrete integer values
to handle the cluster problem assignment. Equation 2 is proposed to define the
range interval Rch of the dimension.

Rch =
m

k
(2)

Such that Rch is a new proposed interval unit for DEs chromosome, m is the
upper value boundary of DE generated values, ”k” refers to the required number
of clusters. The new interval format (Equation 2) gives the ability of partitioning
the chromosome into equivalent intervals and grants for fair random sentences
distributions. Suppose the number of required clusters k = 5 and the interval
range is between [0,1]. Then, the interval range of the five clusters will equal to
0.2. Figure 2b shows the general idea of the proposed real-to-integer modulator.

If, a gene holds a real value ranges in one of following interval: [0.01,0.20] then
a cluster label 1 is assigned, or [0.21,0.40] then a cluster label 2 is assigned, or
[0.41,0.60] then a cluster label 3 is assigned, or [0.61,0.80] then a cluster label
4 is assigned, or [0.81,1.00] then a cluster label 5 is assigned. Figure 2.b shows
a gene (sentence) #1 in the first population x1,1 holds the real value 0.3, then
our proposed real-to-integer modulator receives this value in a function f(x1,1)
to assign a suitable cluster (C2).

2.3 Objective Function

In order to adjust the quality of the partitional clustering, the same objective
function that was proposed in[9] is used in this paper. The adapted objective
function, which is a combination of two criterion functions, aims to balance both
intra-cluster similarity and inter-cluster dissimilarity.

Intra-cluster Similarity: This criterion function is used to adjust the similar-
ity degree between the grouped sentences in the given cluster. The maximum
similarity score obtained, the one is much higher required. Equation (3) shows
how to compute the intra-cluster similarity.

F1 =
k

∑
l=1

∣Cl∣ ∑
Si,Sj∈Cl

simNGD(Si, Sj) →max (3)

where C is a cluster, l is the cluster number, k is the total number of clusters,
sim is a similarity, NGD is the current similarity measure selected. Si and Sj

are two sentences currently selected to measure the similarity degree between
them and to report the consistency of the cluster itself.
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Inter-cluster Dissimilarity: This criterion function is used to adjust the dis-
similarity degree between the cluster sentences in the given cluster. The min-
imum similarity score obtained, the one is much higher required. Equation(4)
shows how to compute the inter-cluster dissimilarity.

F2 =
k−1

∑
l=1

1

∣Cl ∣

k

∑
m=l+1

1

∣Cm∣
∑

Si∈Cl

∑
Sj∈Cm

simNGD(Si, Sj) →min (4)

where C is a cluster, l and m are the cluster, k is the total number of clusters,
sim is similarity, NGD is the current selected similarity measure. ”Si ” and ”Sj”
are two sentences currently selected to measure the dissimilarity degree between
the two clusters.

Note that we used the compression ratio as the number of required clusters
k. For instance, suppose a document contains 25 sentences and the required
compression ratio is 20%, then k = 25×20

100
= 5.

The following objective functions, as shown in Eq.(5), is designed to balance
both inter-cluster dissimilarity and intra-cluster similarity.

F = (1 + sigm(F1))
F2 →max (5)

where sigm(n) is a sigmoid function used to bound and issuing differentiable
real values within the range [0,1]. The sigm function can be computed as in
Eq. (6).

sigm(n) =
1

1 + exp(−n)
(6)

Accordingly, the DE algorithm assigns the computed objective function (Eq. 5)
for each generated solution (chromosome) as a fitness value.

2.4 Parameters Setup

This section discusses how to assign the DE run-time parameters which are: F ,
CR, and NP . The F parameter is a scale factor used to adjust the mutation
process, and is set to 0.9. The CR is a user input parameter used to increase the
diversity of vectors’ parameters, and is set to 0.5. The NP is the population size
set to 100 chromosomes per generation. All values of these parameters are set
according to a previous study concern on adapting DE control parameters [15].

2.5 The Selected Similarity Measures

The following subsections demonstrate the two similarity measures that were
used in this study. The first similarity measure is the NGD [12], and the work
found in [9] was set as a benchmark for the comparison study. The second sim-
ilarity measure is the Jaccard coefficient [11]; we proposed to use Jaccard in
order improve the process of diversity and to overcome the limitation of the
NGD implementation.
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The Normalized Google Distance (NGD)

TheNGDwas used to score similarity between a pair of (document, query) in large
database such as the Google database. The similarity between each two concepts is
measured by counting the retrieved Google pages when querying them. The NGD
similarity is calculated between each pair of terms as in Equation (7):

simNGD(ti, tj) = exp(−NGD(ti, tj)) (7)

Where

NGD(ti, tj) =
max{log(mi), log(mj)} − log(mij)

log(n) −min{log(mi), log(mj)}
(8)

mi is the number of sentences including term ti, mij refers to the number of
sentences including terms ti and tj , and n is the total number of sentences in
the document. Finally, Eq.(9) is used to score the similarity between sentence
Sk and Sl.

simNGD(Sk, Sl) =
∑ti∈Sk

∑tj∈Sl
NGD(ti, tj)

mimj
(9)

Jaccard Coefficient Similarity Measure

In this paper, the Jaccard similarity measure is used to improve the cluster
performance and compare the results with ones obtained by the NGD. Between
each two sample sets, the Jaccard measures the size of the intersection divided
by the union of the sample sets. Equation (10) shows the Jaccard coefficient
similarity measure, where simJaccard(Sk, Sl) is a similarity measure computed
between Sk and Sl.

simJaccard(Sk, Sl) =
Sk ∩ Sl

Sk ∪ Sl
(10)

Table 1. Selected features and their calculations [13]. Where Si indexes the ith

sentence, and t is the total number of sentences on a given document.

Feature Calculation

Title No. of(Si)words matched title words

No. of Title’s words

Sentence Length No. of words in Si
No. of words in longest sentence

Sentence Position (t−i)

t

Numerical Data No. of numerical data in Si
Sentence Length

Thematic Words(TW) No. of thematic words in Si
Max number of TW found in a sentence
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2.6 The Selected Features

One of the main differences of this work is using the feature-score concept to
select the top and high relevance sentences to the document topic; unlike[9], the
sentence centroid was used to select the relevance sentences from each cluster
to represent summary sentences. The problem with this method is scoring the
sentence relevance in an isolated way from other sentences. In this way, the
method may not able to capture the full advantage of the relationship between
a sentence and other sentences in the document or a cluster [13]. Table 1 shows
the names and the computational equations of how the selected features were
calculated.

2.7 Dataset and Evaluation Measure

A set of 100 documents was collected from the standard summarization compe-
tition DUC 2002 [16]. The DUC submitted each news article document to two
human experts to extract model summaries used for automatic system compari-
son and evaluation. In this experiment we assigned the first human summaries as
reference summaries, while we compared the second human summaries against
the first one (H2-H1) in order to evaluate the automatic systems performance
with the human performance. The documents were preprocessed using the sen-
tence segmentation, tokenization, stop-words removal and words stemming. The
ROUGE [14] is a standard automatic evaluation system in summarization. It
includes a set of measures used to evaluate both single and multi-document
summarization. ROUGE (1, 2, and L) are being used here as they are the suit-
able measure when evaluate single document summarization [14]. The ROUGE
toolkit produces ”recall”, ”precision” and ”F” measures for each generated sum-
mary; the harmonic mean average is computed for each one of these measures.
It’s worth mentioning that all evaluation scores extracted using ROUGE are
statistically significant at the 95% confidence interval. For result analysis, we
used the F-measure to evaluate the methods’ performance as it balances both
”recall” and ”precision” scores.

3 Experiments Description, Results and Discussion

The main goal of this paper is to propose an enhanced cluster-base method to
one proposed by [9]. Several issues have been proposed such as the use of feature-
based approach consolidated with both a real-to-integer modulator and the use
of Jaccard similarity measure. Moreover, the previous genetic mutation operator
and the NGD similarity measure were also employed interchangeably with our
proposed components in order to bring more competitive results. It is worth stat-
ing that, in all experiments the feature-based approach will be used for sentence
selection process for each cluster instead of using the sentence centroid-based
approach. Our proposed method, is first, computes the feature-scores vector for
each sentence in the input document. Then, it groups the sentences together,
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separately from feature-score approach, using the Jaccard similarity measure.
Afterward, to test the validity of the clustering process, a summary is gener-
ated and evaluated using the ROUGE toolkit. Finally, the top scored sentence
is selected from each cluster to represent the topic of the cluster.

The following name-code (DE-X-Y) is used to mark out the four implemented
methods, where the ”DE” refers to the backbone algorithm (DE) used to solve
the optimization problem, ”X” states the selected mutation operator which is
either ”G” (genetic) or ”D” (our proposed real-to-integer modulator), and last
”Y” refers to the similarity measure used which is also either ”N” (NGD) or
”J” (Jaccard). The ROUGE-(1, 2, and L) measures are used to evaluate the
system summaries against the human summaries as they proved the suitable
measures for single document summarization [14]. All ROUGE evaluation scores
are statistically significant at the 95%-Confidence.

(a) ROUGE-1 (b) ROUGE-2

(c) ROUGE-L

Fig. 3. Average Recall, Precision, and F-measure of all methods

Figures 3.a, 3.b, and 3.b show that our proposed implementation of Jaccard
similarity measure gives better results than the results obtained using the NGD
in all terms of ROUGE-(1, 2, and L) measures. In addition, the genetic mu-
tation operator (DE-G-J) outperformed our proposed operator (DE-D-J) only
when using the Jaccard; while ours outperformed the Genetic operator when
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Table 2. Similarity scores extracted using NGD and Jaccard

NGD Jaccard

S 1 2 3 4 1 2 3 4
1 1.000 0.645 0.682 0.720 1.000 0.076 0.000 0.047
2 0.6455 1.000 0.689 0.712 0.076 1.000 0.041 0.047
3 0.6827 0.689 1.000 0.782 0.000 0.041 1.000 0.000
4 0.7201 0.712 0.782 1.000 0.047 0.047 0.000 1.000

use the NGD (DE-G-N) is took place. In addition, our proposed modulator with
the NGD (DE-D-N) outperformed all other rest of the methods which are the
Microsoft-Word Summarizer (MS-Word), Copernic, Best DUC system (BSys)
and Worst DUC System (WSys). Moreover, our proposed Jaccard similarity
based method (DE-G-J) obtained superior result compared to human perfor-
mance in terms of ROUGE-2 and ROUGE-L.

Carefully consider all ROUGE-1 methods scores; the human summaries are
51% similar to reference summaries. Based on the generalization of the results
of ROUGE-1, the (DE-G-J) method generated summaries that are 47% similar
to human performance; while the (DE-D-J) generated summaries that are 47%
similar to human generated summaries. Also, MS-Word and Copernic gener-
ated summaries that are 44% and 43% similar to human generated summaries,
respectively.

Our system was designed to display the similarity calculation of the current
selected measure. Next we analyse the similarity scores of both measures to
investigate the methods performance. Table 2.a and 2.b show the similarity score
matrix between four sentences from a selected document using NGD and Jaccard
measures. In this table, we only displayed the similarity scores for the first four
sentences of the document (DUC-2002, Doc-Number: AP880428-0041) which has
a total of 25 sentences. The left part of Table 2 shows that each sentence has high
relationships with all the other sentences. Sentence-to-Sentence similarity score
ranges between good to excellent mark [0.6, 0.9]. For example, study sentence
number 3 and sentence number 4 from the same document:

S3:”However,doctors learned that long inactivity did more harm than good.”
S4:”Patients got out of shape,developed blood clots and became demoralized.”

Its easy for the reader to note that the semantic and character matching similar-
ity scores of both sentences are ”nil”. After performing the pre-processing steps,
the similarity score between those two sentences using NGD (SimNGD (S4, S3))
is 0.7829, which is not correct. This confirms what had been reported by [12]:
”employing the NGD in small text corpora may probably lead to imprecise per-
formance”. Such scores will affect the sentence clustering performance, which
could further influence the generation of a highly diverse summary. The NGD is
a similarity measure most appropriate to score documents similarity in large scale
database such as Google [12,17]. For example, at a time of writing this paper we
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used the Google search engine to retrieve the number of pages contain the terms
”Text”, ”Summarization” and ”Text Summarization” which were 4,260,000,000,
13,100,000, and 221,000 pages, respectively. The same couldnt be imagined when
dealing with single document summarization in which the document may contain
an average of tenth to thirtieth of sentences. The effect is becoming clear in the
logarithm normalization computation of the NGD Equation (8). On the other
hand, the right part of Table 2 shows the similarity scores between each two
sentences of the same document using Jaccard measure. The Jaccard measure
presented precise similarity scores between the sentences. It could be observed
that the obtained similarity scores are very different than those obtained by
NGD. The following similarity score is for the same two previous sentences us-
ing Jaccard co-efficient similarity measure —SimJaccard(S4, S3) = 0.00. From
this example we can easily induce how Jaccard could outperformed the NGD.
Thus, experimental results proved that the use of the Jaccard similarity measure
lead to generate summaries better than the ones generated by the NGD.

4 Summary

In this paper the evolutionary algorithm is introduced to a text summarization
problem. The Differential Evolution algorithm is used as text clustering method
to optimize the process of sentence clustering. There are two main contributions
proposed in this study; the first is the use of Jaccard as an alternative similarity
measure to NGD while the second is the new real-to-integer modulator. Since
the study focuses on clustering problem, two similarity measures were used and
investigated NGD and Jaccard Coefficient. The Jaccard measure outperformed
the NGD measure. This study confirmed that, the NGD is unuseful when used
for measuring similarity in small text corpora; NGD was successfully imple-
mented in a large data set with high number of web pages (thousands, million,
or billion) instead of a small number of sentences (for example a document with
9 sentences). The DUC 2002 data set was used as a test bed. The improper
NGD sentence-to-sentence similarity scores led to weak topic diversity cover-
age compared to Jaccard measure. For comparison purpose, we also evaluated
the performance of different summarization methods. The second issue, a real-
to-integer modulator was proposed and compared against the genetic operator.
Our proposed modulator is computationally simpler than the genetic operator in
which we only divide the upper-value range interval by the required number of
clusters. Our proposed real-to-integer modulator showed a powerful performance
compared to other baseline methods. It can be concluded that, the proper selec-
tion of similarity measure plays an important role in determining the quality of
the summary and our real-to-integer modulator can be successfully adopted for
solving discrete problem optimization.
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Abstract. Prediction based data gathering or estimation is a very fre-
quent phenomenon in wireless sensor networks (WSNs). Learning and
model update is in the heart of prediction based data gathering. A ma-
jority of the existing prediction based data gathering approaches consider
centralized and some others use localized and distributed learning and
model updates. Our conjecture in this work is that no single learning ap-
proach may not be optimal for all the sensors within a WSN, especially
in large scale WSNs. For, example for source nodes, which are very close
to sink, centralized learning could be better compared to distributed one
and vice versa for the further nodes. In this work, we explore the scope
of possible hybrid (centralized and distributed) learning scheme for pre-
diction based data gathering in WSNs. Numerical experimentations with
two sensor datasets and their results of the proposed scheme, show the
potential of hybrid approach.

Keywords: Wireless Sensor Networks, Data Compression, Learning,
Collaborative Learning.

1 Introduction

Wireless Sensor Networks (WSNs) are critically resource constrained by limited
power supply, memory, processing performance and communication bandwidth
[1]. Due to their limited power supply, energy consumption is a key issue in the
design of protocols and algorithms for WSNs. Typically, energy consumption is
dominated by radio communication [2,3] and its energy consumption is directly
proportional to the number of bits of data, i.e., data traffic, transmitted within
the network [4]. Therefore, using compression to reduce the number of bits to be
transmitted has the potential to drastically reduce communication energy costs
and so increase network lifetime.

Statistical model based sensor data predictions (Predictive Coding) or esti-
mations at the sink or base station are promising ways of compressing data and
communications in WSNs [5]. In predictive coding (PC) the inherent tempo-
ral correlation between consecutive readings at an individual sensor is used to
predict future observations at the sink based on the statistical model and re-
cent measurements. For parametric statistical modeling (what most existing PC
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schemes [6,7,8,9,10] exploit) of signal or phenomenon of interest, it is necessary
to learn (know) the statistical parameters related to it (e.g. mean, variance).
Existing PC algorithms use either a centralized or distributed learning scheme.
In a network, centralized learning is good for nodes closer to sink, while a dis-
tributed approach is better for more distant nodes. Hence, single scheme may
not be optimal for all the nodes in a WSN. Hybrid of centralized and local-
ized learning schemes can be a better choice. This is why the main objective of
this work is to present a hybrid learning scheme for PC in WSNs. Finding the
optimal scheme for part of a WSN is not always a trivial task, it may form an
optimization problem. PSO (Particle Swarm Optimization) like optimizer can be
used in finding the optimal learning scheme for PC. We will present numerical
experimentations with two datasets and their results of the proposed algorithm
in a WSN scenario.

Section 2 provides a brief overview of predictive coding along with their ex-
isting learning schemes. Section 3 presents the proposed hybrid learning scheme.
Numerical experimentations of the proposed scheme and their results are pre-
sented in section 4. Finally section 6 concludes the work and points to areas of
potential future work.

2 Predictive Coding

2.1 Overview of Predictive Coding

In predictive coding (PC) the inherent temporal correlation between consecu-
tive readings at an individual sensor is used to predict future observations at the
sink based on the statistical model and recent measurements. Depending on the
nature of the sensor data, PC can use parametric modeling or non-parametric
modeling. For parametric modeling it is necessary to know (or learn) the statisti-
cal parameters, such as mean and variance of the sensor data. On the other hand,
non-parametric modeling utilizes regression to represent sensor data, requiring
very little prior knowledge about the sensor data. The majority of existing PC
schemes [6,7,8,9,10] are based on parametric modeling, where a predictive model
is established for every sensor node during a training or learning phase, and the
parameters of the model are passed to the sink. Thereafter, nodes only trans-
mit updates to the sink whenever new data arrives or the difference between
the model predicted value and the sensed value exceeds a threshold. Thus it
reduces the number of communications between source nodes and the sink, pro-
viding communication level compression. A typical PC technique consists of the
followings:

Statistical Model: The statistical model and its prediction accuracy are the
heart of PC [10]. Key models are mainly autoregression based. Autoregressive
(AR) models [9] are computationally simple and predict future observations
as a weighted sums of previous measurements. Autoregressive Moving Average
(ARMA) models [8] use a similar approach but the model is more complex,
allowing higher accuracy in some situations, at the cost of greater computational
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complexity. Autoregressive Integrated Moving Average models (ARIMA) [11]
support modeling non-stationary data as well as stationary data but are even
more computationally complex.

Learning Phase: During the learning phase the system determines the param-
eters of the statistical model, which can be centralized or distributed. In the
centralized case [6], all sensor nodes send their readings to the sink, or central
node, which determines the parameters of the prediction model and transmits
them back to the nodes. In distributed case [8,9], each sensor node calculates
their own model parameters and, if necessary, transmits them to the sink.

Model Update: This is done at the sink in one of two ways: (i) Pull: the sink
requests updates as they are needed [6], and (ii) Push: the sensor sends an up-
dates as they are needed or become available [7]. In lossless applications, sensors
transmit all prediction errors, or residues. These prediction errors replace the raw
observations and reduce the amount of transmitted data. In lossy applications,
updates are only sent when the prediction error exceeds a pre-defined thresh-
old. Clearly, the lossy approach allows for a greater reduction in the number of
communications.
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Fig. 1. Clustered Wireless Sensor Networks

2.2 Centralized vs. Localized Learning in PC

Early works [6] on PC exploited centralized learning scheme, where a centralized
node a sink or base station collects all the sensors’ training or learning dataset
and determines the parameters of the prediction model and transmits them
back to the nodes. In distributed and localized case [8,9,12], each sensor node or
cluster-head locally and collaboratively collects corresponding training dataset
and calculates their own model parameters and, if necessary, transmits them to
the sink.
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To briefly analyze both of the schemes, we exploit the clustered WSN showed
in Figure 1. Network consists of N = 40 sensor nodes along with a sink and nodes
are divided into 8 clusters of equal cluster size 5 (considered for simplicity), and
cluster-head selection depends on the clustering scheme. In centralized scheme,
all the sensor nodes n1 − n40 send training data to the sink and it calculates
model parameters, and send them back to every node. On the other hand, in
localized (clustered) scheme, every sensor node in each cluster send its training
related data to the cluster-head and it calculates model parameters and send
them back to each member node, and if needed, send them to the sink as well.
For instance, in Cluster1 nodes n1 − n4 send their reading to node n5 and it
calculates model parameters, and send them back to nodes n1 − n4 and sink.
Unfortunately, none of these exploit the distance in their scheme, which can
be exploited in selecting an efficient learning scheme for a network or part of
a network. For instance, as shown in Figure 1 nodes n5, n10, n25, n24, n30 are
very close to the sink and in case of localized learning, they can individually send
their data to sink (rests follow localized scheme) and sink does the calculation for
model parameters, and finally send them back to these node through a limited
broadcast. Result of this analysis in normalized 1-hop communication costs is
presented in Table 11.

Table 1. 1-Hop Communication Cost for Different Learning Schemes

Operations Centralized Localized Hybrid

Training Dataset Gathering 100 40 38

Model Parameters Sending (Nodes) 7(3 Bc) 16 (8Bc) 12

Model Parameters Sending (Sink) 0 12 1 (Bc)

Overall 107 68 51

3 Proposed Hybrid Learning Scheme

Result presented in Table 1 is really inspiring for the hybrid learning approach.
Hence we are proposing and formalizing it in this section.

3.1 Motivations

Motivations of the new scheme as follow:

– It is not hard to find real WSN applications, where distances between sink
and its 1-hop neighbor sensor nodes are comparable to the distances between
sink’s 1-hop neighbor sensor nodes and their 1-hop neighbor nodes. If so,
these nodes can pick sink as their model calculator. Moreover, in case of
node-level temporal signal, each node can work independently and pick sink

1 In the table Bc means broadcast, which includes Sink broadcast and localized cluster-
level broadcast.
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as its model calculator without the concern of others or cluster-head. Even,
in spatial case, sink’s 1-hop neighbor nodes can get model parameters, which
is collected from other spatially related nodes and verified with their own
data in the sink.

– Impact of the hybrid approach in communication overhead of learning is
clear from Table 1. These savings can be significant in large-scale WSNs and
environments, where frequent model updates may be needed.

– Typically, sink’s 1-hop neighbor sensor nodes are the critical nodes in a
WSN. If they work as model estimators, they may die earlier than other
nodes as the complexity of executing a model parameter estimation process
is O(m3nls), where m is the order of the model and nls the length of the
data record [13] or learning samples, which is directly proportional to n.
Moreover, these nodes are the bottleneck in WSNs and carry more loads
than others. If they can get rid of the model estimation duty, they can help
in load balancing in the network and improving network lifetime.

3.2 Overview of the Scheme

Main objective of the hybrid scheme is to take the advantages of centralized
and localized scheme. As localized scheme works better for distant node and
centralized for closer nodes in a WSN, hence we will consider closer nodes (at
least sink’s 1-hop neighbor sensor nodes) for the centralized approach and rests
for the localized scheme. Selection of scheme will be primarily based on the
distance between sink and the corresponding node, and their energy contribution.
Objective is to find a combination of these two schemes, which minimizes or
optimizes the overall energy cost of learning in PC. Sink will run the selection
algorithm and send the selection results to the sensor nodes.

In finding the distance between sink and other sensor nodes, sink needs to
know positions of the sensor nodes. We assume that position information of all
the sensor nodes are available at sink, which can be done using GPS or other
means and this not expensive in static WSN (what most existing applications
exploit). We will also assume sink knows energy consumption profile of each
sensor node’s radio. Based on all these information, we can summarize the hybrid
learning scheme as an algorithm shown in algorithm 1, where N is number of
sensor nodes in the network, Cn is the communication range of sensor nodes
(same for homogenous nodes), ns−1h is the number of sink’s 1-hop neighbor
sensor nodes, ds−n is the distance between sink and a sensor node, dnn−1h is
the distance between sink’s 1-hop neighbor sensor node and its 1-hop neighbor
nodes, ncl list of sensor nodes, which exploit centralized learning, nll list of sensor
nodes, which exploit localized learning, El is the cost of learning, and Enn−1h

is the learning cost contributed a node using dnn−1h, and Es−1h is the learning
cost contributed a node using ds−1h.
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Algorithm 1. Hybrid Learning

1: Var: N , Cn,
2: for i = 1 to N do
3: calculate ds−n

4: if ds−n ≤ Cn then
5: ns−1h = ns−1h + 1
6: calculate dnn−1h

7: calculate Enn−1h and Es−1h

8: if Es−1h ≤ Enn−1h then
9: add to ncl

10: else
11: add to nll

12: end if
13: end if
14: end for
15: Send nll and ncl to sensor nodes.

4 Numerical Experiments

In this section we evaluate the effectiveness of hybrid learning scheme in reduc-
ing the learning cost, through numerical experiments. For the experimentations,
we apply all the learning schemes to one synthetic dataset (one) and one real life
sensor dataset (two) and do their numerical analysis. The WSN for dataset one
consisted of 40 source nodes (TelosB [14]) and one sink (like Figure 1). For sim-
plicity, a constant hop distance of 3 m was used. The environmental humidity is
sampled by every node every 5 minutes. The deployment operated for a month.
The total number of samples gathered was 8,640 per node and 345,600 for the
whole network. Dataset two is from the Intel Lab Data [15] between February
28th and April 5th,2004 [15]. Mica2Dot [16] sensors with weather boards col-
lected time stamped topology information, along with humidity, temperature,
light and voltage values once every 31 seconds. In the span of 38 days, around
2.3 million readings were collected from these sensors. As shown in Figures 2
and 2, sensor readings in the datasets are highly temporally correlated. For
dataset two network, there is no information available [15] on clustering, hence
we clustered them into 10 clusters and cluster heads are circled (changeable in
case of dynamic clustering). We also consider the sink or server is close to clusters
1, 2, 3, 4, 5, and 6.

For the learning phase of PC, we exploit 2 days/week (1 in weekdays and 1
in weekends) data, which means for the dataset one we need 8 days readings
(80,640 samples) and for dataset two we need 12 days readings (726315 samples
approximately).

The learning costs are calculated based on node characterization and sensor
information contained in [14,17,16,18,16,5]. The results approximated for each
learning algorithm are given in Table 2. Results presented in Table 2 show the
potential of hybrid learning, especially in reducing communication overhead in
each round of learning. We did not consider the model estimation (processing)
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cost, which can be significant in large sample size and this will affect localized
and hybrid learning schemes. However, hybrid learning still will be better than
localized one. It is clear from Table 2, saving in hybrid scheme depends on the
topology (as two datasets with two WSN topologies show different savings),
especially on ns−1h, the number of sink’s 1-hop neighbor sensor nodes. It also
depends on the type of sensor nodes used as they have different energy profile.
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Figures 4, 5, 6, and 7 present the predicted outputs based on ARX (AR with
external input) model along with their prediction errors. These prediction results
are generated in MATLAB, which show 94% and 95.59% matching with the
measured data, and errors are bounded within most applications requirement.
As the impact of different learning schemes was not significant in predicted
results, we have disregarded them here.

5 Related Works

So far we know, there is no work, which considers hybrid of centralized and dis-
tributed learning approaches (based on some network parameters) in estimating
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Table 2. Numerical Experiments: Costs (communication) for Different Learning
Schemes

Operations Dataset Centralized(mJ) Localized(mJ) Hybrid(mJ)

Training Dataset Gathering one 2.37 .95 .902

Model Parameters Sending (Nodes) one .195 .247 .175

Model Parameters Sending (Sink) one 0 .15 .02

Overall one 2.57 1.35 1.07

Training Dataset Gathering two 30.213 7.83 7.39

Model Parameters Sending (Nodes) two 3.72 2.5 2.51

Model Parameters Sending (Sink) two 0 5.4 5.4

Overall two 33.92 15.74 15.31
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the model. Even works, which explicitly deal with the learning approaches of
predictive coding in WSNs are limited [12] in number. Authors in [12] have
presented a distributed learning method for nonparametric signal estimation
or gathering in WSNs. This approach is suitable where data is sparse or prior
knowledge is vague. On the other hand, there are some good works on predic-
tive coding or statistical model based data gathering in WSNs, where authors
considered centralized or distributed learning approach for their models. In [6],
authors have presented a model based data acquisition in sensor network where
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they exploited centralized learning approach. Sensor level autoregressive models
building is the main concern in [9]. Based on local readings, nodes locally learn
the model to be used in predicting data. Similarly, authors in [8] have exploited
distributed learning approach for their model estimation.

6 Conclusion

Statistical model based sensor data prediction (Predictive Coding) or estimation
is a key member of compression techniques in WSNs [5]. Parametric statistical
modeling (what most existing PC schemes exploit) of signal or phenomenon of
interest requires learning (know) the statistical parameters related to it (e.g.
mean, variance). Existing parametric statistical modeling based PC algorithms
use either a centralized or distributed learning scheme but single scheme may
not be optimal for all the nodes in a WSN. Considering this, we have considered
a hybrid of centralized and localized learning schemes. Results show the po-
tential of saving communication energy in hybrid learning scheme. Along with
the communication energy cost savings, it has the potential to minimize model
processing costs compared to the localized learning, and load balancing in the
network.

We have disregarded the model estimation (processing) cost in this work,
which can be significant in large sample size and large WSNs. Investigation of
the model estimation (processing) cost especially in localized and hybrid learn-
ing schemes will be one of our future works. This could form an optimization
problem, which will need PSO like optimizer. So, integration of PSO or other
suitable optimizing algorithm will be our future endeavor.
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Abstract. This paper presents the design and analyzes the performance
of a tour planner for electric vehicles, aiming at overcoming their long
charging time by computational intelligence. This service basically finds
the maximal subset out of the whole user-selected tour spots and their
visiting sequence not inducing waiting time for battery charging. For the
schedule search belonging to the orienteering problem category, genetic
algorithms are employed. It includes encoding a visiting sequence based
on omission probability, defining a fitness function to count the number
of visitable destinations, and tailoring genetic operators. For constraint
processing, the waiting time estimator prohibits those schedules having
non-permissible waiting time to be included in the population. The per-
formance measurement result obtained from a prototype implementation
discovers that the proposed service can include 95 % of selected spots
in the final schedule on the typical tour scenario for the given inter-
destination and stay time distribution.

Keywords: electric vehicle, tour planning, orienteering problem, ge-
netic algorithm, visitable places.

1 Introduction

Along with the increasing attention on smart grid, the future transportation sys-
tem pursues energy efficiency and greenhouse gas reduction by deploying electric
vehicles, or EVs, from now on, to our daily lives [1]. This effort includes not just
prompting personal ownership but also providing carsharing services on EVs.
The rent-a-car service is a typical business model in carsharing, and EV rent-
a-car companies also begin to appear nowadays. However, if renters drive long
distance and visit many destinations, EV batteries must be charged en-route.
Long charging time and short driving distance are definitely the most criti-
cal drawbacks of EVs, and those problems can be alleviated by computational
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intelligence such as visit scheduling, until an innovative battery technology is
commercialized and its product becomes commonly available [2].

Particularly, the driving distance is more likely to get longer for rent-a-cars in
tour places, as tourists rent a car usually on daily basis and visits quite a lot of
tour spots starting from their hotels [3]. Some destinations are equipped with EV
charging facilities or devices, so the drivers can take their tours, while their EVs
are being charged. In this case, EVs can earn driving credit in proportion to the
stay time, avoiding the waiting time for EV charging. On the contrary, if the dis-
tance between two EV-chargeable destinations is too long to reach with current
battery remaining, the renters may suspend their tours and wait until their EVs
complete charging electricity enough to reach the next destination. Moreover,
if no charging station is available between two destinations, the tourist must
rebuild their tour schedule. Anyway, the renters cannot tolerate idle-waiting or
inconvenience in tour planning. As a result, intelligent recommendation services
for a visiting sequence are not just helpful but necessities in EV-based tours.

For an EV-based tour, the renters select the set of tourist attractions they
want to visit and the tour planner or recommender decides the visiting or-
der [4]. The tour planner can implement either optimal schedulers exploiting
backtracking-based exhaustive searches or suboptimal schedulers exploiting ge-
netic algorithms or simulated annealing techniques [5]. Basically, it belongs to
the classic TSP (Traveling Salesman Problem), which mainly finds the visiting
sequence minimizing the driving distance. However, in EV-based tours, it is es-
sential to take into account the charging time in a visiting sequence. That is, a
visiting sequence must be excluded in the search space, if it makes the tourists
wait for charging. Here, for the set of tour spots the tourists selected, if some
of them can be omitted not to violate the restriction posed on tour length and
time, this scheduling is equivalent to an orienteering problem [6].

In this regard, this paper designs a tour planner for EVs to enrich the EV
rent-a-car business, efficiently overcoming the inconvenience coming from long
charging time and short driving distance. The corresponding service decides the
visiting order, namely, tour schedule, considering stay time, and inter-destination
distance, and tolerable waiting time. It tries to include tour spots as many as
possible in the final visiting sequence. According to our simple estimation, the
search space complexity is approximated to be O(2n ·n!), where n is the number
of tour attractions the tourists submitted to the recommender. O(2n) accounts
for the condition that not all of selected attractions are necessarily included in
the final tour schedule, while O(n!) the number of feasible visiting sequences.
So, it is necessary to employ genetic algorithms to create a schedule within the
reasonable time bound, beyond which the travelers refuses to use the planner.

This paper is organized as follows: After outlining the problem in Section
1, Section 2 introduces related work and background. Section 3 explains the
proposed tour planner for EVs in rent-a-car business in detail. Section 4 discusses
the performance measurement result, and Section 5 finally concludes this paper
with a brief description of future work.
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2 Related Work and Background

On the generalization of legacy TSP, each vertex, or destination, is associated
with a profit and all vertices are not necessarily visited [7]. Its tour scheduler
pursues maximizing the profit while reducing the travel cost. For a variety of
such TSP applications, the classification depends on the way the two objectives
are addressed. The first class defines an object function combining both of them.
Second, the object function takes into account only profit maximization while
the travel cost works as a constraint, that is, the solutions violating the cost
constraint is excluded from the search space. The third class oppositely takes
the profit as a constraint and its object function calculates the travel cost only.
All of them are belonging to the NP problem, and greatly dependent on the
number of destinations. The second class is called the orienteering problem or
interchangeably, the selective TSP.

For the orienteering problem, [6] develops a genetic algorithm where a chro-
mosome is a sequence of visited vertices. This approach allows non-feasible so-
lutions, which violate the cost constraint, to be accepted in the population for
better diversity, but with a penalty estimated by the distance from feasibility. In
each chromosome, vertices are listed in the visiting order from the start to end
points. For initial population, a list of n vertices is generated in random order. A
vertex will be removed with the omission probability, making the corresponding
entry zero in the list. With this initialization, regular genetic operators such as
crossovers and mutations are applied. However, in each offspring, duplicated ver-
tices will be replaced by disappearing ones. Its encoding scheme is comprehensive
and robust, so our work will partly employ it, but with a different constraint on
waiting time estimation.

As for the integration of charging and routing for EVs, [8] proposes a routing
service for searching and reserving charging stations to reach the given destina-
tion. A query and routing protocol is defined between an EV and the routing
service, through which EV drivers check the availability of charging stations and
reserve a time slot. For the routing service, a broker selects the best charging
station for each EV considering resource availability, location convenience, price
signal change, and the like. In each charging station, controlled charging tries to
reduce the peak load stemmed from multiple charging tasks concentrated in a
small time period. Meanwhile, for scheduling of charging intervals, they build an
integer linear formulation and subsequent local ratio heuristics. Even if this work
addresses a charging-integrated routing mechanism to match energy supply and
demand in EV penetration scenarios, it just focuses on the drive within urban
area having sufficient charging facilities.

In the mean time, our research team has been developing an intelligent tour
planning service for EV rent-a-car business, mainly targeting at Jeju City, which
is an internationally famous tour place hosting one of world’s largest smart grid
testbeds. First, [9] develops a waiting time estimation model for a specific tour
schedule according to the battery amount, driving distance, and stay time. Then,
a backtracking-based exhaustive search finds the optimal schedule minimizing
the waiting time, even with a driving distance loss. Its main motivation is to
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make the overlap of stay-and-charge as much as possible. Next, some constraint
processing is integrated to meet the user-issued requirements, for example, the
tourists want to have supper at one of preferred restaurants around 6 PM [10].
Moreover, the search technique includes the simulated annealing scheme for a
timely schedule generation even for the large number of destination.

3 Tour and Charging Scheduler

Among various suboptimization schemes, genetic algorithms are known to be
an efficient search technique inspired by principles of natural selection and ge-
netics [5]. They build an initial population and then iterate genetic operations
either until an acceptable solution is found or by the given time bound. Ge-
netic operators include selection, crossover, and mutation. For the given set of
selected destinations, our scheduler finds the best schedule which has the max-
imum number of visitable tour spots and brings no charging delay during the
tour. In applying genetic algorithms to our tour scheduler, it is necessary to
encode a visiting sequence, define a fitness function, and tailor genetic opera-
tors. First, each schedule, or visiting sequence, is encoded into an integer-valued
vector called a chromosome. Second, the fitness function counts the number of
visitable tour spots in a schedule. Here, constraint processing is needed to elim-
inate a schedule which brings charging delay beyond the given bound. Third,
crossover operations replace the duplicated tour points with disappearing ones.

Figure 1 illustrates the overall procedure of our recommendation service for
EV-based tours. Given the set of selected tour points, the genetic scheduler
begins with initial population having a predefined number of schedules. Large
population can accommodate more diversity of chromosomes, but brings much
computation overhead. Between two conflicting performance parameters, we ex-
perimentally set the number of schedules in population to 96. In orienteering
problems, omission probability decides whether a selected tour point is included
in the schedule or not. The omitted places are denoted by -1. Then, the ac-
tual visiting sequence can be obtained by removing -1 in the schedule. Hence,
(A,B,−1, C) and (A,−1, B, C) are equivalent and considered to be duplicated.
However, as they can mate and generate a completely different schedule, their
co-existence in the population is allowed.

From the initial population, each evolutionary step creates the next-generation
population consisting of better schedules, or visiting sequences. It mainly selects
the best solution in a population by a fitness function and mates them to form
the next generation. Out of existing and newly created schedules, only the fittest
survive in the population, so the fitness value of the population gets better gener-
ation by generation. The genetic loop iterates selection by fitness, reproduction
by crossover, and mutation within a chromosome. Selection is a method that
picks parents by the fitness function. Following a kind of the tournament strat-
egy, 5 random chromosomes are selected in the mating pool and the best one is
selected. The reproduction procedure exchanges substrings of two mated chro-
mosomes to generate offsprings. Some tour points appear more than once, while
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Build the next generation
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2−point exchange

End

Generate random orders
Take omission probability
Check waiting time constraint

Tournament strategy

Post−crossover processing

Fig. 1. Recommender service operation

others have disappeared in offsprings. So, for each crossover, the duplication is
checked and replaced by disappearing one or -1.

To check the constraint on the permissible waiting time bound, each gen-
eration of a new chromosome evaluates the waiting time and eliminates if the
schedule violates the constraint. Waiting time is the time interval the tourists
just wait for their EVs to be charged without doing anything. The waiting time
estimator follows the visiting sequence from the starting point, while the initial
distance credit is set to the driving distance of a fully charged battery. Then,
for each move, say, from A to B, if the distance credit is less than the distance
between A and B, the waiting time is induced. Otherwise, the distance credit is
reduced by the distance. In addition, it increases according to the stay time at
B, but limited by the maximum battery capacity. In our design, a new schedule
may make its waiting time beyond the given bound. It is experimentally found
that such a schedule had better be eliminated from the population. Even though
this restriction may narrow the search scope and stick to a local minimum, it
helps the genetic loop to converge quickly. Otherwise, the search procedure may
spend too much time in processing invalid chromosomes.

4 Performance Measurement

This section implements a prototype of the proposed recommendation service for
EV-based tours using Visual C++ 6.0 to assess its performance. The experiment
makes it run on the platform equipped with Intel Core2 Duo CPU and 3.0 GB
memory as well as installing Windows Vista operating system. As for the genetic
operation parameters of our implementation, the number of chromosomes in
each population is set to 96, and the number of iterations is set to 1,000. Such a
parameter selection is decided to generate a tour schedule within 1 second. The



Orienteering Problem Modeling for Electric Vehicle-Based Tour 105

performance parameters include the number of user-selected destinations, inter-
destination distance, stay time, omission probability, and permissible waiting
time, while the main performance metric is the number of visitiable destinations.
Here, every tour spot is assumed to have charging facilities. Actually, a tour spot
with no chargers has the effect of extending the distance between two chargeable
spots. For each parameter setting, 30 destination sets are generated, and each
waiting time is averaged.

The first experiment measures the number of visitable places according to
the number of user-selected places ranging from 7 to 15. The inter-destination
distance exponentially distributes with the given average. Figure 2 plots three
curves for average inter-destination distances of 10, 15, and 20 km, respectively.
Here, average stay time also distributes exponentially with the average of 30
min, omission probability is set to 0.6, and permissible waiting time to 0 min.
If the total driving distance is less than the battery capacity, all of user-selected
points can be included in the final schedule, namely, visitable. In this experi-
ment, maximum battery capacity enables an EV to drive 90 km, and the EV
is fully charged overnight. Moreover, the overlapped charge-and-stay at each
destination can further increase the number of visitable destinations in tour rec-
ommendation. If the inter-destination distance is 10 and 15 km, almost every
selected place can be visited. On the contrary, for the 20 km case, only 10.3 can
be visited when the tourists select 15 destinations.

The next experiment measures the effect of average stay time for the number
of selected destinations also ranging from 7 to 15. Average inter-destination dis-
tance is set to 15 km, while other parameters are set equally as in the previous
experiment. The total driving distance linearly increases according to the in-
crease in the number of selected destinations. For each destination, the distance
credit, namely, the distance an EV can drive with current battery remaining, in-
creases in proportion to the stay time. 1 hour charging earns the distance credit
by 15 km. Hence, if the stay time is 30 or 45 min, almost every place can be
included in the final schedule with an appropriate visiting schedule. As contrast,
when stay time is 15 min, up to 30 % destinations need to be removed from the
final schedule.
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Fig. 2. Inter-destinations distance effect Fig. 3. Stay time effect
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Figure 4 and Figure 5 measure the effect of permissible waiting time. First,
Figure 4 plots the number of visitable places for the 3 cases when the tolerable
bound is 0, 30, and 60 min. Here, average inter-destination distance and aver-
age stay time are set to 15 km and 20 min, respectively. Obviously, if tourists
permit more waiting time, the number of visitable destinations increases. Until
the number of selected spots becomes 10, they are rarely removed from the final
schedule, as the total distance is not so long and can be covered by stay-and-
charge. From this point, waiting time tolerance begins to invite more destinations
to the schedule. As the impact of sequence rearrangement is not dependent on
the number of destinations if it is sufficiently large, the performance gap between
two different waiting time bounds is decided by average stay time.

Next, Figure 5 plots the actual waiting time for the 3 permissible tolerable
bounds. For 15 destinations, 3 curves mark 0, 21, and 48 min, respectively, just
like in Figure 4. If this tolerable bound is 0 min, actual waiting time is also 0
min for the whole range, as a schedule cannot be accepted if its waiting time is
larger than 0 min. When the number of destinations is 13 and more, the actual
waiting time gets stable just with an insignificant fluctuation. The scheduler is
more efficient when this actual waiting time gets closer to the tolerable bound.
According to Figure 5, the actual-to-permissible waiting time is 0.80 for the
60 min case, while that for the 30 min case is 0.71. Our scheme works more
efficiently when the tolerable bound gets larger. Judging from the experiment
result shown in Figure 4 and Figure 5, the proposed scheduler doesn’t have
anomalous behavior, for example, failing in finding an acceptable schedule on
the overloaded condition.
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Fig. 4. Tolerable waiting time effect Fig. 5. Actual waiting time measurement

Figure 6 plots the effect of omission probability in generating a new schedule
either in building initial population or replacing duplicated chromosomes. We
plot 2 curves for 15 and 20 destination cases. Here, stay time is set to 30 min.
For the 15 destination case, around 94.4 % of user-selected destinations remain
in the final schedule, while 86.3 % ∼ 88.6 % remains in the 20 destination case.
Actually, the omission probability closer to this ratio is more likely to find a
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better schedule, as more schedules will be generated around the final answer.
However, the experiment result shows that the number of visitable places is not
so much affected by the omission probability. The misselection of this parameter
just results in time extension in building initial population.

The last experiment measures the effect of the tolerable bound ranging from
0 to 60 min with the number of user-selected destinations fixed to 15 and 20,
respectively. Stay time is set to 20 min for the consistency with Figure 4. As
shown in Figure 7, for the case of 15 destinations, 12 spots can be visited when
the tolerance waiting time bound is 0 min, and 13.17 spots when the bound is 60
min. The number of visitable places linearly increases according to the increase
of the tolerable bound. This behavior is the same for the 20 destination case.
14.07 and 15.43 spots can be included in the final schedule when the tolerable
bounds are 0 and 60min, respectively. As two curves change with the same ratio,
the gap in the number of visitable places keeps constant. This result confirms
that the number of visitable places is mainly affected by stay time.
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5 Conclusions

In this paper, we have designed a tour planner for electric vehicles by mapping
the scheduling process to an orienteering problem model. The developed service
can alleviate the long charging time and short driving distance of EVs, which are
expected to replace gasoline-powered vehicles for smart and clean transportation.
In the proposed service scenario, the tourists select destinations they want to
visit and submit to the recommender, possibly through global connection such as
the Internet, cellular networks, and vehicular communication mechanisms. This
service basically finds the visitable destinations out of user-selected ones and
their visiting sequence not inducing waiting time for EV charging. If users don’t
satisfy with the generated schedule, they will reselect the tour points and submit
them to the recommender again. Another, possibly interactive, recommendation
for the tour points will be also a very useful service for EV rent-a-car users.
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For the sake of taking advantage of computational intelligence, genetic algo-
rithms are employed by encoding a visiting sequence based on omission proba-
bility, defining a fitness function to count the number of visitable destinations,
and tailoring genetic operators for duplicated entry replacement. During con-
straint processing, the waiting time estimator prohibits those schedules having
non-permissible waiting time to be included in the population. The performance
measurement result obtained from a prototype implementation discovers that
95 % of selected spots can be included in the final schedule with non-waiting
visiting order for the typical tour scenario having less than 9 destinations for the
given inter-destination and stay time distribution.

As future work, we are planning to develop a tour scheduler capable of combin-
ing a reservation mechanism for charging stations. According to our observation,
different tours have many destinations in common. Hence, the recommender sys-
tem is highly likely to assign similar visiting sequences to them. Then, in some
tour spots, chargers cannot be available to some EVs. So, the distribution of
charging requests over the shared route is needed.
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Abstract. With the exponential growth of users’ population and vol-
umes of content in micro-blog web sites, people suffer from information
overload problem more and more seriously. Recommendation system is
an effective way to address this issue. In this paper, we studied celebri-
ties recommendation in micro-blog services to better guide users to fol-
low celebrities according to their interests. First we improved the jaccard
similarity measure by significant weighting to enhance neighbor selection
in collaborative filtering. Second, we integrated users’ social information
into the similarity model to ease the cold start problem. Third we in-
creased the density of the rating matrix by predicting the missing rat-
ings to ease the data sparsity problem. Experiment results show that our
algorithm improves the recommendation quality significantly.

Keywords: micro-blog, collaborative filtering, user similarity model,
data sparsity.

1 Introduction

As the age of Web 2.0 comes, social media becomes more and more popular.
Recently, the micro-blog web sites have shown a great charm, with millions of
users joining in it. The micro-blog web sites fundamentally provide a public
platform for their users to seek and share information, to communicate with
others, and to build online friendships. It can be seen as a hybrid of email,
instant messaging and news broadcasting systems. Unlike other social networks
like Facebook or LinkedIn, the following relationship between users in micro-blog
system is not necessarily reciprocal. For this reason, people can follow anyone
they like without requiring acceptance. Building friendship in this way lowers
down the cost of expanding one’s network and allows some users to be followed by
many users without following many themselves, effectively becoming celebrities
or stars [1].

In the view of the exponential growth of micro-blog user population and vol-
umes of content generated by them, it gets difficult for users to choose whom to
follow and what to read. Users may easily be flooded with information streams.
Personalized recommendation is an important way to address this issue and it
has been well studied by both academia and industry recently. In this paper,
we will study the problem of recommending celebrities or stars in micro-blog
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services. We are motivated by the rich social information to provide potential
evidences for users’ similarity computation and missing ratings prediction in col-
laborative filtering (CF). And we prosed a novel collaborative filtering framework
which improve jaccard similarity measure by significant weighting and integrate
social information to ease the data sparsity problem and enhance user similarity
modeling.

The rest of the paper is organized as follows. Section 2 covers related works
on collaborative filtering and social recommending systems. We describe a novel
approach which integrates social information into collaborative filtering to ad-
dress the cold-start problem and the data sparsity problem in Sec. 3. Evaluation
metric and experiment results are demonstrated in Sec. 4. Finally, we conclude
in Sec. 5.

2 Related Work

We will review related works from 2 different research areas: CF algorithms and
the role of social features played in recommendation systems.

The fundamental assumption of CF is that if two users have rated some items
similarly, or they have similar behaviors (e.g. watching, buying, listening), and
hence they will rate or act on other items similarly [2]. One of the biggest chal-
lenges in CF is the data sparsity problem, which leads to the failure of finding
similar users or items. The density of available ratings in commercial recommend-
ing systems is often less than 1% [3] and the density of our data set is 0.64%.
Many algorithms have been proposed to overcome the data sparsity problem. In
[4], a dimensionality reduction technique, Singular Value Decomposition (SVD),
is employed to remove unrepresentative or insignificant users or items and map
the rating space into a lower dimensional semantic space. However, some infor-
mation about users or items may be discarded by SVD, thus resulting a decrease
in the recommendation quality. P.Melville et al. proposed a hybrid model named
content-boosted CF to address the data sparsity problem, in which external con-
tent information was used to produce predictions for new users and new items
[5]. The result of this method is promising, in our paper rich social information
is extracted from micro-blog web sites to enhance collaborative filtering. H.Ma
et al. increased the density of the rating matrix by predicting the missing ratings
using a user-based and item-based combined model [6]. No using of external in-
formation in this method will limit the recommendation quality, thus we propose
to integrate the social information to address this issue.

To understand micro-blog usage, Akshay et al. showed how users with similar
intentions connect with one another by analyzing the user intentions associated
at a community level in [7]. The findings motivated us to use social informa-
tion to discover similar users for CF based recommendation. In [8], different
content-based recommending systems are built by using different types of social
information to recommend URLs extracted from micro-blog content. Ido Guy et
al. measured user similarity based on social features from two aspects: users’ so-
cial network structure and users’ content information [9]. The results of these two
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papers both show that adding social features into traditional recommendation
algorithms can significantly improve accuracy. Daly systematically studied how
to measure the network effects of recommending social connections and how dif-
ferent social recommending algorithms differ [11]. His findings guide us to choose
appropriate types of social information for celebrities recommendation. Chen et
al. claimed in [10] that content information is more effective than other kinds of
social information in people recommendation. Finally, Hannon evaluated a range
of different user profiling and recommendation strategies in [12]. It found that
a mixture profiling strategy which use both contents and social connections can
produce better received recommendations.

3 Recommender System Description

3.1 Problem Definition

Formally, we will formulate our problems as follows. Let U be a user set and let
C be a celebrity set in micro-blog web sites. The following relationships between
users and celebrities are denoted by a |U| × |C| matrix, called user-item rating
matrix. Every entry rui ∈ {−1, 0, 1} represents the value that user u ∈ U rated
item i ∈ C where 1 means user u followed item i, -1 means user u refused to
follow item i and 0 means the user has not rate the item yet. Given a user u and
an item i, let P(u, i) be a recommending function that measures the preference
of user u on item i, i.e. P ∈ {U × C → R}. Then given a user u and an item list
L, we will rank the items in L according to P(u, i) and select top N items as the
recommending items for u. More formally:

∀u ∈ U Su = argTopN
i∈L

P(u, i) (1)

where Su is the recommendation result.

3.2 Significant Weighting for Jaccard Similarity Measure

User similarity computation is a critical step for collaborative filtering algo-
rithms. We claim that jaccard similarity is a more natural way to model simi-
larity between two binary rating vectors than other similarity measures by its
definition. In our problem, we define jaccard similarity of two rating vectors as
(2).

sim(v1, v2) =

n∑
i=1

1{r1i = r2i ∧ r1i �= 0}
n∑

i=1

1{r1i �= 0 ∧ r2i �= 0}
(2)

where 1{∗} is an indicator function: {true, false} → {1, 0} and r1i or r2i is the
ith rating of vector v1 or v2.

This definition has two disadvantages. First, positive ratings are much more
informative than negative ratings in our problem, but (2) treats both identically.



112 Q. Liu, Y. Xiong, and W. Huang

Second, (2) will overestimate the similarity of users who happen to rate quite
a few items identically but who may not have similar overall preference. The
estimation is not reliable since too few co-ratings have no statistical significance.
To address the first problem, we give different weights to positive ratings and
negative ratings by using the following equation:

sim
′
(v1, v2) =

n∑
i=1

1{r1i = r2i = 1}+ λ
n∑

i=1

1{r1i = r2i = −1}
n∑

i=1

1{r1i �= 0 ∧ r2i �= 0}
(3)

where λ is a parameter between 0 and 1. To address the second problem, we
follow the intuition that computing without enough supporting evidence (co-
ratings) should be punished. Thus, a penalty function was introduced by (4).

pun(v1, v2) =

min(
n∑

i=1

1{r1i �= 0 ∧ r2i �= 0}, φ)

φ
(4)

where
n∑

i=1

1{r1i �= 0∧ r2i �= 0} means the number of items rated in common and

φ is a threshold which is greater than 1. By applying this penalty function, we
get the new similarity measure in (5).

jaccard sim(v1, v2) = sim
′
(v1, v2)× pun(v1, v2) (5)

Equation (5) will devalue the similarity of v1,v2 if the number of co-rated items
are smaller than φ and give different weights to positive and negative ratings.

3.3 Social Information Integrating for Neighbor Selection

Given a user, his/her neighbor set is composed of two parts. One is computed
by jaccard similarity based on the rating matrix and the other is computed
by social information. In micro-blog web sites, the social information can be
classified into 3 types, which are content of posts, social connections and social
activities. Accordingly, we will model users’ social similarity from three aspects
by (6).

social sim(u, v) = α ∗ simc(u, v) + β ∗ simn(u, v) + γ ∗ sima(u, v) (6)

where α, β, γ are three parameters which determine the weights of different types
of similarity. Following the approach in [8], we build a profile vector for each
user from the words that were included in their posts. Each entry of the profile
vector is weighted by the term-frequency inverse-user-frequency (TF-IUF) of the
corresponding word. simc(u, v) is then computed as the cosine similarity between
their profile vectors.

simc(u, v) =

∑
i∈W

wuiwvi√ ∑
i∈W

wui
2
√ ∑

i∈W

wvi
2

(7)
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where W is the set of words which are extracted from users’ posts and wui is
the weight of the ith word of user u.

In practice, if a user u follows another user v in micro-blog web sites, user u
may be interested in user v as an information seeker or they might be friends in
the real world. Motivated by this, we model the social connection similarity by
a binary function as (8).

simn(u, v) =

{
1 u follows v
0 otherwise

(8)

Users have three types of social activities, mention, repost and comment. Given
a user u, let Au represent the set of users who has ever been interact with u in
micro-blog web sites. Intuitively, more activities imply more intimate relationship
and more intimate relationship implies more similar interests between users.
According to this, we model the action similarity by (9).

sima(u, v) =
#menuv +#repuv +#comuv

max
v′∈Au

(#menuv′ +#repuv′ +#comuv′ )
(9)

where #menuv is the number of times that user u mentioned user v, #repuv,
#comuv is the number of times that user u reposted and commented on user v’s
posts.

Once the user similarity is modeled, we can select the neighbor set for users.
H.Ma argued in [6] that the top-N neighbor selection method is misleading when
a user actually has few neighbors and that selecting the ones whose similarity
is greater than some threshold as neighbors results in more accurate recommen-
dations. In our problem, for every user u, we generate two neighbor sets of u
according to (10)(11).

Tu = {v|v ∈ U ∧ jaccard sim(u, v) > ϕ} (10)

Su = {v|v ∈ U ∧ social sim(u, v) > 0} (11)

where Su the neighbor set that is computed based on social information, Tu is
the neighbor set that is computed based on the rating matrix and ϕ is a threshold
between 0 and 1.

Now we have demonstrated the two methods for neighbor selection. To take
advantage of both methods, we first make predictions using Tu and Su respec-
tively, and then combines the predictions linearly by (12).

P(u, i) = r̄u + θ ·

∑
v∈Su

(rvi − r̄v) · social sim(u, v)∑
v∈Su

social sim(u, v)
+

(1 − θ) ·

∑
v∈Tu

(rvi − r̄v) · jaccard sim(u, v)∑
v∈Tu

jaccard sim(u, v)

(12)
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3.4 Effective Missing Ratings Prediction

Addressing the data sparsity problem is one of the most critical issues in collab-
orative filtering. A lot of methods have been proposed to deal with this problem
as mentioned in Sec. 2. Missing ratings prediction is an intuitive, simple and ef-
fective way to increase the density of the rating matrix. A model which chooses
to predict the missing ratings or not according to confidence is proposed by
H.Ma in [6]. Significant improvement has been seen in this model. However, it
only iterates the original rating matrix to produce a denser one without access-
ing external information, which will limit the predicting quality. To this end, we
integrate social information to provide evidence for missing ratings prediction in
our model. As illustrated in Sec. 3.3, we generate two neighbor sets from social
information and rating information. Then, for a missing rating rui, we use the
two neighbor sets to predict missing ratings by equation (12). In our problem
the rating mode is binary, so the result produced by equation (12) can be viewed
as the confidence for positive or negative ratings. And at last, we determine the
prediction of rui by a parameter ζ as (13).

rui =

⎧⎨⎩
1 P(u, i) > ζ
−1 P(u, i) < −ζ
0 otherwise

(13)

where 1 represents a positive rating, -1 represents a negative rating and 0 rep-
resents a missing rating.

4 Evaluation Metric and Experimental Analysis

4.1 Evaluation Metric and Data Set

We are most interested in a system that can recommend items in a ranked list
where the most user-interested items take top positions rather than a method
that accurately predicts the numeric rating of every item. To analyze this, we
use the predicted score to rank the recommended items, and apply the Mean
Average Precision at N i.e. MAP@N to measure the recommendation quality. We
evaluate our algorithm in the data set provided by Tencent Inc. for KDD CUP
2012, which represents a sampled snapshot of Tencent Weibo users’ preferences
for various items. The user-item rating matrix in this data set contains 42118498
distinct binary ratings rated by 1392873 users on 4710 items. The density of the
matrix is 0.64%. In addition to the rating matrix, the data set contains rich
social information about users and items. We divided the ratings into two parts:
the ratings made before 22:16:00 5th November 2011 as training data, and the
rest ratings as testing data. To set up the experiments effectively, we sampled
6000 users and their ratings randomly from the training data and built three
training sets containing 1000, 2000, 3000 users respectively. Then we sampled
200 testing users and their ratings from the testing data accordingly.



Integrating Social Information into Collaborative Filtering 115

4.2 Experiments and Analysis

We have described how to improve jaccard similarity measure to fit our problem,
how to integrate social information into neighbor selection process and how to
predict the missing rating to make the rating matrix denser to improve recom-
mendation quality. Accordingly, we will conduct several experiments to answer
the following questions:

1. Does the improved jaccard similarity measure help to improve prediction
accuracy? If it does, what is the effect of the parameter λ and φ?

2. Does the social similarity model help to improve prediction accuracy? If it
does, how do the jaccard similarity model and social similarity model benefit
each other?

3. We implemented 3× 2 = 6 algorithms from the following two dimensions:
(a) neighbor selection

i. use social information only
ii. use rating matrix only
iii. combine both

(b) missing ratings prediction
i. predict missing ratings
ii. not predict missing ratings

Among all the 6 algorithms, which one performs the best?

Question 1. To answer Question 1, we build a model which does not incorporate
the social information and the missing rating predicting process for clarity. First,
we set φ to 5, and vary the range of λ from 0 to 1 with a step value of 0.1.
Then we plot the MAP-λ curve to show the impact of λ. Fig. 1 shows how λ
affects MAP@3, MAP@5, MAP@10 respectively. Setting λ to 1.0 means equally
weighting positive and negative ratings and decreasing λ means reducing the
influence of negative ratings. As we see in Fig. 1, MAP increases as we reduce
λ from 1.0 to 0.7, which implies that reducing the influence of negative ratings
does help to increase the recommendation accuracy. If we continue to reduce
λ to 0, MAP decreases. So, we get the best performance when λ = 0.7 on our
experiment data set.

To show the effects of φ, we set λ to 0.7, and vary the range of φ from 1 to
29 with a step value of 2. Then we plot the MAP-φ curve to show the impact
of φ. Fig. 1 shows how φ affects MAP@3, MAP@5, MAP@10 respectively. The
purpose of introducing φ is to devalue the similarity of users who have too few co-
ratings and make the similarity computation more sensible. The larger the value
of φ, the similarity of the users who have few co-ratings will be devalued more
seriously. Setting the value of φ to 1 means computing user similarity normally.
As we see in Fig. 1, MAP increases as we increase the value of φ from 1 to 5,
which implies that introducing the penalty function to similarity computation
does help to improve recommendation quality. If we continue to increase the
value of φ to 29, we can see that MAP decreases on the overall trend. Thus, we
get the best performance when φ = 5 on our experiment data set.
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(a) Impact of φ (b) Impact of λ

Fig. 1. Impact of significant weighting

Question 2. To answer Question 2, we combine the two neighbor selection
methods to make predictions. For clarity, we remove the missing rating prediction
step. Parameter θ balances the effect of social features and the effect of ratings.
It takes advantages of these two neighbor selection methods. If θ = 0, we only
use the rating matrix to compute neighbor set for users, and if θ = 1, we only use
the social features to compute neighbor set for users. In other cases, we combine
the predictions based on the two neighbor sets to get the final predictions. To
show how the two neighbor selection methods benefit each other, we first set λ
to 0.7 and set φ to 5 respectively, and then vary the range of θ from 0 to 1 with
a step value of 0.1 and plot MAP-θ curve.

Observed from Fig. 2, we draw the conclusion that combination of the two
neighbor selection methods does help to improve prediction accuracy signifi-
cantly. Figure 2 shows that as the value of θ increases from 0 to 0.3, MAP
increases. As the value of θ continues to increase, MAP decreases on overall
trend. We get the best performance at θ = 0.3 , which may indicate that the
rating information is more important than social information.

Fig. 2. Impact of θ
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Question 3. To answer Question 3, we build a model that makes predictions
using neighbor selection, missing rating prediction combined as a single factor.
Thus, we can compare all the 6 algorithms individually side by side. In these
algorithms, we set the parameters to the best values according to the previous
experiment results, i.e. λ = 0.7, φ = 5, α = 0.2, β = 0.2, γ = 0.6, ϕ = 0.1, θ = 0.3
and ζ = 0.5 (the tuning process of α, β, γ, ϕ and ζ is not included in this paper
due to space limitation). Table 1 illustrates the performance of the 6 algorithms.
The result suggests that the algorithm integrating social information for neighbor
selection and predicting missing ratings outperform other algorithms.

Table 1. Comparison of Algorithms

Predict missing Not predict missing

MAP@3
SNS 0.349 0.344
REG 0.373 0.365
COM 0.387 0.375

MAP@5
SNS 0.354 0.350
REG 0.384 0.379
COM 0.395 0.384

MAP@10
SNS 0.347 0.346
REG 0.378 0.372
COM 0.392 0.379

5 Conclusion and Future Work

In this paper, we studied the celebrities or stars recommendation problem on
micro-blog web sites. First, we improved jaccard similarity by significant weight-
ing to make the similarity measure more reasonable. Second, we integrated social
information for neighbor selection. Third, we predicted missing ratings to en-
hance collaborative filtering. The experiment results showed that our approach
improves the recommendation quality significantly. We claim that our recom-
mendation framework is easy to be generalized to fit other collaborative filtering
problems, which are provided with external information about users. However,
domain-specific properties may have great impact on the effectiveness of the
algorithms and more specific user similarity models need to be developed.

Further study may explore more social features to deepen our understanding
on user similarity modeling. For example, we may use the sequential information
such as time stamp of ratings to make session analysis to find similar patterns
for users as the evidence for similarity computation. In addition to the users’
social information, items’ social information is valuable to leverage to enhance
item based collaborative filtering.
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Abstract. In this paper, we propose a semantically enhanced tag-based approach 
to music recommendation. While most of approaches to tag-based 
recommendation are based on tag frequency, our approach is based on semantics 
of tags. In order to extract semantics of tags, we developed the emotion ontology 
for music called UniEmotion, which categorizes tags into positive emotional tags, 
negative emotional tags, and factual tags. According to the types of the tags, their 
weights are calculated and assigned to them. After then, user profiles using the 
weighted tags were generated and a user-based collaborative filtering algorithm 
was executed. To evaluate our approach, a data set of 1,100 users, tags which they 
added, and artists which they listened to was collected from last.fm. The 
conventional track-based recommendation, the unweighted tag-based 
recommendation, and the weighted tag-based recommendation are compared in 
terms of precision. Our experimental results show that the weighted tag-based 
recommendation outperforms other two approaches in terms of precision. 

Keywords: music recommendation, collaborative tagging, emotion ontology. 

1 Introduction 

Collaborative tagging has attracted attention as a powerful tool for users to present 
their opinion about web resources in social web sites. It allows a user to add keywords 
called tags which are freely chosen by himself to not only his resource but also other 
users’. The whole set of tags, which is called folksonomy, has become an emerging 
classification scheme of web resources. Since the tags do not have any pre-defined 
terms or hierarchies of them, a user’s set of tags represents his preference and 
interests explicitly. Therefore, research on applying folksonomy to generate user 
profiles in a recommender system has been extensively done [1, 2].  

In the conventional recommender systems, rating systems which allow users to rate 
items with numbers, for example from 1 to 5, are used to generate user profiles. 
Rating systems suffer from the well-known problem of data sparsity [3]. Usually, the 
number of ratings users evaluated is much smaller than the number of ratings that 
need to be predicted. To overcome the problem, users’ implicit information, such as 
clickstream, is used as user profile information. However, collecting implicit 
information is time-consuming and, sometimes, contains noisy data. 
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Collaborative tagging systems offer users an alternative way to represent their 
opinion about items. Since tags are originally created to organize resources by users’ 
own way, they contain meaningful concepts to users. Therefore, they serve as a bridge 
representing semantic relationships between users with items. In addition, while the 
number of clicks in web pages does not always mean interests or preferences about 
the items, frequently used tags by users certainly do. From this point of view,  
tag-based user profiles can improve performance of a recommender system. 

Especially, tags in social music sites, such as last.fm, play an important role rather 
than other social sites [4]. In general, users in the music sites tend to listen to favorite 
music items repeatedly and continuously instead of rating them. Therefore, users’ 
preferences can be better captured by implicit information, i.e., listening habits rather 
than explicit rating systems. However, collecting users’ listening behavior takes time. 
Moreover users do not listen to all of their favorite music items through the music 
sites. Rather, tags are added to their favorite music items without listening to them, 
and contain users’ opinion and sentiment about the music items. Therefore, using tags 
for user profiling could be more important for music recommendation.  

The aim of this study is to provide a novel approach to music recommendation 
using semantically enhanced tag-based user profiles. In particular, we emphasize that 
different from the conventional tag-based music recommendation, which uses tag 
frequency for user profiles, semantics of the tags are considered. There are largely 
two types of tags in folksonomy. One is describing facts on the music item, for 
example, genre, region, year, nationality, etc. and the other is describing users’ 
emotion on the music items, for example, excellent, cool, disgusting, etc. Here, we 
realized that the latter one represents more concrete and direct users’ opinion. 
However, in recent tag-based recommendation research which uses tag frequency, 
semantics of tags are less considered.  

To capture semantics of tags, we developed the emotion ontology called 
UniEmotion. Recently, to improve semantic value of folksonomy, ontologies have 
been developed, and called tag ontology [5]. In the tag ontology, the class of tags can 
have several properties representing semantic conceptualization of tags. For example, 
property “equivalent” is defined for equivalent tags, and property “related” is for 
relevant tags. In the same way, spelling variants or acronyms are also defined to 
resolve semantic ambiguity of them. However, those tag ontologies do not consider 
definition and practical use of tags representing human’s emotion, such as opinion or 
sentiment about the items.   

In this paper, we present a semantically enhanced tag-based music recommender 
system using semantics of tags. First, we propose the UniEmotion ontology which 
defines emotional tags, and categorizes them as positive, negative, and factual ones in 
the domain of a social music site. Second, we show an algorithm of recommending 
music items using the tag-based user profiles. Finally, to validate our system, we 
collected a data set of 1,100 users from last.fm and executed our recommendation 
algorithm. Our approach is compared with the conventional music recommendation 
approach which uses both track-based user profiles and tag-based user profiles by tag 
frequency.   
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The contribution of this paper is in the development and validation of the 
architecture of a tag-based music recommender system that considers semantics of 
folksonomy for user profiling. We have defined emotional tags and calculated their 
weights. By exploiting the weighted tags, user profiles are generated and music items 
are recommended. We have implemented a prototype music recommender system and 
conducted an empirical study to evaluate the effect of tag-based user profiling 
considering semantics of tags in music recommendation. Our experimental results 
show that our approach outperforms the conventional track-based recommendation 
and tag-based recommendation in terms of precision.   

The remainder of this paper is organized as follows. In Section 2, we mention 
related work, and In Section 3, we describe the overview of the system. Section 4 
explains the UniEmotion ontology and shows the proposed music recommendation 
method. Section 5 provides the experimental evaluation, and finally Section 6 gives 
concluding remarks. 

2 Related Work 

In this Section, we briefly present some of the research literature related to tag-based 
recommender systems and music recommendations. We also present research on 
ontology for emotion and emotion-based music recommendation.  

Recent studies have focused on exploiting folksonomy as user information for user 
profiling. To improve tag-based recommendations, classifying tags into content-
based, context-based, subjective, and organizational categories has been done [6]. To 
remove semantic heterogeneity, such as acronym, misspelling, or compound nouns, 
each tag is preprocessed, and then mapped to YAGO ontology, which is an 
ontological knowledge bases containing information from WordNet and Wikipedia 
[7]. Once a mapping is found, the YAGO ontology finds a subcategory of tags, and a 
recommendation algorithm considering tags is executed. Cantador et al. show that the 
tag-based recommendation improves recommendation performance.    

In particular, folksonomy plays a central role in music information retrieval and 
music recommendation [8]. MusicBox is a personalized music recommender system 
based on social tags [9]. To capture the 3-way correlations between users, tags, and 
music items, 3-order tensors model is used. Nanopoulos et al. show that the proposed 
method improves the recommendation quality. Kim et al. proposed a method for tag-
based user profiling in a social music site [10]. To evaluate the proposed approach, K-
means clustering algorithm is executed on tag-based user profiles. Their experimental 
result shows that the proposed tag-based approach clusters similar users more 
efficiently than the conventional track-based approach. 

Although folksonomy has attracted attention as emergent user information, there is 
no semantics and agreement of the tags added by users. Therefore, it is necessary to 
define semantic concepts of those tags and relationships among them. Ontology, 
which is an explicit specification of a conceptualization, can be enabling technology 
for conceptualization of folksonomy. Gruber formed the basis of a tag ontology, 
which is represented by an object, a tag, and a tagger [11]. Recently, tag ontologies 
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have been developed to define the concept of a “tagging” and to resolving semantic 
ambiguity of tags [5]. However, in the tag ontologies, definition of tags representing 
users’ emotion, opinion, or sentiment has been seldom considered.   

OntoEmotions [12] is an ontology of emotional categories covering the basic 
emotions: Sadness, Happiness, Surprise, Fear and Anger. Arsmeteo, the art portal, 
allows user to add tags and to retrieve artworks via the tags.  A tag in Arsmeteo 
folksonomy is mapped to a concept of OntoEmotions, and new relations can be 
inferred by reasoning on the ontology of emotions. COMUS ontology [13] describes 
music related information about genre, mood such as angry and happy, location, time 
and events in daily life. Using the ontology, users’ desired emotion state is evaluated 
and appropriate music is recommended. However, both ontologies do not consider the 
weight of emotional tags used in the UniEmotion ontology. 

3 Overview of the System 

In this section, we present the architecture of the recommender system. The system is 
largely composed of five components: folksonomy databases, UniTag ontology, 
UniEmotion ontology, user profile generator, and music recommender engine. 
 

 

Fig. 1. System Architecture 
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In the last.fm, users listen to music and add tags to the music items. Using open 
API, users, track information, and tag information are extracted and stored into the 
folksonomy databases shown in the left side of Figure 1. First, UniTag ontology 
preprocesses the set of tags. It resolves semantic ambiguity of tags such as synonym, 
homonym, and acronym. The details of the UniTag ontology are described in [10], 
and will not be mentioned. After preprocessing the tags, the weight of the tags are 
assigned by UniEmotion ontology shown at the bottom of the Figure. UniEmotion 
ontology categorizes the tags into factual tags and emotional tags. The factual tags 
represent facts about the music items, such as musical genre, artists, age, nationality, 
region, etc., while the emotional tags represent users’ opinion and sentiment such as 
cool, excellent, my favorites, etc. The emotional tags are classified into positive tags 
and negative tags. Based on the SentiWordNet ontology, the intensity of the 
emotional tags is also defined. UniEmotion ontology assigns the weighted values to 
the set of tags.   

The user profile generator shown in the right side of Figure 1 creates three types of 
user profiles: track-based profiles, tag-based profiles, and weighted tag-based profiles. 
The track-based user profiles are generated using users, tracks which the users 
listened to, and number of playcounts. Therefore, the profiles do not use any 
ontology, and are directly generated from the folksonomy databases. The tag-based 
user profiles are generated using users, tracks which they added tags to, and tag 
frequency. Since the profiles do not consider semantics of tags and but consider tag 
frequency, only UniTag ontology is used. Finally, the weighted tag-based user 
profiles are generated using users, tracks which they added tags to, and the weighted 
values of the tag. The profiles use both UniTag ontology to preprocess the tags and 
UniEmotion ontology to assign the weighted values to emotional tags. After three 
types of user profiles are created, music recommendation is executed. The 
recommendation engine shown in the top right side in Figure 1 recommends n number 
of music items. The recommendation algorithm will be explained in detail in  
Section 4.2 

4 UniEmotion Ontology and Music Recommendation 

In the case of last.fm, 85% of tags are factual tags related to genre, region, 
instrumentation, while 10% of tags are emotional tags related to opinion such as 
excellent, sentiment such as favorite, or mood such as chill. The remaining 5% of tags 
are personal tags, such as seen it live or organizational tags, such as check out. 
Although the emotional tags comprise 10% of tags, we emphasize that the role of the 
emotional tags in tag-based recommendation is crucial.  

Since the emotional tags represent users’ musical preference explicitly, using only 
frequency of the tags is not enough to create user profiles in the tag-based 
recommendation. For example, a factual tag, e.g., progressive rock and an emotional 
tag, e.g., perfect, should not be considered with the same weight. Therefore, to 
classify the emotional tags and to assign the weight to them, we developed 
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UniEmotion ontology. In Section 4.1, we describe the UniEmotion ontology in detail, 
and In Section 4.2, we explain the music recommendation algorithm. 

4.1 UniEmotion Ontology 

The UniEmotion ontology is composed of four negative emotions, i.e., fear, sadness, 
disgust, anger and four positive emotions i.e., joy, trust, anticipation, surprise, as 
chosen by Plutchik’s model [14]. Therefore, the emotion class has eight subclasses 
mentioned above. The emotion class has the hasIntensity property which describes 
intensity of an emotion. The intensity of an emotion is classified as strong, middle, 
and weak.  

Let us take a closer look at the tags belonging to the category, happiness. For 
example, the tag, beautiful, represents a strong intensity of the emotion, while the tag, 
joyful, represents a weak intensity of the emotion. Also, the tags, favorite and 
favorites, are considered as a middle intensity of the emotion. Sometimes, tags have 
synonym, and for the definition of synonym, the emotion class has the hasSynonym 
property. In the case of several emotional tags, users prefer to use their native 
language. Therefore, for the definition of the foreign language of a tag, the emotion 
class has the ForeignLanguage property, and the ForeignLanguage property has 
subproperties, such as French, Deutsch, Korean, etc. The intensity of emotion is 
assigned manually based on the SentiWordNet online dictionary [15]. 

4.2 Music Recommendation 

The first step of a recommendation process is generating user profiles. In our 
recommendation algorithm, a user profile is represented by a set of (userID, itemID, 
preference). The userID is assigned to each user sequentially, and the itemID is 
assigned to each music artist listened and tagged by the users. Finally, the preference 
represents a user’s preference about the specific item. According to the types of the 
preference, three types of user profiles are generated in this study: track-based 
profiles, tag-based profiles, and weighted tagcount-based profiles. In the case of 
track-based profiles, play counts of the item is calculated, which are used for a 
conventional recommender system. This is used for comparison with the proposed 
approach.  

In the case of the tag-based profiles, the number of tags used for the item is 
calculated. This is based on the simple assumption that if a user adds tags to an item 
and uses the tags often, then he seems to be interested in the item. However, in the 
profiles, the meaning of a tag is not considered. Finally, in the case of the weighted 
tag-based profiles, semantics of tags are considered. After classifying tags using the 
UniEmotion ontology, the weighted value of a tag is assigned to each tag, and then 
the value of preference is calculated.  

For both the tag-based profiles and the weighted tag-based profiles, the factual tags 
are calculated as 1. Also, negative words are calculated as -1. The main difference 
between the tag-based profiles and the weighted tag-based profiles lies in handling the 
emotional tags. In the tag-based profiles, the emotional tags are also calculated as 1, 
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but in the weighted tag-based profiles, the emotional tags have the weighted values 
based on the classification using the UniEmotion ontology. Positive emotional tags 
have the value 1.5, 2, and, 2.5 according to intensity of emotion, weak, middle, and 
strong, respectively, while negative emotional tags have the value, -1.5, -2, and, -2.5 
according to the emotional intensity.  

Let us assume that user 1 adds a tag, fantastic, to item 10. In the case of the tag-
based profiles, it is represented by (1, 10, 1), while in the case of the weighted tag-
based profiles, it is represented by (1, 10, 2.5). Since the tag, fantastic, is classified as 
category of happiness with the strong intensity using the UniEmotion ontology, the 
preference value is weighted as 2.5. Based on the user profiles, a user-based 
collaborative filtering algorithm is executed. Algorithm 1 shows the music 
recommendation process.  

First of all, once a target user is selected among 1,100 users, n nearest neighbors 
are chosen by calculating the Pearson Correlation similarity, which finds the ratio 
between the covariance and the standard deviation of both objects.  This is because 
calculating every item is too much overhead. Then, the estimated preferences of every 
item which the target user does not have any preference for yet are calculated by 
computing the estimated average preference. The estimated average preference is 
calculated on average of preference for the target item, and by weighting similarity 
between the target user and a neighbor user belonging to the top n neighborhood. As a 
result, items with the estimated highest average preference are recommended.  

Algorithm 1. Music Recommendation 

Input: set of User Profiles {Un Ⅹ In Ⅹ Pn}               

Output: set of recommended items 
  For every user Un  

  compute user similarity between Un and Un+1 
  lists the top n users ranked by similarity as a 
  neighborhood N 

  For every item In which a user Un in N has a preference  
  for, but a target user Ut does not have a preference yet 

For every user Uv in N which has a preference for In 
compute a similarity s between Ut and Uv 
calculate Uv’s preference for In weighted by s on 
average 

lists the top 10 items ranked by estimated preferences 

5 Experimental Results 

Diverse evaluation metrics of recommender systems such as precision, recall, F1 
measure and ROC curve are used. Among them, we choose the precision metric, 
which relates the number of hits to the total number of recommended items. 
According to McLaughlin and Herlocker [16], the precision metric reflects the real 
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use experience better than other evaluation metrics, because users receive ranked lists 
from a recommender instead of predictions for ratings of specific items.  

The precision metric is calculated by (1) 

                     Precision  (1) 

We randomly select 1,100 users from last.fm. There are about 18,700 artists, which 
the users have listened to, and 12,600 tags which the users added. Among the tags, 
500 emotional tags are processed using UniEmotion ontology, and the weighted 
values are assigned to them according to the emotion’s intensity. We chose 70% of 
data as training set and 30% of data as test set.  

Figure 2 shows precisions of the three approaches when 10 similar users are 
chosen. We evaluated precisions for the number of recommended items at 5, 10, 15, 
20, and 25. A shows the track-based recommendation, and B shows the tag-based 
recommendation. Finally, C is the weighted tag-based recommendation. As shown in 
Figure 2, the weighted tag-based approach outperforms other two approaches. While 
in case of B and C, the precisions are increasing with increasing the number of 
recommended items, in case of A, the precisions are decreasing. The average values 
of precisions are 1.99%, 2.22%, and 2.62% for A, B, and C, respectively, when 10 
neighbors are chosen.  

Also, we evaluated the precision according to the number of similar users at 10 
recommended items shown in Figure 3. Different from Figure 2, precisions are 
decreasing when the number of similar users is increasing for all the methods. This is 
because the large number of similar users does not contain a target user’s preference. 
The average values of the precision are 1.653%, 1.541%, and 2.128%, for A, B, and 
C, respectively. In this case, the experimental results also show that the weighted tag-
based recommendation outperforms other two approaches. 

 

 

Fig. 2. Precisions with the number of recommended items at 10 similar users 
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Fig. 3. Precisions with the number of similar users at 10 recommended items 

6 Conclusions and Future Work 

In this paper, we present a semantically enhanced tag-based music recommendation. 
To capture semantics of tags, the UniEmotion ontology is developed. Using the 
UniEmotion Ontology, every emotional tag is classified into four positive emotions 
and four negative emotions. Also, the emotional tags have three intensity of emotion: 
strong, middle, and weak. According to classification of emotional tags, weighted 
values are assigned to the emotional tags. The music recommendation algorithm is 
executed based on the weighted tag-based user profiles. Our experiments show that 
the weighted tag-based recommendation outperforms both the conventional track-
based recommendation and the unweighted tag-based recommendation. 

Two points are considered in this study. One is elaborating the UniEmotion 
ontology and the other is evaluation of the recommender systems. In general, context 
plays a central role in representing intensity of emotion. However, since tags are used 
without context, only the tag itself is considered in definition of   the intensity of the 
emotional tags. Therefore, we have some difficulties in classifying several tags into 8 
categories defined in the UniEmotion ontology. Also, emerging internet slangs should 
be handled with care. Definition of emotional tags is based on the SentiWordNet 
dictionary, but in the case of internet slangs, negative words can be used to represent 
positive emotion. Therefore, it needs further study.  

Presently, we are doing diverse types of evaluation considering recalls, F1 
measure, and ROC curve. Precision is one of the main evaluation techniques in the 
recommender systems, but other evaluation matrices should be also considered.  
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Abstract. The intelligent tutoring systems should guarantee an effective learn-
ing. Students who use those systems should achieve better learning results in a 
shorter time. Our previous research pointed out that the personalization of the 
learning scenario allows to satisfy the mentioned postulates. In this paper the 
method for determination of an opening learning scenario is presented. Before a 
student begins to learn an opening scenario is determined based on information 
provided during a registration process. User is offered the optimal learning path 
suitable for his learning styles and a current knowledge level. Worked out me-
thod applied the ant colony optimization technique. The effectiveness of the 
proposed solution was tested in a specially implemented environment. The re-
searches demonstrate that the algorithm gives quite good results, because 66% 
of the learning material in the determined learning scenario were adapted to 
student’s learning styles.  

1 Introduction 

Intelligent tutoring systems (in this work also called distance education systems, intel-
ligent e-learning systems or simply e-learning systems) are a solution for the problem 
of maintaining a high quality education together with its low cost. The traditional in-
class learning is often ineffective because a teacher lectures passive students. In 
e-learning systems students can decide when and how often they want to learn and a 
learning material is often well suited for students’ needs, preferences, knowledge 
level, learning styles etc. This advantages cause that researchers are interested in the 
distance education systems. 

An e-learning system has to take over from a teacher and support students during 
the learning process. The main task of intelligent tutoring systems is offering a proper 
order and form of the education material which is called a learning scenario. By an 
opening learning scenario we mean a first learning scenario proposed to a student 
after the registration process. Determining the opening learning scenario is a very 
important task because it influences student’s motivation. If the opening learning 
scenario is completely unsuitable for a student he or she can give up learning. Moreo-
ver, it is a difficult and a complicated problem because it requires finding the opening 
learning scenario which is the best adapted to student’s needs and preferences but at 
the beginning of the learning process we do not have a lot of information about stu-
dents. So far, there has been no solution for the problem of determining an opening 
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learning scenario based on a student’s characteristic.  In our previous works [8,11] we 
worked out methods based on assumption that similar students will learn in the same 
or a very similar way [12].  Before starting the learning process student provides in-
formation about himself which are stored in a student’s profile. Next, the student is 
classified to a group of similar learners. Based on successfully finished scenarios of 
students who belong to the same class as the new learner the opening learning scena-
rio is chosen. The consensus theory was applied in the algorithm to generate the open-
ing learning scenario. In such solution it is expected that if students described by simi-
lar features finish a similar learning scenario with positive notes, the new learner 
completes the offered learning scenario successfully. The described procedure has 
some limitations which occur in case of starting up the e-learning system. If a system 
has no information about finished scenarios he has to choose the opening learning 
scenario in a random way.  

The solution to the problem described above is presented in this paper. This work 
is devoted to presenting a method for determination of an opening learning scenario 
based only on information collected during the registration process. It is original, 
innovative and presented for the first time. The proposed method uses the ant colony 
techniques which are tested in the specially implemented environment.  

This paper is organized as follows. In the next Section methods used for determin-
ing a suitable learning material in e-learning systems are presented. Section 3 contains 
a description of our approach for determining an opening learning scenario based on 
the ant colony algorithm. Next, the results of experiments which tested the effective-
ness of the proposed solution are showed. Finally, conclusion and future works are 
described. 

2 Related Works 

In many intelligent tutoring systems different methods for determination of a learning 
scenario were applied such as: Bayesian Network, Neural Network, genetic algo-
rithms, or consensus theory. 

The very popular methodology is Bayesian Networks. In [6] author designed the 
Pedagogical Module which is responsible for determining a suitable learning material. 
The role of this module is to choose between the following actions: show a new topic, 
deepen a current topic, review of a previous topic and present the next page in the 
index. The Bayesian network for the pedagogical action is built and two variables: 
time spent on the corresponding topic as well as the answered question are considered 
during planning of the learning material. The Naïve Bayesian algorithm is applied 
also in EDUCE [7]. The analysis of the information about time of learning, how many 
times a user looked at the type of material and attempted to answer a question and 
after which resource he/she gets the question right, allow to personalize the learning 
material.  

In [2] and [16] for providing the personalized learning the genetic algorithm is 
used. This task required to describe an abstract representation of a solution named 
chromosome, fitness function, selection operation, crossover and mutation operation 
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and stop criterion. Those parameters of genetic algorithms are defining, based on 
assumed knowledge, representation and goals of the system which should be 
achieved.  

Neural Networks are applied in Learning Assistant [13] which infer using metadata 
describing pupils and didactic material. An SOM neural network is used for grouping 
similar pupils based on student’s level of expertise, learner preferences and a learning 
pace. The learning path for a new user is generated based on the learning path that is 
appropriate for the cluster to which the pupil has been classified by the trained SOM. 

The different approaches are presented in [8], [12] and [14] where algorithms for 
determination of an opening learning scenario are based on the consensus theory. In 
the first paper the learning scenario consists of presentations and corresponding tests 
to presentations. In [14] the algorithm of determination of an opening learning scena-
rio is based on the choice of concepts’ order, presentations and presentations’ orders. 
This method is improved by adding the third step: the choice of suitable versions of 
lessons in [8].  

In [1] author uses a fuzzy decision making process to update the learner model and 
specifies his learning level to provide an appropriate teaching material to each learner. 
The 18 rules were worked out which allow choosing the best fitted learning material. 
System could propose to a learner a new unit or a current unit on three different diffi-
culty levels: for beginners, normal students and high quality pupils.  

In recent years the ontologies have been used for solving different tasks and prob-
lems. In [4] ontology is applied to describe learning scenarios and a process of perso-
nalization of a learning scenario. In the proposed ontology the operations of the Guil-
ford model are associated to the levels of the Blooms taxonomy. A student achieves 
goals defined according to the Bloom’s taxonomy. 

The new approaches for determination of the learning scenario are multi-agent sys-
tems. The examples of this solution are presented in [3] and [15]. 

Despite many methods for generation of learning scenario were worked out, very 
often, in real systems, only an adaptive navigation and presentation are implemented. 
Such solution requires students to make decision about the order of the learning ma-
terial. Many described methods need information about the finished learning path, 
time spent on learning and the number of correct answers given by other students. The 
method presented in this paper solves the problems mentioned above.  

3 The Ant Colony Algorithm 

In this work we propose a method for determining an opening learning scenario based 
on the ant colony optimization technique. The algorithm tries to choose the learning 
material the best fitted to student’s learning styles and current knowledge level stored 
in the learner profile. Method for determination of an opening learning scenario  
required defining a learner profile and a knowledge representation. 

The learner profile p is created during the registration process. Student fills in a 
questionnaire to provide demographic data such as: login, password, name, e-mail 
which allow only for identification of the user. The learning styles are assessed using 
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the proper test which is used in the personalization process. ILS questionnaire is ap-
plied to assess student’s learning styles [5].  The learner’s behaviour is considered in 
four dimensions: perception (sensitive or intuitive), receiving (verbal or visual), 
processing (active or reflective) and understanding (sequential or global). The original 
results obtained from the ILS test are presented as a pair, where the first element re-
fers to learner’s preferred direction and the second is a score on a scale 1-11. In this 
work we transform the results from the ILS questionnaire into scale 0-1. We assume 
that the value of the following attributes: perception, receiving, processing, under-
standing greater than 0.5 refers to the strength of learner’s preferred direction into: 
intuitive, verbal, active and sequential, respectively. Otherwise, student is characte-
rized by sensitive of information perception, visual of information receiving, reflec-
tive of information processing and global of information understanding. The learner 
profile p is presented as a tuple:  

VAt →:  

where: A- a finite set of attributes, V- a set of attributes’ values, ,
Aa

aVV
∈

=  Va- a set 

of attribute’s value for Aa ∈ : ))(( a
Aa

Vat ∈∀
∈

. 

The table below shows the content of the learner profile. 

Table 1. The content of learner profile 

Attribute name Attribute domain 
login sequence of symbols 

password sequence of symbols 

first name sequence of letters 

second name sequence of letters 

perception  [0,1] 

receiving [0,1] 

processing [0,1] 

understanding [0,1] 
 
In our approach we assume that the knowledge structure consists of learning mate-

rials and relations between them. By the learning material we understand elementary, 
indivisible units. The knowledge structure is defined in the following way [11]:  
 
Definition 1. Knowledge structure is a directed and a weighted graph Gr: 

),,( XRSGr =  

where: },...,,{ 21 qsssS =  - set of nodes representing a learning material, R - set of 

edges representing relationships among learning materials, qjiijxX ,...,1,][ == , 

]1,0[∈ijx . 
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By X  we denote a matrix which reflects an expert’s/teacher’s opinion that material 

is should be learnt before material js , },...3,2,1{, qji ∈ . The greater value of ijx  

refers that the expert recommends such connection of a learning material.  
 
Definition 2.  By the learning scenario ls we mean a Hamiltonian path in a graph Gr.  
 
Figure 1 presents an example of the defined knowledge structure. 

 

Fig. 1. The sample of graph-based knowledge structure, where S- set of nodes, X-weight matrix 

Each learning material Ss j ∈ , },...3,2,1{ qj ∈  is described by six attributes: per-

ception, receiving, processing and understanding, required knowledge level and diffi-
culty level. The attributes: perception, receiving, processing and understanding are 
interpreted similarly like in the learner profile. For the needs of this paper we assume 
the easy way to determine the value of those attributes. The domain of those attributes 
are intervals [0,1]. If the following attributes: perception, receiving, processing, un-
derstanding, describing a learning material have value greater than 0.5, it means that 
this learning material is dedicated to intuitive, verbal, active and sequential students, 
respectively. Otherwise, learning material is prepared for students characterized by 
the opposite direction of information perception, receiving, processing and under-
standing. Let us suppose that the attribute receiving describing learning material has 
value equal to 0.3. That learning material contains 70% of pictures, graphs, diagrams, 
films etc. which are preferred by visual students and only 30% of text. Additionally 
each learning material is described by a level of difficulty Dsd j ∈)(  where D-set of 

difficulty level, }5,4,3,2,1{=D  and 5 means that learning material is dedicated to an 

expert and 1 to a beginner,  and required knowledge level, which is a set of learning 
materials and their levels of difficulty, which should be learnt before: 

},:))(,{()( DdlSssdlssrkl j ∈∈= . The presented knowledge representation allows 
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to offer to student a learning scenario which is adapted to his learning styles and cur-
rent knowledge level.  

As it has already been mentioned, our approach for determining the opening learn-
ing scenario is based on the ant colony optimization algorithm. The general idea of 
the ant colony optimization could be described in the following steps: 
 

ANT COLONY OPTIMIZATION PROCEDURE 

 

BEGIN 

Set parameters, initialize pheromone trails 

 

WHILE termination conditions not met DO 

{ 

1. Construct solutions(); 

2. Update pheromone trails(); 

} 

END 
 

Our ant colony optimization approach is similar to an ant algorithm for the travel-
ling salesperson problem. We assumed that algorithm is finish after the assumed 
number of cycles nc. In every cycle na ants construct solutions which are the Hamil-
tionian path in graph Gr.  
 
1. Construct Solutions() 
 
A solution constructed by an ant },...,1{ nak ∈ is dependent on chosen nodes sj after 

nodes si  },...3,2,1{, qji ∈ with the probability estimated in the following way: 


=

∉tabuks
ikik

ijij
ijp βα

βα

ητ

ητ

][][

][][
, if tabus j ∉  

where: α and β are constants that determine the relative influence of the pheromone 
values  ijτ  and the heuristic values ijη  on the decision of the ant, },...3,2,1{, qji ∈ , 

tabu- the vector which contains the list of nodes visited by an ant k. 
The greater heuristic values for learning material si and sj  increases the probability 

of choosing the material sj after si in a learning scenario ls . The heuristic function 
represents how much the learning material si is connected with the learning material 
sj.  After the learning material si the most probable learning material is chosen which is 
the best suited for student’s learning styles, where connection between lessons are the 
most recommended by experts and student has required knowledge level by learning a 
proper lessons before.  The heuristic functions is defined as:  

)4()4( 321 ijijjij RUwxwRSw −++−=η  



 A Method for Determination of an Opening Learning Scenario 135 

where: ,1w  ,2w  ]1,0[3 ∈w  - weights of particular elements in the heuristic function, 

|||||||| umupprmprprmrppmppRS j −+−+−+−= , pp- the value of attribute 

perception describing the learner, pm- the value of attribute perception describing the 
learning material sj, rp- the value of attribute receiving describing the learner, rm- the 
value of attribute receiving describing the learning material sj, prp- the value of 
attribute processing describing the learner, prm- the value of attribute processing de-
scribing the learning material sj, yp- the value of attribute understanding describing 
the learner, um- the value of attribute understanding describing the learning material 

sj, 




 ≥−

=
otherwise

sdlsdandscontainssrklifsdlsd
RU

iiijii
ij 4

)()()()()(
 

 
2. Update Pheromone Trails() 
 
The best solution found so far and the best solution found in the current generation are 
then used to update the pheromone matrix which are done in two stages. In the first 
step some of the old pheromone is evaporated on all the edges according to formula: 

old
ij

new
ij τρτ )1( −=  

Then an ant },...,1{ nak ∈  lay pheromone on edges which belong to ant’s tour: 


+=

∈lss
ij

old
ij

new
ij η

ττ 1  

4 The Results of Experiment 

For evaluating the proposed method the special environment was implemented [17]. 
The 50 learners’ profiles were chosen in a random way from a normal distribution and 
25 learning materials were prepared to conduct the research. The analysis is made for 
the significance level 05.0=α .  

In this work we assume that proposed solution for determining the opening learn-
ing scenario gives effective results if the learning scenario is the closest to the learn-
er’s profile. We take into account only those attributes which describe the learning 
styles because our previous work pointed out that students achieved better results if 
they were offered the learning scenario suitable for their learning styles [9],[10]. Tak-
ing into account student’s learning styles improves the learning results by more than 
7.182% and less than 7.976%. For assessing the distance between the learning scena-
rio ls and the learner’s profile p the following metric is proposed: 

=
∈lss

psdplseff ),(),(  

where: 
4

)()()()(
),(

2222 umupprmprprmrppmpp
psd

−+−+−+−= . 
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Before testing the effectiveness of our approach for determining the opening learning 
scenario we set the best parameters as follows: ,7.01 =w  ,0.12 =w  5.03 =w  

0.1,8.0,5.0 === βαρ , nc=10, na=10. The value of algorithm’s parameters such as  

βα , , evaporation rate, number of cycle, number of ants, were chosen based on expe-

rimental simulations. The parameters of heuristic function w1, w2 i w3 were set based 
on researcher’s knowledge. We decided that the algorithm should choose a learning 
scenario where the form of presentation of the learning material is the most preferable 
by students. The order of learning materials should have a smaller influence on the 
construction of the solution.  

Next, we analyze the distribution of obtained data using Shapiro-Wilk test. We ob-
tain the value of statistical test equal to 0.9827 and p-value equal 0.6699 therefore we 
cannot reject the null hypothesis that sample come from a normal distribution. For the 
further analysis we use t-Student test (parametric). We test a null hypothesis that the 
mean of eff  is equal to 8.5 against  an alternative hypothesis that the mean of eff is 
less than 8.5. The statistical value t=-2.4337 and p-value equal to 0.00932 suggests 
that the null hypothesis should be rejected and the alternative hypothesis accepted.  

The conclusion of conducted statistical analysis is that the mean of the distance be-
tween the learner profile and the determined learning scenario is less than 8.5. Each 
learning scenario consists of 25 learning materials. Therefore we can interpret the 
obtained results that determined by the ant colony optimization algorithm learning 
scenario contains less than 34% of learning materials which are not fitted to student’s 
learning styles. It is quite a good result particularly that the determined learning sce-
nario could be modified and adapted to student’s characteristic during the learning 
process.  

5 Conclusion and Further Work 

The personalization of the learning scenario is a very important task in designing of 
the intelligent tutoring systems because researches pointed out that students achieve 
better learning results if the learning material is suitable for their learning styles.  

In this paper we present method which solves the problem of choosing the opening 
learning scenario adapted to a student’s learning styles and a current knowledge level. 
This problem is an NP-hard therefore the heuristic algorithm based on the ant colony 
optimization technique is proposed. The novelty of this approach relies on a determi-
nation of the opening learning scenario in case of starting up the intelligent tutoring 
system and based only on information provided by a student during the registration 
process. Moreover, the ant colony optimization technique has not been used to choose 
the opening learning scenario before.  

The preliminary research shows us that our approach for determination of the 
opening learning scenario gives good results which we can interpret that less than 
34% of learning materials in a learning scenario were not well fitted to student’s 
learning styles. The determined learning scenario is quite good for a beginning of the 
learning process (better than learning scenario chosen in a random way), especially it 



 A Method for Determination of an Opening Learning Scenario 137 

could be modified during the learning process [11] and adapted to current user’s cha-
racteristic.   

In our further work we are planning to apply the proposed method in the intelligent 
tutoring system and conduct researches with real students. Furthermore we want to 
test our algorithm by taking into account other attributes (not only learning styles) 
describing the learner and learning materials e.g. the level of difficulty. We would 
like to change the knowledge structure because we suppose that more elaborates on 
the knowledge structure and possibility of choosing some learning materials could 
improve the effectiveness of the proposed algorithm. 
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Abstract. Question & Answering (Q&A) websites have become an essential 
knowledge-sharing platform. This platform provides knowledge-community 
services where users with common interests or expertise can form a knowledge 
community to collect and share QA documents. However, due to the massive 
amount of QAs, information overload can become a major problem. Conse-
quently, a recommendation mechanism is needed to recommend QAs for com-
munities of Q&A websites. Existing studies did not investigate the recommen-
dation mechanisms for knowledge collections in communities of Q&A Websites. 
In this work, we propose a novel recommendation method to recommend related 
QAs for communities of Q&A websites. The proposed method recommends QAs 
by considering the community members’ reputations, the push scores and col-
lection time of QAs, the complementary relationships between QAs and their 
relevance to the communities. Experimental results show that the proposed me-
thod outperforms other conventional methods, providing a more effective  
manner to recommend QA documents to knowledge communities. 

Keywords: Knowledge Community, Group Recommendation, Knowledge 
Complementation, Question-Answering Websites, Link Analysis. 

1 Introduction 

Question & Answering (QA) websites become an important knowledge sharing plat-
form, where question answering knowledge is formed through the mechanism of 
question posting and answering. The Yahoo! Answers Taiwan website 
(http://tw.knowledge.yahoo.com/) is a community-driven knowledge website which 
provides a knowledge community service, so that users with common interests or 
expertise can form a knowledge community to collect and share question answering 
knowledge regarding their interests. As the number of posting questions and answers 
increases rapidly through time, the massive amount of question answering knowledge 
creates a problem of information overload. Consequently, a recommendation me-
chanism is needed to recommend QAs to communities of Q&A websites and enhance 
the effectiveness of knowledge sharing.  

                                                           
* Corresponding author. 
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Currently, related research in Question Answering Websites focuses on finding 
appropriate experts for answering target questions [1]. Previous researches did not 
investigate the recommendation mechanisms for knowledge collection in question 
answering websites. Moreover, previous studies on recommender systems focus on 
recommending items of interest to individual users via collaborative filtering or con-
tent-based approaches [2, 3]. Traditional group-based recommendation methods 
mainly include two kinds of approaches [4]. The first one aggregates interest profiles 
for each member in a group to form the group’s interest profile. The group’s interest 
profile is then used to filter recommended items. The second kind of approach gene-
rates a group recommendation list via aggregating the recommendation list of each 
member derived from personalized recommendations. To the best of our knowledge, 
there is no study on the recommendation mechanisms for knowledge collections in 
communities of question answering websites. Traditional recommendation mechan-
isms have not considered certain factors, such as knowledge complementation and the 
reputation of the community member in terms of his/her collected QAs.  

In this work, a novel group recommendation method is proposed to recommend 
QA documents to communities of QA websites. The proposed recommendation me-
thod generates community profiles from previously collected QAs by considering 
community members’ reputations in collecting and answering QAs, the push scores 
and collection time of QAs. Moreover, users are usually interested in browsing rele-
vant QAs of related questions to get more complete and complementary information. 
The proposed approach generates recommendations of QA documents by considering 
the complementary knowledge of the documents and the relevance degree between 
the QA document and the community profile. Finally, we use the data collected from 
Yahoo! Answers Taiwan to conduct our experimental evaluation.  Experimental 
results show that the proposed method outperforms other conventional methods,  
providing a more effective manner of recommending QAs to communities. 

The rest of this paper is organized as follows. Section 2 describes related works. 
Section 3 describes the proposed methods for recommendation. Section 4 presents 
experiments and evaluation results. Finally, the conclusion is presented in Section 5. 

2 Related Work 

Existing group-based recommendation researches were divided into two aspects: the 
first kind of method aggregates the interest profile of each member in a group to form 
the group’s interest profile. The group’s interest profile is then used to filter recom-
mended items. The second kind of approach generates a group recommendation list via 
aggregating the recommendation list of each member derived from personalized rec-
ommendations [4]. However, the second method does not take into account the im-
portance of each member and the interaction between members. The current 
group-based recommendation systems are widely utilized in different fields, especially 
in the life and entertainment field. For example, in MusicFx [5], each member can give 
a rating to the music based on their preference. Group-based recommendations are also 
used for movies or TV programs such as PolyLens [6] and TV4M [7]. These recom-
mendation systems combine individual preference of movies or programs and then 
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generate a common recommendation list for the group. In addition, group recom-
mendation is generally used to recommend tourism schedules or scenic spots [8].  

The identification of knowledge complementation is unclear due to the definition of 
complementary knowledge depending on the users themselves. Ma and Tanaka [9] use 
the concept of topic-structure to measure the complementary degree between two 
documents.  Liu, Chen and Lu [10] define two types of knowledge complementation 
in a QA website: partial complementation and extended complementation, and propose 
a method to predict complementation relationships between QA documents by building 
a classification model based on three measures: question similarity, answer novelty and 
answer correlation.  

3 Proposed QA Recommendation Approach 

3.1 Overview of Recommendation for Community Knowledge Collection 

The framework of our proposed recommendation method for a knowledge community 
contains three stages. In the first stage, the content of each QA document is prepro-
cessed into a document profile vector. The term vector of a QA d is denoted as KPd. 
The content of each QA is analyzed using the TF-IDF approach [11] to calculate the 
weight of term i in a profile of QA d, KPd. In the second stage, the collected QAs are 
grouped into several topics according to their tags. A community topic profile is de-
rived from a weighted aggregation of document profiles of a topic’s collected docu-
ments by considering members’ reputations in collecting QAs and answering ques-
tions, push scores of QAs as well as the time factors of collected QAs. QAs with higher 
push scores more clearly represent the community’s interests. The most recent QAs 
collected can better reflect the current interest of the community. In the third stage, each 
target QA is compared with each collected QA of the community to determine a com-
plementary score based on question similarities, answer novelty and answer correla-
tion. Finally, the approach combines the community preference score and comple-
mentary score of each target QA to generate a recommendation list. 

3.2 Preference Analysis of Knowledge Community 

The topic relevance score of target QA q to a topic of community G can be derived by 
calculating the cosine similarity between q’s profile and the community topic profile. 
A community G’s preference score on the target QA q can then be derived as the 
maximal topic relevance score over all topics of G. The diversity of QAs exists in 
each topic of a community. Accordingly, we derive a community G’s preference 
score on a target QA q by considering the top-k QAs in each topic collected by G that 
have highest weighted relevance scores to the target QA q, as shown in Eq. (1). Let 

,
,

z topk
G qD be the set of top-k QAs in topic z collected by community G that have highest 

weighted relevance scores to the target QA q. The weighted relevance score of a QA 
d to the target QA q is derived from their cosine similarity multiplied with the QA d’s 
collection weights, including the collection member’s reputation, push score of QA d, 
and the collection time of QA d. The community G’s topic-based preference score on 
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target QA q in topic z, denoted as ,
z
G qTPR , is an aggregation of the weighted relev-

ance scores between the target QA and the QAs in ,
,

z topk
G qD .  
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where KPd is the document profile of QA d; 
:
,c

z d
u GMI  is the importance of member uc 

that collected QA d for topic z; ,
z
d GWRec  is the push score of d within topic z; WTd,G 

is the weight of d’s collection time. The community’s preference score on the target 
QA q, denoted as ,G qGTPR , is the maximal topic-based preference score over all 

topics of community G. 
Important community members usually play an important role in collecting QAs. A 

community member u’s importance in topic z, ,
z
u GMI  consists of two parts: the rep-

utation of member u for collecting/pushing QA documents in community G, MCRu,G. 
and the reputation of member u for answering questions on topic z on behalf of com-

munity G, ,
z
u GMAR . The importance of community members is defined, as shown in 

Eq. (2), which adjusts the relative importance between the member’s reputation for 

collecting QA (MCRu,G) and for answering questions ( ,
z
u GMAR ) by parameter α: 

, , ,(1 )z z
u G u G u GMI MCR MARα α= × + −  (2) 

MCRu,G is derived from the link analysis of the knowledge collection and push  inte-

ractions between community members, while ,
z
u GMAR  is derived based on the num-

ber of best answers obtained by member u. We adopt a link analysis algorithm,  
PageRank [12] to calculate members’ reputations according to the collect/push rela-

tionships among community members. ,
z
u GMAR  is a normalized number of best an-

swers obtained by member u on topic z for knowledge community G.  
QAs pushed by members with greater importance hold more importance and 

should generally have higher push scores for the community. In addition, a QA with a 
higher number of recommendations will be given a higher push score. The push score 

of a QA d in topic z of community G, ,
z
d GWRec  is shown in Eq. (3). ,r

z
u GMI  is the 

importance of recommender ur in topic z of community G; ,
z
d GUR  is the set of mem-

bers who recommend the collected QA d in topic z of community G.  
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The more recent QA documents collected by a community can better reflect the 
current interest of the community. The time weight of a QA d collected by community 

G, ,d GWT  is adopted from the formula given in [13] to compute time factor. 

3.3 Complementary Analysis and Recommendations of Complementary QAs 

The complementary relationships among QAs include partial complementation and 
extended complementation. The information provided in the answer part of a col-
lected QA may be partial and incomplete, so the community may wish to search for 
related QAs to get complete information. However, the information in some related 
QAs may be redundant to the collected QA and of no interest to the community. QAs 
that provide related information that is not redundant are called partially complemen-
tary QAs of a collected QA. Moreover, some information in the collected QA’s an-
swer may not be clear, so the community may wish to search for related QAs that 
contain extended complementary information. Such QAs are called extended com-
plementary QAs of a collected QA. Given two QAs, suppose one is called the Col-
lected QA and the other is called a Target QA. We use the cosine similarity measure 
to determine the degree of similarity between the question of a collected QA and the 
question of a target QA. If the question similarity is high, the questions of the two 
QAs are related, so we analyze their answers to derive each answer’s novelty. Let Ad 
and Ak denote the answers of the Collected QA d and the Target QA q, respectively. 
We measure the novelty of the two answers, Ad and Aq by Eq. (4), which refers to 
[10]. We use the term vectors generated by TF-IDF to measure the cosine similarity 
between the answers of the two QAs. If the similarity is high, this means that the an-
swers contain a lot of common information, so their novelty is low: 

( ) ( ), 1 ,q d q dNov A A sim A A= −  (4) 

If the question similarity score is high, this implies that the two questions are related; 
and if the answers are not redundant, i.e. the answer novelty score is high, partial 
complementation is inferred. If the question similarity is low, the two questions are 
different; thus, we have to check to see if any term appears in both the answer of the 
collected QA and the question of the target QA. If such a term exists, we consider that 
the target QA may contain some information that can explain the unknown subject in 
the collected QA’s answer. However, the answers of the two QAs may be redundant 
or unrelated, so we have to check the answer novelty and correlation between the 
collected QA and the target QA. The answer correlation is measured by the correla-
tion of terms in the answers of the two QAs. Extended complementation generally can 
be inferred if the answer novelty and answer correlation are high. We use the 
all-confidence metric [14], which measures the mutual dependence of two variables, 
to derive the answer correlation, as shown in Eq. (5). The correlation between the two 
answers, Ad and Aq, denoted by AC(Ad, Aq), is derived by summing the all-confidence 

(x,y) scores for x∈ A
dS and y∈ A

qS . Note, that 
A
dS /

A
qS is the term set of Ad / Aq: 

( ) ( )
( ) ( )( ),

q d

q d
x A y A

P x y
AC A ,A =

MAX P x P y∈ ∈

∧
   (5) 
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where x/y is the term contained in the answer for document q/d; P(x) is the probability 
of documents containing term x and P(xy) is the probability of documents contain-
ing both term x and term y. The dependence of two terms (probability) is measured by 
the number of documents which contain the two terms returned by the Google search 
engine. We use a decision tree classification approach to build a classification model 
and predict the complementary relationships among QAs based on three input va-
riables: question similarity, answer novelty and answer correlation. Specifically, we 
use Weka’s Classification and Regression Tree (CART) model [15] to build a classi-
fication model. In the prediction of a target QA, the decision process reaches a leaf 
node of the classification tree based on question similarities, answer novelties and 
answer correlations between two QAs. The complementary score of target QA, q, to 
the collected QA, d, CPSq,d, is the partial or extended probability which can be calcu-
lated as the ratio of the number of training cases in the leaf node with a positive label 
to the total number of training cases in the leaf node. 

A target QA may be complementary to very few QAs collected in a community. 
Therefore, in order to enhance the effect of complementary QA recommendations, we 

derive the complementary score of target QA q to a topic z of a community G, ,
z
G qCPS  

by aggregating the complementary scores of a target QA to the QAs collected in z, as 
shown in Eq. (6):  

( ), ,z
G

z
G q q dd D

CPS f CPS
∈

=  (6) 

where z
GD  is the set of QAs in topic z collected by community G; CPSq,d is the com-

plementary score of target QA q to collected QA d; and f() is an aggregation function, 
such as the average, max or sum of the complementary scores of target QA to the 
QAs collected in z, that can be used to determine the complementary score of target 
QA to a topic. In the experiment, the max function is applied for measuring the com-

plementary score. Once the complementary score of target QA q to a topic z ,
z
G qCPS is 

derived, we consider ,
z
G qCPS  to enhance the effect of recommending complementary 

QAs in deriving community G’s preference score on target QA q, ,
topic
G qGPRC  by the 

topic-based complementary approach, as shown in Eq. (7):  
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where ,
z
G qCPS  is the complementary score of target QA q to a topic z collected by 

community G. Community G’s preference score on target QA q of topic z is obtained 
by multiplying the two factors, including the weighted relevance scores of target QA 
q to top-k QAs in topic z and the complementary score of target QA to topic z. Final-
ly, community G’s preference score on the target QA document q, ,

topic
G qGTPRC , is the 

maximal topic-based preference score over all topics of community G. We enhance 
the effect of the complementary QA recommendation by using the Max function to 
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derive complementary scores of target QA to topics. QAs with high preference scores 
are used to compile a recommendation list, from which the top-N QAs are chosen and 
recommended to the target user.   

4 Experimental Evaluations 

4.1 Experiment Design 

We evaluate the performance of the proposed approach by using the QA documents 
collected in knowledge communities at Yahoo! Answers Taiwan. We choose 15 
knowledge communities from three domains: computer, medicine and finance. The 
F1 performance metric [3, 16] is used to evaluate the performance of the proposed 
approach. F1-measure is the harmonic means of precision and recall. We divide the 
data set into training data and testing data. The data from each community is sepa-
rated into two parts, 80% for training data and 20% for testing data. Our proposed 
methods are compared with the traditional content-based group recommendation me-
thod. The content-based group recommendation method consolidates individual pro-
files to generate group profiles, which in turn are used to filter out items of recom-
mendation. The top-N QAs are recommended to the target user.  

The traditional GP-CB method mainly considers the content similarity between the 
recommended document and the community profile in order to recommend related 
QAs to the community without considering community topics and QA collection 
weights. The GPT method recommends QAs to the community based on the relev-
ance of target QA to the community-topic profiles without considering QA collection 
weights. A community G’s preference score on a target QA q is derived by consider-
ing the top-k relevant QAs in each topic. The GTPR method uses QA collection 
weights to derive weighted relevance scores and derive a community G’s preference 
score from top-k QAs in each topic. The topic-based complementary method 
(GTPRC-T) recommends QAs to the community not only considering the relevance of 
QAs and QA collection weights, but also the complementary scores of QAs.  

4.2 Experimental Results 

A community G’s preference is derived by considering the top-k QAs rather than all 
QAs of each topic. Our experiment result shows the recommendation quality is the 
best when k equals 10. Based on the result, we choose top-10 QAs of each topic to 
derive community preferences for GPT method and our proposed methods. The 
GTRPC-T performs better than the GTPR. The results imply that considering com-
plementary QAs helps to improve the recommendation quality. Fig. 1 shows the per-
formance comparison (F1 measures) among various recommendation methods. The 
GPT recommends QAs based on top-k (top-10) QAs in topics that are most relevant 
to target QA without considering QA collection weights. The GTPR uses QA collec-
tion weights to derive weighted relevance scores and derive a community G’s prefe-
rence score from top-k QAs in each topic. The GP-CB method does not consider the 
topics and the three QA collection factors. The result shows that the recommendation 
quality of GPT is better than that of the traditional GP-CB method. The GTPR method 
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performs better than the GPT and the GP-CB method. Considering the topic profiles 
and the QA collection factors can achieve better recommendation performance than 
the traditional content-based group profiling method. Moreover, the results show that 
the GTPRC-T performs the best among all the methods. The recommendation quality 
is improved when we consider the complementary scores of the target QAs. In sum-
mary, our proposed approach is effective in recommending complementary QA  
documents to knowledge communities. 

 

Fig. 1. F1 measures of various recommendation methods 

5 Conclusion 

In this research, a novel recommendation approach is proposed on recommending 
relevant and complementary QA documents to knowledge communities of Q&A 
websites. Recommending complementary QAs is important to increase the effective-
ness of knowledge collections. The novel ideas of our proposed approach are as fol-
lows: 1) It generates community topic profiles by considering QA collection factors 
such as community members’ reputations in collecting and answering QAs, push 
scores of QAs and the collection time of QAs from the historically collected QA 
documents on specific topics. 2) It predicts the complementary scores of QAs based on 
question similarity, answer novelty and answer correlation. 3) It proposes a QA-based 
complementary approach and topic-based complementary approach to recommend 
complementary QA documents. Experimental results show that consider partial or 
extended complementary QAs help improve the recommendation quality. Moreover, 
our proposed approach, that considers community topic profiles with QA collection 
factors and complementary scores of QAs, performs better than traditional recom-
mendation methods. Our proposed approach is effective in recommending comple-
mentary QA documents to knowledge communities. 
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Abstract. Hierarchical structures are common in modern applications.
Tree integration is one of the tools for them that is not fully researched.
We define a complex tree to model other common hierarchical structures.
Complex tree integration is parametrized by specific integration criteria.
Sub-tree agreement is a group of criteria that describes the relation of
sub-tree number and structure between input trees and the integrated
tree. This paper provides several definitions of sub-tree agreement, the
most important properties of these criteria, and examples of algorithms
based on sub-tree agreement.

Keywords: subtree agreement, tree integration, integration criteria, in-
tegration algorithms.

1 Introduction

Hierarchical data formats have become a common occurence in theoretical and
practical applications. Even documents are nowadays stored in the XML format.
Consequently, there is now a need for tools operating with hierarchical structures.

In our previous research ([10], [11] and others) we have created tools for
hierarchical structures integration. By defining a generalized structured called
complex tree, we are able to work with most existing structures by translating
them to the new one. We have proposed the integration task for complex trees
with specific integration criteria as properties of the process. These integration
criteria allow easy determining of the aims in each task. In previous papers
we proposed multiple such criteria and expanded on some of them, including
completeness (all elements from input should remain in output), mininality (the
output should not be much larger than the inputs) and optimality (the output
should be a median of the inputs). In this paper we focus on the last undescribed
group of integration criteria - sub-tree agreement and its variants.

The sub-tree agreement may be understood as a form of completeness - its
aim may be for all sub-trees from the input to remain in the output (or similar,
depending on the specific criterion used). Unfortunatelly, the methods developed
for standard forms of completeness do not work with sub-trees. Consequently,
it is necessary to analyze this group of criteria anew. In this paper we present

A. Selamat et al. (Eds.): ACIIDS 2013, Part II, LNAI 7803, pp. 148–157, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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some most important properties of sub-tree agreement, as well as some basic
integration algorithms using the criterion.

In our research we are aiming to create a collaborative recommendation system
with hierarchically represented profiles. In such a system creating a centroid
representing a group of profiles may be done by integrating profiles of this group.
Classical approach to this is done by selecting the most average solution – in our
research this is called Optimality criterion. Using Sub-Trees as an alternative
allows transfering whole areas of user interest to the centroid, which may be
preferable in many cases.

The rest of this paper is organized as follows: Section 2 provides a survey
of related works from information retrieval and knowledge integration areas;
Section 3 defines the complex tree used in this paper as well as the integration
task; in Section 4 we define the sub-tree related criteria. Section 5 contains
a short list of properties of these criteria, and section 6 provides an example
of an algorithm maximizing the criteria. The paper is concluded with some
summarizing remarks in Section 7.

2 Related Works

First research on integration of hierarchically structured data may be found in
papers such as [1], [4], [6]. In those works a problem of determining a median
tree was defined for structures called n-trees. At that time a single n-tree was
desired an aggregation of results from multiple biochemical experiments giving
different elementary trees. The inconsistencies between the input data had to
be eliminated. The proposed solution was finding a so-called median tree that
minimized the sum of distances to all other structures. Several approximate
solutions for the problem were defined, like clusters [4] and their variations [1],
[15], so-called Maximum Agreement Sub-Trees [8] or triads [6].

The Maximum Agreement Sub-Trees [8] were the main inspiration for the
set of criteria presented in this paper. As stated before, the paper operates on a
simple structure of n-trees. [8] does not provide an integration algorithm, but in-
stead defines means to calculate the ”distance” between two trees by calculating
the number of common sub-trees. The trees are more similar, if more sub-trees
are identical. In this research we use criteria based on this measure.

The domain literature also provides research that defines some basic inte-
gration criteria, similarly to the approach used by authors of this paper. The
criterion of optimality first appeared in works on n-trees (but it was not always
explicitly stated). There are also some works done on classification of schema
integration (including hierarchical XML schemas). A survey by Rahm and Bern-
stein [14] provides an interesting classification of matching approaches. Schema
matching in general is a much wider area than just tree integration, but with
widespread of hierarchical structures in practical applications, it is also used in
the area.

The research done by Do [7] describes some criteria for XML schema inte-
gration, divided into four general areas: input criteria, output criteria, quality



150 M. Maleszka and N.T. Nguyen

measures, and effort criteria. The most relevant criteria for tree integration are
named by the authors as: schema information (a criterion based on the size of in-
put schemas), schema similarity (the closer the inputs are, the smaller the space
to find the output in will be), element representation (if the elements are found
in the output), cardinality (cardinality of relationships in the output), precision
and recall (as defined in information retrieval).

Passi [13] provides definitions for the following three basic criteria for inte-
grating XML schemas: completeness (all elements from the initial schemas are in
the merged schema), minimality (each unique element is defined only once in the
schema) and understandability (in this case, a proper formatting of the output).
Although those criteria are based on the criteria created for schema integration,
authors modify them for integrating a constructed hierarchical structure. Further
work in the area [9] modifies those criteria to postulates known in the literature:
completeness and correctness (the integrated schema must contain all concepts
presented in any component schema correctly; the integrated schema must be
a representative of the union of the application domains associated with the
schemas), minimality (if the same concept appears in more than one component
schema, it must occur only once in the integrated schema) and understandability
(the integrated schema should be easy to be understood for the designer and the
end user; this implies that among the several possible representations of results
of integration allowed by a data model, the most understandable one should be
chosen). The same definitions may be found in other papers, e.q. in [2] and [3].
A thorough analysis of the minimality criterion (although not specifically for the
tree structures) was done by Batista and Salgado [3] and Comyn-Wiattiau and
Bouzeghoub [5].

For ontologies, integration criteria are gathered in [16], where the authors
describe legibility (comprising of minimality - every element appears only once
- and clarity - it is easily readable), simplicity (a minimal possible number of
elements occur), correctness (all elements are properly defined), completeness (all
relevant features are represented) and understandability (the ease of navigation
by the user). For ontologies the scope of transformation during the integration
process is much larger than for simple data structures. This is based on the fact
that not only the amount of knowledge included in the integrated ontology is
often greater than the sum of knowledge represented in input ontologies, but
also the structure of the output might be very different form each other. The
criteria are constructed to describe more what the user would gain after the
transformation, less how mathematically correct the effect would be.

3 Complex Tree Integration

The research described in this paper is based on authors’ previous work in [10]
and [11]. These papers proposed a criteria-based approach to integration, with
specific normalized criteria measures. Due to parameterizing the integration pro-
cess with different criteria these papers shown that it is possible to attain dif-
ferent goals. For example, the completeness criterion was used to measure how
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much of initial data (knowledge) was retained after integration; 0 meaning that
all data was lost and 1 that all data remained. In this paper the same approach
is used for Sub-Tree Agreement criteria.

This research is conducted on a specific structure, the complex tree:

Definition 1. Complex Tree
A complex tree is a four t = (Y, S, V, E), where:

– Y is a set of allowed node types in the tree

– S is a function determining required attributes for types

– the pair (V,E) is a a labeled tree, with nodes defined as a triple (l, y, A),
where:

• l is the label of the node

• y is the type of the node

• A is the set of attributes of the node

Additionally, the set of all complex trees will be denoted as T.
This definition of complex tree is a basic extension of the known labeled tree.

In fact, most of the criteria researched by the authors work correctly with labeled
trees. The complex tree structure was adopted to allow common mathematical
description for all practical structures (i.e. n-trees, XML, ontologies) modelled
by complex trees.

For the complex tree the integration task may be defined as follows:

Definition 2. Criteria-based Integration Task
Given a multiset of N complex trees

T = {t1, t2, . . . , tN}

one should determine a complex tree t∗ ∈ T which best represents the trees
from T.

The use of words ,,best represents” in the definition means that t∗ maximizes
some defined criteria measures. In previous works we have proposed several such
criteria,

In our research we use a specific description of the criteria, using normalized
functions to measure their values. The arguments of these functions are the
integrated tree and the input tree (for ease of readability, we use | instead of a
comma to distinguish different types of arguments). A criterion is thus defined
as follows:

C(t∗|t1, t2, . . . , tN) ≥ α

This notation represents the requirement that the criterion measure is equal
or greater than the given threshold value. Thus, the integration aim is clearly
stated.
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4 Sub-Tree Agreement

In our previous work [cybernetics] we have defined two main criteria for Sub-Tree
Agreement, based on a common definition of Sub-Tree. The Sub-Tree Agreement
has several practical applications. For example, one may observe the structure of
company employees before and after a corporate merger. It may be necessary to
keep large sub-structures as close to the input as necessary as the cost of detail
reorganization may be high, thus keeping entire divisions unchanged. This is
directly translated to Initial Sub-tree Agreement, which should be maximum in
that case. More detailed examples are provided at the end of this section

Definition 3. Sub-Tree
A Complex Tree ts = (Ys, Ss, Vs, Es) is called a sub-tree of a complex tree t =
(Y, S, V, E) if Ys = Y , Ss = S, and (Vs, Es) is a connected sub-graph of (V,E).

Accordingly ST (t) is a set of all sub-trees of t. We will measure the size of a
sub-tree or a complex tree d(t) as the number of nodes in it.

Definition 4. Initial Sub-Tree Agreement
Initial Sub-Tree Agreement is a measure for a criterion comparing the size of the
largest sub-tree from the input trees to be found in the integrated tree.

AI(t
∗|t1, . . . , tN ) =

maxts∈ST (t1)∪...∪ST (tN ){d(ts)}
d(t∗)

(1)

Definition 5. Final Sub-Tree Agreement
Final Sub-tree Agreement is a measure for a criterion comparing the size of the
largest sub-tree from the integrated tree to be found in the integrated trees.

AF (t
∗|t1, . . . , tN) =

maxts∈ST (t∗){d(ts)}
max{d(t1), . . . , d(tN )} (2)

Initial Sub-Tree Agreement and Final Sub-Tree Agreement attain the maximum
value of 1 if t∗ is identical to the largest of the set {t1, . . . , tN}. They attain the
minimum value of 0 if there is no common sub-tree in t∗ and any of {t1, . . . , tN}.

Alternately, the following are also proper sub-tree criteria:

Definition 6. Input Sub-Tree Agreement
Input Sub-Tree Agreement is a measure for a criterion comparing the number of
unique subtrees in the input complex trees with the number of unique subtrees in
the integrated tree.

AIn(t
∗|t1, . . . , tN ) = min{1, card{ST (t1) ∪ . . . ∪ ST (tN)}

card{ST (t∗)} } (3)

Definition 7. Output Sub-Tree Agreement
Output Sub-Tree Agreement is a measure for a criterion comparing the number of
unique subtrees in the integrated complex tree with the number of unique subtrees
in the input trees.

AOut(t
∗|t1, . . . , tN ) = min{1, card{ST (t∗)}

card{ST (t1) ∪ . . . ∪ ST (tN)}} (4)
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4.1 Sub-Tree Agreement in Practical Applications

Sub-Tree Agreement may be applied in several different practical applications.
The most natural application is the case of employee hierarchy. Each node in the
complex tree represents an employee (or, in some cases, only a work position).
If a node is a parent to another, this represents a person being a direct super-
visor of another. Consequently, all descendants of a node are direct and indirect
underlings of some employee.

Sub-Tree Agreement becomes necessary in case of reorganizations in such
structure. This may occur e.q. during a company merger. Such situation directly
translates to an integration task for the employee hierarchies. Different aims
are possible during this process, but here we only focus on sub-trees. A sub-
tree is a representation of some estabilished department or team in one of the
companies. If it is desirable for the departments and teams to be kept intact
after the reorganization, the Sub-Tree Agreement should be used. The simplest
approach would be using the Output Sub-Tree Agreement.

In such case, if Output Sub-Tree Agreement were to be 1, all sub-trees from
the input would remain intact. Consequently, all departments from the source
companies would be kept. This may lead to additional connections (or even
nodes) to be created in the integrated structure - a situation that is not desir-
able. Thus, Output Sub-Tree Agreement of 0.8 − 0.9 may be a better alterna-
tive. In this case, while most departments from the source companies remain
unchanged, some may be removed to provide a clearer result. The application of
the Minimality criterion for the addtional aim of integration may be desirable.

5 Properties of Sub-Tree Agreement

Our research determined that the various Sub-Tree Agreement criteria from the
previous section have the following properties. Due to space constraints we only
provide proof outlines instead of full proofs. These will be provided in other
publications.

Theorem 1. High values of Sub-Tree Agreement are possible only in cases where
the Relationship Completeness and Path Completeness criteria have high values.

Proof Outline. The Sub-Tree Agreement requires that some sub-structures of
the complex tree remain the same in input and output trees. These structures
have the same edges (and in lower number - paths), which means that the cal-
culated value of Relationship Completenes (and Path Completeness) has to be
high. The opposite does not hold, as the same edges in the tree may not mean
the same sub-trees.

Theorem 2. Output Sub-Tree Agreement is always higher than Input Sub-Tree
Agreement.

∀t1,...,tN∈TAOut(t
∗|t1, . . . , tN ) ≥ AIn(t

∗|t1, . . . , tN)
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Fig. 1. Example of Sub-Tree based Integration. The left-side tree is included as a
whole in the integrated tree. Two out of three main sub-trees from the right-side tree
are included. The specific values of sub-tree agreement in this case are: AI = 1, AF = 1,
AIn = 1, AOut =

5
6
.

Proof outline. This is a natural consequence of using set cardinality in calcu-
lation. One of the cardinalities is always higher than the other.

Theorem 3. For specific types of trees, Sub-Tree Agreement is inversly propos-
tional to Precision criterion.

Proof Outline. The Precision criterion is used to minimize redundancy in the
integrated tree. If the same node appears in multiple sub-trees in different input
trees, then high Sub-Tree Agreement requires that this node is also present in
multiple locations after integration. This leads to low Precision.
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Theorem 4. For specific types of trees, Sub-Tree Agreement is inversly propos-
tional to various Minimality criteria.

Proof outline. Minimality criteria are used to minimize the size of integrated
tree, with various size measures. The proof shows that high Minimality in some
variants prevents high Sub-Tree Agreement by reducing the number of allowed
sub-trees.

6 Sub-Tree Agreement Based Algorithms

Preliminary research by the authors indicates, that it is not possible to archieve
maximum input or output sub-tree agreement in practical applications. Al-
gorithms created must then provide a high value of the criterion, for exam-
ple above a given threshold. Below we provide an algorithm that guarantees
Final Sub-Tree Agreement equal to 1 and Input Sub-Tree Agreement above
max{card{ST (t1)},...,card{ST (tN)}}

card{ST (t1)∪...∪ST (tN )} , as Algorithm 1.

The algorithm works in three simple steps:

1. Create the basic output tree by selecting the input tree with the largest
sub-tree.

2. Divide other input trees into sub-trees
3. Attach selected sub-trees to the output tree

Algorithm 1. Basic STA Algorithm

Input: A set T = {t1, . . . , tN} of input trees
Output: A single output tree tSTA

BEGIN
Set tSTA = t1 and intmax = card{V1};
foreach Tree ti in T do

if card{Vi} > intmax then
tSTA = ti
intmax = card{Vi}

Create a set of all sub-trees ST = (ST (t1) ∪ . . . ∪ ST (tN))− ST (tSTA)
foreach sub-tree st ∈ ST do

if root of st is a child of the tSTA’s root then
Add st to tSTA

END

Another simple algorithm is a modification of work done in [4]. In that work
the authors use structures defines as clusters, that are sets of tree leafs with
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a common ancestor. Such structures are very similar to sub-trees used in this
paper. An algorithm modified to maximize some Sub-Tree Agreement consists
of following steps:

1. For each input tree create the set of all clusters.
2. Select clusters that are to occur in the integrated tree.
3. Build the integrated tree out of the created clusters.

It may be noted that some new sub-trees may be created by using this approach,
so this is not an universal solution. For example, using all clusters from step 1 in
step 2 will maximize Input Sub-Tree Agreement and Final Sub-Tree Agreement,
but Initial Sub-Tree Agreement and Output Sub-Tree Agreement may in some
cases be smaller.

7 Conclusions

In this paper the various sub-tree agreement criteria were described. These cri-
teria may be useful in multiple applications, with the simplest example being
the case of reorganizing companies.

Multiple properties were presented for the defined criteria, with short out-
lines of the proofs. Relations between different criteria are the most important
properties, as common applications require the use of multiple criteria – this
represents multiple parallel aims in a single integration task.

Examples of basic integration algorithms were provided to show the applica-
bility of the approach used.

In our future research we aim to use Sub-Tree Agreement criteria in a col-
laborative recommendation system, as described in the introduction. Initial and
Input Sub-Tree Agreement types may be used to define the minimal number of
user interest hierarchies that we want to transfer unchanged from the input to
the integrated centroid of the group. The earlier approach of finding an average
profile as the centroid is mostly satisfying, with the result representing a group of
users. By slightly diverging from that solution, through the introduction of Sub-
Tree Agreement criteria, we may be also able to represent more heterogeneous
groups in a situation where splitting them is impossible.
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Abstract. In an offline evaluation of recommender systems, data sets have been 
extensively used to measure the performance of recommender systems through 
statistical analysis. However, many data sets are domain and application depen-
dent and cannot be engaged in different domains. This paper presents the con-
struction of data sets for the offline evaluation of a scholar’s recommender  
system that suggests papers to scholars based on their background knowledge. 
We design a cross-validation approach to reduce the risk of false interpretations 
by relying on multiple independent sources of information. Our approach ad-
dresses four important issues including the privacy and diversity of knowledge 
resources, the quality of knowledge, and the timely knowledge. The resulting 
data sets represent the instance of scholar’s background knowledge in clusters 
of learning themes, which can be used to measure the performance of the  
scholar’s recommender system. 

Keywords: Recommender System, Evaluation, Data Set, Scholar Domain. 

1 Introduction 

A recommender system customizes its outputs to individual user requests. It implies 
that the objective or the goal of recommender systems is to guide the users to interest-
ing items looking for. The evaluation of recommender systems should assess how 
much of this goal has been achieved [1]. Most of the time, recommender systems are 
evaluated in an offline setting with appropriate pre-collected data sets before doing an 
online performance test in real environments [2]. 

Each recommender algorithm models the user's behavior and focuses on a specific 
recommendation problem. In fact, data sets simulate the user behavior in real mode 
and are used to measure the algorithm's performance. Good examples of such data 
sets are MovieLens, Jester, Book-Crossing, or the EachMovie data set [3]. These data 
sets are employed as a common standard to evaluate the recommendation algorithms 
based on the known machine-learning measures such as accuracy, coverage, novelty, 
diversity, and so on [4]. 

However, the data sets are domain and application dependent in which one data set 
cannot be applied for evaluation to different recommender systems. As an example, a 
data set of measuring the performance of a recommender system in e-commerce  
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differs from the scholar's domain in several ways:  In e-commerce, the used data are 
often simple web server access logs or ratings of users on items (behavioral informa-
tion) while in the scholar's domain very sophisticated information such as research 
objective, scholar’s background knowledge, and learning style (conception informa-
tion) is used. Even recommender systems in the same domain expose different proper-
ties that require algorithm-aware data sets for effective evaluation.  

Regarding our previous study, a recommender system for researchers that re-ranks 
the articles based on the scholar’s background knowledge, the instances of candidate 
data sets should contain information such as scholars ID, publication body, research 
interests, homepage address, and studied articles. An exhaustive investigation of pub-
licly available data sets for the learning domain on the web indicated little match be-
tween the existing data set instances and our evaluation requirements. In the best cas-
es, relevant data sets for researcher domain contain links between authors and their 
bibliographic information such as publications, citation indices, and publisher names 
that are not useful for our purpose [5]. 

These issues motivate the development of special purpose and application centric 
data sets which fit with the type of our evaluation. Moreover, to develop the domain-
dependent data sets, four issues must be addressed including:  

• Public vs. private: Many digital libraries such as Springer and ACM do not allow 
unauthenticated users to access the main parts or the whole publications, making 
such data unavailable for processing.  

• Diversity of data sources: The obscurant property of scholar knowledge is the 
diversity and homogeneity of the knowledge items, residing on different locations 
such as digital libraries, homepages, and so forth.  

• Quality of knowledge: In many circumstances, the topic of articles does not match 
exactly with the main interest or prior knowledge of scholars because they are co-
authors who are supervising the main author. Moreover, many papers contain so 
much formula, algorithm codes, figures, and similar non-textual knowledge that 
burden extra text processing which inherently bias the topic detection. 

• Timely knowledge: The scholar’s knowledge is continually growing and perennial 
maturity. Scholars who were interested in a topic few years ago may be interested 
in different topics now. Therefore, modeling the outdated scholar’s knowledge 
produces false interpretations of scholars’ interests, and in turn, lessens the rec-
ommendation accuracy. 

This paper develops a practical framework for offline evaluation of a content-based 
recommender system for digital libraries in which scholar’s profiles represent their 
background knowledge. We also describe the construction of different data sets for 
offline evaluation in terms of accuracy and precision. We identify and collect the 
knowledge items comprising three collections of scholar’s background knowledge.   

The rest of the paper has been organized as follows: Section 2 describes the related 
works and highlights the lack of appropriate data sets for scholar recommenders. Sec-
tion 3 represents the proposed framework and the methodology in detail. Section 4 
discusses the implementation for construction three data sets. In Section 5 and 6 the 
discussion and conclusion are explained. 
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2 Related Work 

Mendeley's data set [6] contains three collections of information about the scholar 
libraries. The first one includes a set of articles that appear in scholarly libraries fea-
tured by UserId and ArticleID. The second one provides readership information, 
showing which article users have already read using Mendeley Desktop, featured by 
UserId, ArticleID, and ReadingStatus. The last one shows which articles the user has 
marked with “stars” sign, featured by UserId, ArticleID, and StarStatus.  

The PSLC (Pittsburgh Science of Learning Center) DataShop [7] is a data reposito-
ry that provides access to a large number of educational data sets derived from the 
intelligent tutoring systems. It contains 270 data sets which record 58 million learner 
actions. Similarly, LinkedEducation.org [8] provides an open platform of data for 
educational purposes including the structure of organizations, institutions, courses, 
learning resources and interrelationships between academicians. 

The Organic.Edunet data set [9] collects data from the Organic.Edunet Web portal 
which is a learning portal for organic agriculture educators. It provides more than 
10,000 learning resources collected from eleven federal institutional repositories. The 
data set starting from January 2010 and includes information about 345 tags, 250 
ratings and 325 textual reviews upon 3 different dimensions: the relevance to the or-
ganic theme, the usefulness of a resource, and the quality of metadata.  

Also, a few relevant data sets for learning domain are described in dataTEL data 
collection site [10]: CAM for MACE which contains a data set for advanced graphical 
metadata access to learning resources in architecture, stored  in different  reposito-
ries all over Europe; SidWeb which is private and contains the data from a learning 
management system, posts on forums, creation or editing of resources, and practices 
of students on quizzes. The data set is a complete reflection of the data obtained for a 
period of 4 years and around 4 million events are recorded on 35 thousands resources. 

However, existing data sets lack information content; full documentation, or irrele-
vant to the scholar domain, which particularly impede the task of content analysis and 
theme extraction. Indeed, our approach rather focuses on the domain-relevant data 
sets, which provide scholar’s conception in terms of knowledge items over a time 
interval. 

3 The Measurement Framework 

Figure 1 represents the framework of offline experimental analysis using data sets. As 
shown, we firstly develop three different data sets and then extract the key terminolo-
gies from the content of those data instances. Next, the instances are disambiguated 
by means of Wikipedia to transform to homogeneous and discriminant key terms. 
Since the extracted terms are in large volume, the clustering method is successively 
applied. After extracting the key terms, it is crucial to organize the scholar's  
knowledge into relevant research topics. After that, key terms are sampled based on 
the features of the scholar's domain. Finally, the measurement of recommender sys-
tem takes place using the training and testing parts of data sets.  
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3.1 Methodology 

The creation of the data set is moti-
vated by several factors including the 
desire of having real data, reasonable 
size in term of adequacy and 
processing time, availability and open 
access, expected quality, and applica-
tion tailored. 

To neutralize any bias inherent in 
particular data sources and validate 
the empirical results, we employ a 
cross-validation or so-called triangula-
tion approach which reduces the risk 
of false interpretations by drawing 
upon multiple independent sources of 
information [11]. It relies on the idea 
that no single source of data can fully 
explain a phenomenon. Triangulation, 
as an analytical approach, integrates 
multiple data sources to improve the 
understanding of a problem. It is particularly useful when the data are rare, abundant 
but not similar, rapid response is needed, or the best single data source is not  
available. 

Thus, we collect three independent collections of data from different information 
resources. We also concern about the four issues mentioned in Section 1 dealing with 
the collecting and organizing the data sets. We engaged the Information Retrieval 
techniques [12] and adapted the common guidelines for constructing data sets for 
such quantitative evaluation.  

To address the issues, we employ different strategies by focusing on three kinds of 
knowledge resources in the field of Computer Science as follows:  

• Volunteer Researchers: It collects scholarly knowledge of 25 volunteer research-
ers at FSKSM, UTM who provide relevant papers in line with their research topics. 
From the scholar's name and affiliation, we would be able to locate their academic 
homepages, research interests and published papers, which provide complementary 
knowledge about the individual scholar. 

• Digital Library (DL): It accesses to the free domain relevant digital libraries such 
as arXiv and extracts a collection of 65 scholar’s publications who were the first or 
second author of the articles and published at least 10 publications during the years 
2003 and 2012.  
 
 
 
 

 
Fig. 1. The framework of experimental analysis 
of recommender system for scholar’s domain 
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• Mediated Profiles: It locates recently published papers of 35 international full 
researchers whose authors were the first or second one. It collects knowledge from 
the mediated profiles provided by advanced digital libraries such as Google Scho-
lar, ACM Profile Page, and Microsoft Academic Research.  

3.2 Data Sampling 

The “data sampling” task partitions each primary data set into the so-called “training” 
and “testing” parts. The training part is used to learn the user model or set up the algo-
rithms in the analysis phase, while the testing part is used to evaluate the user model 
to check whether the proposed model performs well and predicts unseen data  
accurately. 

Furthermore, it is a common approach to apply “standard” random sampling, i.e., 
the 80/20 partitioning, which is a random sampling without the replacement. It selects 
20 percent of the instances for testing and the remaining 80 percent for training phase. 
Since sampling can lead us to an over-specialization to the data set parts (training and 
testing), the training process is repeated several times and the average performance of 
the learned models is calculated as the final performance. This process is called as 
cross-validation [13].  

Although the standard random sampling is sufficiently applicable in most cases, we 
apply the sampling method for the scholar's domain in a different way: we sample 
only from the most recent publications because the recommender system would be 
predicting in a real scenario where the portion of user interests is measured in recent 
years [14]. For instance, if a scholar has 20 publications in years 2006 to 2011, we 
consider 16 publication of years 2006-2010 as the training and the remaining in years 
2010-2011 as the testing part. 

3.3 Term Clustering 

Since there are many extracted key terms, the clustering method is required. The issue 
with the scholar’s knowledge is that the scholar’s focus has been changing over the 
time from one topic to another. Thus, after extracting the key terms, it is crucial to 
organize the scholar's knowledge into relevant research topics. Another issue is that a 
researcher may do search on several topics simultaneously. So, the key question is 
that what collection of key terms constitutes the proper knowledge corresponding to 
different context of the scholar’s research. To address these issues and organize the 
research areas, we partition the key terms into categories of semantically related terms 
using k-bisecting clustering algorithm [15] which is a top-down hierarchical method.  

To measure the distance between two terms in the clustering algorithm, the seman-
tic similarity (semantic relatedness) method is employed [16]. It is based on the sim-
plified Jensen-Shannon method [15] in which all key terms appearing in the same 
Wikipage are similar. For example, if term A appears very frequently in a Wiki page 
entitled B, then A and B are semantically related and B is the superior topic of A.  
Finally, such clusters represent the scholar's knowledge in several topics whereas 
underlying key terms referring to the same topic are grouped together.  
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4 Implementation 

This section describes the details and directions of implementing the proposed ap-
proach. We explain a stepwise approach to collect and organize the three data sets, 
deciding on the parameters, and report the statistics in each step. The main objectives 
are simplicity, non-intrusive gathering data, and cross-checking of several knowledge 
resources. 

4.1 Volunteer Researchers 

For this data set, we invited volunteer scholars, both master and PhD students, who 
were studying in any sub-fields of Computer Science. They were asked to provide a 
collection of 20 to 25 relevant articles which have been studied in their recent re-
search. From the scholar names, we located their home page, their publications and 
identified complementary keywords as their research interests. Then, we did prepro-
cessing on the articles to build several corpora of plain text and then removed know-
ledge-free parts including publishing information on header and footer, images,  
formulas, tables, acknowledgments, and references parts. Next, important concepts or 
key phrases- so called “theme”, are extracted from the articles. The “key phrase”  
refers to the multi-word terms that best describe the main topics of the articles [17].  

We employed statistical approach which considers all important terms in the do-
main as potential concepts and took into account the quantitative and heuristic metrics 
to measure the importance of the terms. For this purpose, we employed Provalis’ 
WordStat content analyzer module under QDAMiner 4 tool. This module supports 
domain independent, statistical corpus-based, and multi-word extraction method. The 
reliability as well as the validity of this module for recent versions are approved in 
many experiments [18]. 

Having employed the content analyzer, we automatically extracted about 220 mul-
ti-word key phrases from the text corpora based on the popular TF*IDF measurement 
with associated term's weights. This measure relies not only on term frequencies but 
also on the internal structure of the candidate terms. In facts, the weights represent the 
importance degree of key phrases in the field of respected scholar’s research. Each 
term is represented as a vector of T, TF, %Cases, Score, where T is a term, TF is 
frequency of T in the corpus, %Cases is the percentage of articles containing T, and 
Score is the TF*IDF measure.  

There are many outliers or impure terms- the terms that refer to no domain con-
cepts and describe no theme of the articles in a corpus [19]. To address this problem, 
the following steps are applied to the candidate terms to remove the less important 
terms and sieve irrelevant concepts: 

1. The terms that are general, i.e. non discriminant, neutralized, and uninformative, 
which give no sense of conception in the domain are removed. It includes phrases 
that can be changed without affecting the main topics.  

2. Variant terms in each list are aggregated together based on either syntactic or se-
mantic similarities [20]. The variant terms which appear in different forms are  
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either inflectional variants (singular-plural variants), compounding variants, ortho-
graphic variants, misspellings, and abbreviations [21]. For example, the terms “BP 
Algorithm” and “Back Propagation Algorithm” are aggregated together because 
the first one is an abbreviation of the other. The corresponding score is equal to the 
maximum value of their scores.  

4.2 Free Digital Library (arXiv) 

The arXiv digital library provides an open access to 784,152 articles in Computer 
Science among all branches of Mathematics, Physics, Quantitative Biology, and Sta-
tistics. Although, there is a bulk downloading service for arXiv dumps, the perfor-
mance of downloading terabytes of data and processing the articles in the Computer 
Science was a matter of concern. Thus, we directly searched for papers in the res-
pected field, published between the years 2003 and 2011, and retrieved both article 
titles and author names in a page by page manner into Excel sheets, labeled with the 
publication year. For instance, the year 2011 encompassed 40,907 items including 
article’s title and author’s name. We put in order and selected the authors who have 
more than 10 publications by identifying the author’s property in each entry and ex-
tracted 302 authors’ names in total.  

In the next step, we further filter out the authors whose research areas were non 
Computer Science, non-English, and involved long articles (more than 30 pages). 
Since arXiv restricts running crawler agents, due to the performance issue, we 
searched the library using the individual author name and retrieved all articles of each 
author using DownThemAll1 tool. It is an add-ins for the popular internet browsers, 
which locates and downloads all visible pdf links on an HTML page in parallel and 
stores the associated files to the local storage. Fortunately, no tuning and setting up 
parameters was required.  

We finally stored the articles into the distinctive corpora labeled by the author ID. 
We then randomly sampled 65 corpora, which contained the standard length of pa-
pers, having 8 to 30 normal pages. The challenge with arXiv library was that a great 
number of so-called spam articles were erroneously tagged with the Computer 
Science category. Thus, we discard such articles by masking article’s keywords with 
the key terms of Computer Science ontology. For example, the main topics of such 
articles were Telecommunication, Probabilistic, and Signal Processing which do not 
fit our application. 

4.3 Mediated Profiles 

To effectively extract the mediated profiles from digital libraries, we employed Ar-
netMiner2 web service [22] as an integrated interface. It automatically identifies, 
locates, and extracts the researcher profiles from the web by using social network 
analysis (SNA) [23] and Information Integration techniques. The scholar’s profile 

                                                           
1 http://www.downthemall.net/ 
2 http://www.arnetminer.org 
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page integrates various information including personal information, citation statistics, 
dated research interest, educational history, expertise field, and publication records 
from the major federated digital libraries. We effectively engaged the scholar infor-
mation provided by ArnetMiner as an index to the ACM Institutional Profile Pages 
for retrieving scholars’ knowledge including published papers, supplied keywords for 
individual publications, and author  profiles between the years 2003 and 2012. 

For this data set, we collected the research interests and the key terms from their 
profiles for the publications dated in recent years (2003-2012). We directly collected 
key terms supplied by the researchers to the ACM digital library. Since the resulting 
terms were in large volume, the clustering method is applied. Moreover, the key terms 
had different significance to the scholar's knowledge. Thus, we simulated the concept 
of TF*IDF as a new weighting scheme over the collection of terms as follows: 1) The 
value 10 is assigned to the key terms of the year 2012, value 9 to the key terms of the 
year 2011, and former values to other years down to 2003 iteratively. 2) The key 
terms which are repeated as well as semantically similar are grouped together and the 
summation of corresponding weights is assigned. 3) The values are normalized to the 
base value 100 by dividing each value to the total sum. The resulting data set con-
tained 3090 key terms in total and 88 key terms in average. 

5 Discussion 

We constructed three data sets by drawing upon multiple independent sources of informa-
tion. We employed the triangulation approach that reduces the risk of false interpretations 
and applied different strategies by focusing on three different kinds of knowledge re-
sources in the field of Computer Science: Volunteer Researchers, Digital Library, and 
Mediated Profiles. Table 1 shows the strategies that successfully addressed the issues of 
construction data set, as mentioned in Section 1. As depicted, volunteer strategy supports 
all four features but is intrusive and ineffective, while the other two strategies address 
three issues sufficiently. The overlapping parts among the strategies confirms the exerted 
triangulation approach and validates the functionality of our data sets. 

Table 1. Three construction strategies which address four types of data sets issues 

Strategy /Issues 
Public vs. 
Private

Diversity of 
data sources

Quality of 
knowledge

Timely 
knowledge 

Volunteers √ √ √ √ 
Free DL (arXiv)  √ √  √ 
Mediated Profiles √ √ √  

 
Additionally, our approach advances the body of knowledge in developing the data 

set for scholar’s recommender system and contributes to the following aspects: 

1. Semantic heterogeneity: Since the terms are extracted from the independent and 
autonomous knowledge resources, heterogeneity exists. Heterogeneity among dif-
ferent knowledge items (themes) has been resolved by using Wikipage contents. 
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2. Multiple focus of the scholar’s research: Since full researchers contribute to differ-
ent concurrent research, likely with different topics, we employed clustering me-
thod to distinguish either overlapping or non-overlapping research topics. In our 
approach, shared terms are assigned with different weight tags to discriminate the 
importance of terms in each cluster/topic.  

Moreover, we examined the idea of using mediated scholar profiles supplied by some 
digital libraries as well as the use of a weighting schema which discriminated the key 
terms in each research topic. The comparison of our approach with the related works 
indicates similarities as well as differences: The most significant improvement is the 
engagement of real scholar’s knowledge, implicit and as well as non-intrusive theme 
extraction, and the use of academic social network (ArnetMiner).  

6 Conclusion 

In this paper, we presented the construction of three application-tailored data sets for 
evaluation of a scholar's recommender system. It captured the sufficient and reliable 
key terms (theme) from qualified scholar’s knowledge resources in the context of 
Computer Science. We employed a cross-validation or triangulation approach which 
reduces the risk of false interpretations by relying on multiple source of information. 
The resulting data sets were in reasonable size in terms of adequacy and processing 
time, which support the offline evaluation of the recommender system. We also en-
gaged an academic social network, ArnetMiner, for reliable integrating various scho-
lar's profiles on the Web.  
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Abstract. The most common problem in the context of recommenda-
tion systems is “cold start” problem which occurs when new product is
recommended or a new user becomes to the system. A great part of sys-
tems do not personalize a user until they gather sufficient information.
In this paper a novel method for recommending a profile for a new user
based only on knowledge about a few demographic data is proposed.
The method merges a content-based approach with collaborative recom-
mendation. The main objective was to show that based on knowledge
about other similar users, the system can classify a new user based on
subset of demographic data and recommend him a non-empty profile.
Using the proposed profile, the user will obtain personalized documents.
A methodology of experimental evaluation was presented and simula-
tions were performed. The preliminary experiments have shown that the
most important demographic attributes are gender, age, favorite browser
and level of education.

Keywords: user profile, collaborative recommendation, demographic
data-based classifier.

1 Introduction

Recommender systems have been developed in variety of domains: documents,
books, movies, products, etc. Due to the information overload in the Internet, it
is difficult to obtain the relevant information. Therefore, recommender systems
play an important role in filtering and customizing the desired information [4].
The system tries to guess what would be interesting for a user. Recommender
systems are proposed to discover the implicit interests in user’s mind based on
the usage logs [11].

In this paper a novel method for collaborative recommendation is presented.
In classical approach objects to classify are described by the set of attributes.
Information about objects is divided into training and testing set. The first
– training set is used to determine a classifier that in the next step will be
used for classification of objects in the second – testing set. On both levels of
the clustering procedure the whole set of attributes is used. Users are divided
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into groups of common values of attributes. The system recommends documents
which are personalized for each group. All users in a group are proposed the
same documents.

Our approach is based on the following idea. The objects are described by
two independent set of attributes – users are described by demographic data
and usage data is represented in the form of a profile. In the first step, the users
are clustered based on usage data. The partition of users is used to determine
the minimal set of attributes coming from the demographic data that the parti-
tion obtained using select demographic data is as close as possible to partition
obtained in the first step.

Using proposed method it is enough to ask user only about actually important
demographic information that user needs to introduce when starting interaction
with the system. Each group of users is described by minimal set of attributes
determined in the previous step. A new user should be classified into the group
of users which are the most similar in terms of demographic information. The
system does not need to wait until user has enough usage data to recommend him
some propositions. In our approach a non-empty profile will be recommended
for the new user. Based on the knowledge about other users in the same group
the first profile will be determined. While user is interacting with the system
and his usage data are gathered, his profile will be adapted to his preferences.

To verify recommendation methods one should check if proposed ranking of
documents are useful for the user. In our approach it is not obvious how to check
if the proposed profile reflects actual user preferences. To manage the problem
the authors prepare the methodology of result verification.

The rest of the paper is organized as follows. In the Section 2 we present the
overview of classical approaches to clustering. The model of user is presented
in Section 3. Section 4 describes in detail a method for determining a minimal
set of attributes. In Section 5 the way of simulating user activity, experimental
evaluations are presented and obtained results are discussed. In the last Section
6 we gather the main conclusions and future works.

2 Related Works

Collaborative recommendation is a very popular area of the information retrieval
domain. Due to the information overload in the Internet, it is very useful for a
user when the system proposes him interesting information. The main purpose
of recommender systems is to predict users’ future likes and interests.

In classic approach presented in [2] collaborative recommendation is under-
stood in two ways. The first one – given a new item to be recommended, predict
the rating that the user would give. The second one – given a new user, find the
best items and their ratings for being recommended, showing the results ordered
by predicted rating.

Recommender systems are classified into following categories [5]:

1. Content-based recommendations: Recommended objects are those with con-
tent similar to the content of previously preferred objects of a target user.
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2. Collaborative recommendations: Recommended objects are selected on the
basis of past evaluations of a large group of users. They can be divided into:
– Memory-based collaborative filtering: Recommended objects are those

that were preferred by users who share similar preferences as the target
user, or, those that are similar to the other objects preferred by the
target user.

– Model-based collaborative filtering: Recommended objects are selected
on models that are trained to identify patterns in the input data.

3. Hybrid approaches: These methods combine collaborative with content-based
methods or with different variants of other collaborative methods.

When new users enter the system, there is usually insufficient information to pro-
duce recommendation for them [5]. The usual solutions of this problem are based
on using hybrid recommender techniques combining content and collaborative
data and sometimes they are accompanied by asking for some base information
(such as age, location and preferred genres) from the users.

Different approach is presented by the authors of [3] and [12] where demo-
graphic filtering methods are developed. They propose some attributes to de-
scribe the user: age, gender, occupation. The creation and management of per-
sonalized recommendations require mainly three distinct and important com-
ponents: a user profile, an algorithm to update the profile given usage/input
information, and an adaptive tool that exploits the profile in order to provide
personalization.

Su et al. [11] has noted that the most important problems with recommender
systems are: cold-start, first-rater, sparsity and scalability. They have proposed
a method that integrates multiple contents and collaborative information to pre-
dict users’ preferences based on the fusion of Rough-Set and Average-category-
rating.

The next aspect of recommendation systems is verification of its quality. The
result of recommendation is e.g. list of documents or products ranked accord-
ing to user preferences. The quality in such systems are usually understood in
terms of accuracy metrics. Most of recommendation algorithms are tested using
existing benchmarks.

Ahn [1] presents the review of similarity measures often used in collaborative
filtering that are limited to be used in new user cold-start situations where only
a small number of ratings are available for similarity calculation. The problem is
even more amplified by the sparsity of available data. A new measure proposed
by him takes into account proximity, impact and popularity. The measure is
tested using MovieLens, NetFlix and Jester benchmarks. Cold-start problem is
simulated by generating 1-20 ratings for movies by a new user.

3 User Model

The most important problem in our approach is to recommend a profile for
a new user instead of document rating prediction. The proposed approach is
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justified while user interests are changing with time. User profile is a model of
his preferences and stores information about his current interests.

In our model the user profile contains demographic data and usage data.
The first part is information that can be provided by the user at the beginning
of his interaction with the system and the system uses it in the classification
procedure. The second part of the profile is connected with user activities in the
system. Information about documents that are relevant for the user is the most
important for the system, as it shows real user preferences. The user can declare
fields of interests but the chosen domains might not reflect real user preferences.
These two part of user profile are described in details in the next subsections.

3.1 Demographic Attributes

The user is described by a set of attributes that are provided to the system. The
following list of user attributes are the most popular in the domain of information
retrieval systems.

Based on few systems [3], [5], [12] connected with user modeling the following
attributes were chosen as significant for classification procedure: gender, age,
kind of living town, interest, level of education, employment (domain/job), fam-
ily, language/foreign language, religion, favorite browser, favorite colour.

The main objective of this paper is to present the method for determining
a minimal set of attributes needed in classification procedure. The partition of
users’ set obtained using whole list of attributes and the partition obtained using
only the most significant attributes should be almost the same.

3.2 User Profile Based on Usage Data

In information retrieval system, usage data can be treated as a set of documents
that were relevant to the users’ queries. The most popular form of the usage
data is a list of web pages that the user has visited. More sophisticated forms
process this list and save the most frequent terms from user queries to build the
profile.

In our approach, user profile will store knowledge about users’ interests that
user expressed in the form of users’ queries. User activities are divided into
sessions. In each session systems saves information about user queries and doc-
uments that were relevant for him. We assume that documents are described by
the set of weighted terms (keywords). After each session the average weight for
each term from users’ queries is calculated and based on the weights differences
between sessions, the user profile is built first, and subsequently updated. The
procedure of user profiling is described in details in our previous works [6], [7].

User profile P is presented in the following form:

Profile = {(tj , wj) : tj ∈ T ∧ wj ∈ [0.5, 1), j = 1, 2, . . . , nu} (1)

where tj is index term, wj is appropriate weight of user interests in particular
term tj and nu is a number of user interests at the moment.
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4 A Method for Collective Recommendation Using
Usage-Based Classifier

An original idea of proposed profile recommendation method is presented in
Figure 1. It contains three steps. At the beginning the system has a set of
users that have both demographic data and profiles. To create a set of similar
users (users with similar interests), a clustering method (K-means) is performed
based on the data in profiles (step 1). We assume that each profile reflects user
preferences. If two users are in the same group, it means that their preferences
are similar.

Fig. 1. Schema of profile recommendation based on a usage data classifier

The most important part is to describe obtained users’ groups by the at-
tributes coming from demographic data (step 2). The set of users can be clus-
tered according to demographic attributes using associate rules algorithm. The
obtained partition should reflect the partition that was a result of profile-based
clustering. The method for determining the minimal set of needed attributes to
obtain the most similar partitions is presented in Section 4.1.

When a new user is coming to the system, he is asked only about a few demo-
graphic data. Based on given information, system classifies him to appropriate
class (step 3). The centroid profile for each group of similar user is determined
using method described in Section 4.2. To verify if the user was classified into the
proper group the system needs to observe his activity. Based on usage data, the
system updates his profile. After few series of adaptation the system compares
obtained profile with other profiles in the group and checks if the user should
not be assign to another group.
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4.1 Developing Demographic Data-Based Classifier

The main problem to solve in this task is: for a given classification of users set U
a minimal subset D′ of attributes from D should be determined, such that the
distance between the classification generated by attributes from D′ and the given
classification is minimal ([8] and [10]). This task is is a NP-complete problem.
Discovering the most significant attributes (the minimal attributes’ set) that can
describe the users, we can reduce the set of required data that user is asked to
fulfill in the registration process. Based on this knowledge and using consensus
method [9] a new non-empty profile will be generated for the new user.

Let U = {U1, U2, . . . , UN} be a set of users profiles and each user is described
by a set of attributes D = {d1, d2, . . . , dM}. While using the system, history of
user activity is gathered and the profile is updated. Based on these data another
grouping process can be carried out to obtain partition Q of user profiles U
using a smaller set of attributes. By a partition of set U we call a finite set of
nonempty and disjoint with each other classes which are subsets of U , such that
their union is equal to U .

The task of a significant feature selection method is to select a set D′ of
attributes as a subset of the set of all attributes A, which would give the partition
as close as possible to previously obtained partition Q, i.e. the distance between
the partition Q and partition obtained by the significant feature is the smallest
according to the assumed distance measure between partitions.

Designed method for feature selection determines which elements of a set of
demographic data D have significant impact on further user activity during the
search process. Knowledge obtained in this way will be used for profile recommen-
dation for a new user in the system. To construct a method of recommendation,
definition of the function of the distance between user profiles and a method for
determining the representative profile of a class are needed.

Using attributes from set D′ the set of users can be clustered. Two users
u1, u2 ∈ U belongs to the same group if and only if values of each attribute
d ∈ D′ are the same. Let’s assume that the clustering process on the basis of
user profiles gives partition PD′ of set U . The previous partition was based on
users’ profiles (partition Q). To compare these two partitions of the same set of
objects a definition of distance measure d(P,Q) between the partitions P and Q
is proposed.
Distance measure between partitions is calculated as number of users that are
assign to different groups.

d(PD, Q) =
1

2ċard(U)

∑̇N

i,j=1
|pij − qij |

where

pij =

{
1, if ui and uj are in different class of PD

0, if ui and uj are in the same class of PD



174 B. Mianowska and N.T. Nguyen

Algorithm 1: Algorithm for Determining Centroid Profile
Input: A set U of N input profiles; set of terms T
Output: A single output profile that is centroid of group
Create the output profile with weights 0
foreach term t ∈ T do

Calculate average weight of term t in user profiles U ;
Add considered term t with calculated weight.

Recommend obtained profile for a new user.

The problem of significant feature selection for classification method using
usage–based classifier is as follows:

Definition 1. Problem of determining demographic-based classifier
For a given partition Q of set U one should determine a minimal set D′ ⊆ D
such that d(PD′ , Q) is minimal.

4.2 Recommending Non-empty Profile for a New User

Profile for a new user will be recommended based on a set of similar users that
were determined on the previous level. When user registers to the system, he is
asked to fulfill the questionnaire about his demographic data. Based on them,
he is classified into group that has similar values of those data. Using knowledge
about other users in this group, the centroid is determined and proposed to the
new user.

5 Experimental Evaluation

Designed collective recommendation methods will be experimentally evaluated
in a simulation environment using the prepared ways of modeling user behavior.
Due to the free availability of Java the developed algorithms are implemented
and a simulation is performed in it. The main objective of the experimental
evaluations is to check if a profile recommended for a new user based on his
demographic data is appropriate for this user. In other words, we would like to
check if the user profile after many adaptation series (user is interacting with the
system and his profile is updated according to his activities) would be classified
to the same group as it was classified at the beginning (based on demographic
data).

Due to the time-consuming problem of gathering real user data, instead of
engaging actual users a method for modeling user behavior in information re-
trieval situations is developed. The way of user profile building and adapting
was presented in our previous works [6] and [7].

The idea of simulating a user is as follows. The user declares a few terms as
his interests. Based on the set of interests, the set of preferences is determined
(using documents that user remarks as relevant, the weights of appropriate terms
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are calculated). User preferences are not visible for the system. The system can
observe only queries and documents relevant to those queries. Based on user
activities, the system builds and updates the user profile. The assumption is
that using the method for adapting the user profile, this profile converges to user
preferences. The method was presented and evaluated in our previous work [7].

5.1 Simulation of User Activity Based on His Demographic Data

This part of the experiment is connected with methodology of simulating user
preferences based on his demographic data. Based on statistical data from Polish
Central Statistical Office and European Commission Eurostat [13] and [14] for
the people from Poland the following values of demographic attributes have been
assumed. Ranking of favorite browsers was developed by Gemius [15].

– gender – V1 = {′M ′,′ W ′} – 51, 7% of population are women;
– age (age interval) – V2 = {15− 19; 20− 24; 25− 29; 30− 34; 35− 39; 40− 45};
– kind of the living town – V3 = {′City′,′ V illage′};
– interests (choose categories) – V4 – list of hobbies;
– education – V5 – 7 levels of education;
– employment (domain/job) – V6 – list of jobs;
– family (no. of children) – V7 – if married or not; how many children;
– language/foreign languages – V8 – list of languages;
– religion – V9 – list of religions;
– favorite browser – V10 = {Chrome, Firefox, IE, Opera, Safari, Other};
– favorite colour – V11 ={white, black, gray, red, blue, brown, green, yellow,

gold}.

To generate population of users that would reflect a real population, the joint
distribution were calculated for available attributes. An exemplary distribution
of data for 3 dimensions: gender, age and kind of town are presented in Table 1.

Table 1. An exemplary data about distribution of gender, age and size of town for
Poles

Age City – Men City – Women Village – Men Village – Women
15–19 5.6% 5.2% 7.5% 7.2%
20–24 7.2% 6.8% 7.5% 7.1%
25–29 8.6% 8.1% 7.6% 7.3%
30–34 8.2% 7.8% 7.3% 7.1%
35–39 7.1% 6.8% 7.1% 6.9%
40–44 5.9% 5.7% 6.5% 6.3%
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5.2 Plan of Experiments

The simulations are performed according to following steps:

1. Generating set of users (demographic data and profiles).
2. Clustering users based on profiles (using existing method – K-means algo-

rithm). The partition Q is obtained.
3. Developing classifier based on user demographic data

– Using association rules algorithm to cluster users.
– Determining a minimal set D′ ⊆ D such that d(PD′ , Q) is minimal.
– For each obtained group determining equivalent group in partition Q.

4. Collecting demographic data from a new user and classifying him to the
group C1 based on D′-classifier.

5. Observing user activities (building and adapting his profile).
6. Classifying the user to the group based on his profile C2.
7. Checking if user was classified to the proper group (if the C1 is the same as

C2).

5.3 Results Analysis

The training set of users has 100 users. The testing set contains 20 users. The
users are searching for documents that contain terms from users’ queries. Based
on the set of relevant documents to each query, theirs profiles are built and
adapted. The users were clustered into 2 – 4 groups using theirs profiles. The
main contribution of the researches was to describe each group by demographic
attributes. Different combinations of 3 out of 10 demographic attributes were
evaluated. The following subsets of demographic data have given the best results:

1. D′
1 = {gender, color, education}

2. D′
2 = {age, gender, colour}

As the preliminary experiments has shown the most important demographic
attributes are gender, age, favorite colour and level of education. It means that
it is enough to ask user only for these attributes and the user should be classified
to the group that would be the most similar in terms of his preferences.

6 Summary and Future Works

In this paper the authors propose a novel method for recommending profile
for a new user based only on knowledge about partial demographic data. A
methodology of experimental evaluation was presented and simulations were
performed. The main objective was to show that based on knowledge about other
similar users, the system can classify a new user based on subset of demographic
data and recommend him a non-empty profile. Using proposed profile, the user
will obtain personalized documents. As the preliminary experiments has shown
the most important demographic attributes are gender, age, favorite color and
level of education.
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Abstract. The use of consensus clustering methods in chemoinformatics is mo-
tivated because of the success of consensus scoring (data fusion) in virtual 
screening and also because of the ability of consensus clustering to improve the 
robustness, novelty, consistency and stability of individual clusterings in other 
areas. In this paper, Cumulative Voting-based Aggregation Algorithm (CVAA) 
was examined for combining multiple clusterings of chemical structures. The 
effectiveness of clusterings was evaluated based on the extent to which they 
clustered compounds, which belong to the same activity class, together. Then, 
the results were compared to other consensus clustering and Ward’s methods. 
The MDL Drug Data Report (MDDR) database was used for experiments and 
the results were obtained by combining multiple clusterings that were applied 
using different distance measures. The experiments show that the voting-based 
consensus method can efficiently improve the effectiveness of chemical struc-
tures clusterings. 

Keywords: Consensus clustering, Cumulative voting, Data fusion, Molecular 
datasets, Ward’s clustering. 

1 Introduction 

Many clustering techniques have been used in the literature for chemical structures 
clustering [1-9] and were used to reduce the high costs and lengthy time needed to dis-
cover new drugs. The clustering helps the pharmaceutical industries to find faster and 
more effective ways of discovering and producing chemical compounds that can effec-
tively react to the examined disease. Furthermore, there is a strong need for a rational 
and effective selection of a subset in the combinatorial chemical library so that the max-
imum amount of information can be obtained by testing minimal numbers of chemical 
compounds. Therefore, many approaches for compound selection have been used  
which are cluster-based compound selection, partition-based compound selection,  
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dissimilarity-based compound selection, and optimization-based compound selection. 
Among these approaches, the cluster-based compound selection, which is known as 
clustering, has become the most commonly used in compound selection [10]. 

Brown and Martin [9] considered the Ward’s clustering method to be the most ef-
fective clustering method in compound clustering. However, as it is known, no clus-
tering method is capable of correctly finding the best clustering results for all datasets 
and applications. So, the idea of combining different clustering results (which is 
known as consensus clustering) is considered as an alternative approach for improv-
ing the quality of the individual clustering algorithms [11]. 

Consensus clustering involves two main steps: (i) partitions generation and (ii) 
consensus function. In the first step, as many as possible individual partitions will be 
generated. Different generation mechanisms can be applied including the using of: (i) 
different object representations; (ii) different individual clustering methods; (iii) dif-
ferent parameters initialisation for clustering methods; and (iv) data resampling. In the 
second step, there are two main approaches which are the objects co-occurrence-
based and the median partition-based approaches. Relabeling and voting-based  
consensus clustering is a method of the first approach.  

In voting-based consensus clustering methods [12-18], the consensus partition is 
derived by seeking an optimal relabeling of the ensemble partitions. In general, the 
optimal relabeling of the ensemble partitions is addressed through a pairwise relabe-
ling of each ensemble partition with respect to a representative partition, which is 
known as the voting problem, so that each cluster of a given ensemble partition is 
viewed as a “voter” that votes for the representative clusters according to a defined 
voting [18] . Then, the voting-based aggregation algorithm is used to obtain the con-
sensus (aggregated) partition [17-18]. 

In chemoinformatics, Chu et al. [19] used consensus similarity matrix methods on 
sets of chemical structures and concluded that the consensus clustering methods can 
outperform the Ward's method, the current standard clustering method for chemoinfor-
matics applications. However, based on the implemented methods, it was not the case if 
the clustering is restricted to a single consensus method. In addition, Saeed et al. [20] 
examined the use of the Cluster-based Similarity Partitioning Algorithm CSPA [21], for 
combining multiple clusterings of MDDR dataset and concluded that it can improve the 
effectiveness of individual clusterings and provide robust and stable clustering. Howev-
er, the high cost of computations using similarity matrix consensus clustering methods 
lead to find efficient algorithm to improve the effectiveness of combining multiple clus-
terings of chemical structures. In this paper, cumulative voting-based aggregation algo-
rithm is used. The computational complexity for similarity matrix based methods is O 
(n2), whereas for CVAA is O (n), where n is the number of objects [11]. 

2 Materials and Methods 

2.1 Dataset 

The MDL Drug Data Report (MDDR) database [22] was used for experiments. This 
database consists of 102516 molecules. The MDDR subset (DS1) was chosen from 
the MDDR database which has been used for many virtual screening experiments  
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[23-25]. The DS1 dataset contains eleven activity classes (8294 molecules), which 
involves homogeneous and heterogeneous active molecules. Details of this dataset are 
listed in Table 1. Each row in the table contains an activity class, the number of mole-
cules belonging to the class, and the diversity of the class, which was computed as the 
mean pairwise Tanimoto similarity calculated across all pairs of molecules in the 
class. For the clustering experiments, two 2D fingerprint descriptors were used which 
were developed by Scitegic’s Pipeline Pilot [26]. These were 120-bit ALOGP and 
1024-bit ECFP_4 fingerprints. 

Table 1. MDDR Activity Classes for DS1 Dataset 

Activity Index Activity class Active molecules Pairwise similarity 

 

Mean 

31420 Renin Inhibitors   1130 0.290 

71523 HIV Protease Inhibitors 750 0.198 

37110 Thrombin Inhibitors   803 0.180 

31432 Angiotensin II AT1 Antagonists 943 0.229 

42731 Substance P Antagonists 1246 0.149 

06233 Substance P Antagonists 752 0.140 

06245 5HT Reuptake Inhibitors 359 0.122 

07701 D2 Antagonists 395 0.138 

06235 5HT1A Agonists 827 0.133 

78374 Protein Kinase C Inhibitors 453 0.120 

78331 Cyclooxygenase Inhibitors 636 0.108 

2.2 Partitions Generation 

Every consensus clustering method is made up of two steps: partitions generation and 
consensus functions. In this paper, the partitions (also called ensembles) were gener-
ated by using six individual clustering algorithms on each 2D fingerprint. These algo-
rithms were single linkage, complete linkage, average linkage, weighted average  
distance, Ward and K-means clustering methods. The thresholds of 500, 600, 700, 
800, 900 and 1000 were used to generate partitions with different sizes (number of 
clusters). Every individual clustering method was applied by using six distance meas-
ures in order to generate six ensembles for each 2D fingerprint (each ensemble in-
cludes 6 partitions). The distance measures, which were used with each clustering 
technique, were Correlation, Cosine, Euclidean, Hamming, Jaccard and Manhattan.  

2.3 Cumulative Voting-Based Aggregation Algorithm 

The cumulative voting based aggregation algorithm consists of two steps; the first one 
is to obtain the optimal relabeling for all partitions, which is known as the voting 
problem. Then, the voting-based aggregation algorithm is used to obtain the  
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aggregated (consensus) partition. The cumulative voting-based aggregation algorithm 
described by Ayed and Kamel [17-18] is shown in Figures 1-2.  

Let χ denote a set of n data objects, and let a partition of χ into k clusters be 
represented by an n×k matrix U such that ∑ q = 1

k ujq = 1, for ∀ j. Let u = {Ui}i = 1
b 

denote an ensemble of partitions. The voting-based aggregation problem is concerned 
with searching for an optimal relabeling for each partition Vi with respect to repre-
sentative partition U0 (with k0 clusters) and for a central aggregated partition denoted 
as Ū that summarises the ensemble partitions. The matrix of coefficients Wi, which is 
a ki × k0 matrix of wlq

i coefficients, is used to obtain the optimal relabeling for ensem-
ble partitions. 

In this paper, the fixed-reference approach is used, whereby an initial reference 
partition is used as a common representative partition for all the ensemble partitions 
and remains unchanged throughout the aggregation process. Instead of selecting ran-
dom partition, the partition that is generated by the method, which showed high abili-
ty to separate active from inactive molecules in our experiments, is suggested to be 
the reference partition U0; and this method is the Ward’s clustering (the current stan-
dard clustering method for Chemoinformatics applications).  The cumulative voting 
based aggregation algorithm is described in Figure 2.  

 
 

                        

Fig. 1. Voting-based consensus clustering method 

 

End

Generate the Ensemble (partitions)

Voting Process

Assign object to higher voted cluster

Solve the Label Correspondence Problem

Start
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1: select a partition Ui ∈ u  which is generated by the Ward’s method and assign to U0 
2: for i =1 to b  do 
3:       Wi  = ( iU T iU ) -1 iU T U0 

4:        Vi  = iU Wi 

5:        U0 = 
i

i 1−
 U0 + 

i

1
 Vi 

6: end for 
7: Ū = U0. 

Fig. 2. Cumulative Voting-based Aggregation Algorithm 

2.4 Performance Evaluation 

The results were evaluated based on the effectiveness of the methods to separate ac-
tive from inactive molecules using Quality Partition Index (QPI) measure [27]. As 
defined by [8], an active cluster is a non-singleton cluster for which the percentage of 
active molecules in the cluster is greater than the percentage of active molecules in 
the dataset as a whole. Let p be the number of actives in active clusters, q be the num-
ber of inactives in active clusters, r be the number of actives in inactive clusters (i.e., 
clusters that are not active clusters) and s be the number of singleton actives. The high 
value occurs when the actives are clustered tightly together and separated from the 
inactive molecules. The QPI is defined to be: 

                                                       srqp

p
QPI

+++
=           (1) 

3 Results and Discussion 

The ensembles were generated by using the six individual clusterings, each with the 
six distance measures. Six ensembles (each with size of six partitions) were combined 
using graph-based consensus clustering (CSPA) and voting-based consensus cluster-
ing (CVAA). This process was done for each fingerprint (ALOGP and ECFP_4). 

The mean of QPI values were averaged over the eleven activity classes of the data-
set. Tables 2-3 show the effectiveness of MDDR dataset clustering for ALOGP and 
ECFP_4 fingerprints. The best values for QPI of consensus clustering methods for 
each column in all tables were bold-faced for ease of reference.   

Visual inspection of QPI values in Tables 2-3 enables comparisons to be made be-
tween the effectiveness of two consensus clustering methods and the Ward’s method. 
In addition, two fingerprints were used for the experiments in order to study the effec-
tiveness of consensus clustering on different representations of molecular dataset. 

For clustering of MDDR dataset which was represented by ALOGP fingerprint, as 
shown in Table 2, the performance of voting-based consensus method (CVAA) out-
performed the Ward’s method and the graph-based consensus method (CSPA). The 
highest QPI values were obtained by using Jaccard distance measure. 
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Table 2. Effectivenss of clustering of MDDR dataset using QPI: ALOGP Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

Clustering 

CVAA 

Correlation 43.84 47.38 48.72 50.70 53.41 54.06 

Cosine 45.60 46.08 47.56 50.46 53.79 54.50 

Euclidean 44.43 45.54 47.95 48.65 52.68 54.86 

Hamming 53.13 56.08 59.07 60.58 64.02 67.76 

Jaccard 57.86 60.62 64.07 66.49 70.68 73.53 

Manhattan 56.01 58.10 60.99 61.86 64.56 65.97 

       

CSPA 

Correlation 46.81 50.04 51.72 51.78 54.23 56.36 

Cosine 46.04 49.49 51.42 52.11 54.48 55.92 

Euclidean 46.20 49.86 51.05 51.88 54.36 56.33 

Hamming 54.67 58.50 60.27 61.78 62.33 65.66 

Jaccard 55.03 59.13 60.84 61.03 63.73 67.44 

Manhattan 55.08 59.00 59.10 60.84 61.78 64.61 

Individual 

Clustering 

Ward's 

method 
 52.33 54.86 56.90 59.00 61.33 63.17 

Table 3. Effectivenss of clustering of MDDR dataset using QPI: ECFP_4 Fingerprint 

Clustering Method 
No. of clusters 

500 600 700 800 900 1000 

Consensus 

Clustering 

CVAA 

Correlation 74.86 78.02 82.39 84.16 85.71 87.04 

Cosine 74.79 78.12 81.85 84.78 85.91 87.18 

Euclidean 71.04 74.92 78.41 81.91 84.47 86.80 

Hamming 70.99 74.36 78.47 81.68 84.24 86.28 

Jaccard 83.48 87.01 88.72 90.98 90.67 92.05 

Manhattan 70.74 74.26 78.52 81.74 84.12 86.09 

       

CSPA 

Correlation 70.58 73.29 74.86 76.86 79.17 82.03 

Cosine 71.23 71.85 76.43 76.55 78.06 81.21 

Euclidean 65.33 67.09 72.49 72.73 74.50 78.75 

Hamming 64.68 66.82 69.88 71.25 74.17 76.64 

Jaccard 69.91 71.73 74.20 76.01 77.72 79.26 

Manhattan 63.07 65.77 68.83 71.50 74.06 77.33 

Individual 

Clustering 

Ward's 

method 
 75.83 79.88 83.34 84.25 86.49 88.25 
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Similarly, the results in Table 3 show that, when ECFP_4 fingerprint is used, the 
CVAA consensus clustering performed very well and outperformed the Ward’s and 
CSPA methods. The Jaccard distance measure was the method of choice to generate 
the ensembles which gives the highest QPI values.  

4 Conclusion and Future Work 

The results of the experiments show that the cumulative voting-based aggregation 
algorithm (CVAA) can efficiently improve the effectiveness of chemical structures 
clusterings. The performance of CVAA consensus clustering outperforms CSPA and 
Ward’s methods for both ALOGP and ECFP_4 fingerprints. The experiments suggest 
that when using CVAA, the Jaccard distance measures is the method of choice for 
generating ensembles using different individual clusterings. In the future work, more 
voting-based consensus clustering methods will be examined and compared with 
Ward and other consensus clustering methods. 
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Abstract. Incremental support vector regression algorithms (SVR) and 
sequential minimal optimization algorithms (SMO) for regression were 
implemented. Intensive experiments to compare predictive accuracy of the 
algorithms with different kernel functions over several datasets taken from 
a cadastral system were conducted in offline scenario. The statistical analysis of 
experimental output was made employing the nonparametric methodology 
designed especially for multiple N×N comparisons of N algorithms over N 
datasets including Friedman tests  followed by Nemenyi’s, Holm’s, Shaffer’s, 
and Bergmann-Hommel’s post-hoc procedures. The results of experiments 
showed that most of SVR algorithms outperformed significantly a pairwise 
comparison method used by the experts to estimate the values of residential 
premises over all datasets. Moreover, no statistically significant differences 
between incremental SVR and non-incremental SMO algorithms were observed 
using our stationary cadastral datasets. The results open the opportunity of 
further research into the application of incremental SVR algorithms to predict 
from a data stream of real estate sales/purchase transactions. 

Keywords: support vector regression, incremental SVR, SMO for regression, 
property valuation. 

1 Introduction 

Several computational intelligence methods to create data driven models to assist with 
real estate appraisals were devised during the last two decades. The main attention 
was focused on neural networks [1], [2], less researchers have been involved in the 
application of fuzzy systems [3], [4] and support vector machines [5], [6]. We 
explored several approaches to build predictive models for property valuation 
including evolutionary fuzzy systems, neural networks, and decision trees using 
MATLAB, KEEL, RapidMiner, and WEKA data mining systems [7], [8], [9]. We 
also constructed and evaluated models employing evolving fuzzy systems eTS [10] 
and FLEXFIS [11] which treated cadastral data on property sales/purchase 
transactions as a data stream which in turn could reflect the changes of real estate 
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market in the course of time. In this paper we report our recent study into the 
application of incremental support vector regression to this purpose.  

Online machine learning algorithms are especially useful when dealing with very 
large or non-stationary data. In online learning scenario subsequent instances of 
training data come in one by one whereas in classical batch mode all instances are 
available at once. Batch algorithms are inefficient when applied to an online setting 
because they have to be retrained from scratch as new data come in and this is 
expensive and time consuming. Support vector machine was shown to be valuable 
technique to solve many classification and regression problems revealing a very good 
generalization performance. Majority of support vector regression algorithms assume 
batch processing of all available training instances [12], [13], [14]. Several 
researchers tackled the problem of adapting support vector machine to online 
learning; early proposed algorithms were approximate. Accurate incremental and 
decremental support vector regression algorithms were devised by Ma [15] and 
Gâlmeanu [16] based on the approach of Cauwenberghs and Poggio for incremental 
SVM classification [17]. Incremental and decremental training consists in the 
migration of vectors in and out of the support set along with modifying the associated 
thresholds and preserving the Karush-Kuhn-Tucker (KKT) conditions.  

We implemented a SVR algorithm for online settings based on Ma’s and 
Gâlmeanu’s proposals. In order to able to conduct a comparative evaluation we 
implemented also non-incremental Smola and Schölkopf’s sequential minimal 
optimization (SMO) algorithm for support vector machine for regression [18], [19]. 
Both algorithms were applied to real-world regression problem of predicting the 
prices of residential premises based on historical data of sales/purchase transactions 
obtained from a cadastral system. The experiments were carried out using a cross-
validation approach for offline processing. Moreover, we compared SVR algorithms 
with a property valuating method employed by professional appraisers in reality.  

The analysis of the results was performed using statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for multiple 
N×N comparisons [20], [21], [22]. The idea behind statistical methods applied to 
analyse the results of experiments was as follows. The commonly used paired tests 
i.e. parametric t-test and its nonparametric alternative Wilcoxon signed rank tests are 
not appropriate for multiple comparisons due to the so called family-wise error. The 
proposed routine starts with the nonparametric Friedman test, which detect the 
presence of differences among all algorithms compared. After the null-hypotheses 
have been rejected the post-hoc procedures should be applied in order to point out the 
particular pairs of algorithms which produce differences. For N×N comparisons 
nonparametric Nemenyi’s, Holm’s, Shaffer’s, and Bergamnn-Hommel’s procedures 
are recommended. 

2 Methods Used and Experimental Setup 

The investigation was conducted with our experimental system developed in C# in 
.NET environment [23] designed to carry out research into support vector regression 
employed to create data driven property valuation models. We implemented in the 
system an incremental / decremental SVR following Ma’s and Gâlmeanu’s proposals 
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[15], [16] as well as the Smola and Schölkopf’s sequential minimal optimization 
algorithm for regression [18], [19]. Different kernel functions were employed in both 
algorithms. Following denotation will be used in the rest of the paper: 

• INC – incremental /decremental SVR algorithm, 
• SMO – sequential minimal optimization algorithm for regression, 
• R – Gaussian radial basis function of the form k(x,y)=exp(-γ‖x-y‖2), 
• RE – exponential kernel in the form of k(x,y)=exp(-γ‖x-y‖), 
• RG – Gaussian kernel in the form of k(x,y)=exp(-0.5‖x-y‖2/σ2), 
• Expert – pairwise comparison approach developed by professional appraisers. 

The predictive accuracy of seven property valuation models, i.e. INC-R, INC-RE, 
INC-RG, SMO-R, SMO-RE, SMO-RG, and Expert was compared over several 
cadastral datasets. As performance measure the root mean square error (RMSE) was 
used; data was normalized using min-max approach; 10-fold cross-validation was 
applied in offline processing. Much emphasis was laid on the parameter selection for 
our SVR algorithms. In the system we implemented two methods for determining the 
optimal parameters, namely grid search based on principles from design of 
experiments (DOE) elaborated by Staelin [24] and pattern search (PS) developed by 
Momma and Bennett [25]. So, we were able to carry out a few thousand preliminary 
runs to obtain parameters providing the models with the best predictive accuracy. 

2.1 Dataset Used in Experiments 

Real-world dataset used in experiments was drawn from an unrefined dataset 
containing above 50,000 records referring to residential premises transactions 
accomplished in one Polish city with the population of 640,000 within eleven years 
from 1998 to 2008. In this period most transactions were made with non-market 
prices when the council was selling flats to their current tenants on preferential terms. 
First of all, transactional records referring to residential premises sold at market prices 
were selected. Then the dataset was confined to sales transaction data of apartments 
built before 1997 and where the land was leased on terms of perpetual usufruct. 
Hence, the final dataset counted 5303 records and comprised all premises which 
values could be estimated by the experts.  

The prices of premises change substantially in the course of time what justifies the 
application of incremental learning methods. However, in our experiment we assumed 
the batch scenario to create data-driven models. Therefore, whole dataset could not be 
used in scenario. It should have been spilt into subsets covering smaller periods and 
we might assume that within one year the prices of premises with similar attributes 
were roughly comparable. We prepared two series of subsets one-year and half-year 
ones in the following way. Starting from the beginning of 1998 the prices were 
updated for the last day of subsequent one-years or half-years. The trends were 
modelled by polynomials of degree three. The chart illustrating the change trend of 
average transactional prices per square metre is given in Fig. 1. We might assume that 
one-year and half-year datasets differed from each-other and might constitute 
different observation points to compare the accuracy of ensemble models in our study 
and carry out statistical tests. The sizes of one-year and half-year datasets are given in 
Table 1 and Table 2, respectively. 
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Table 1. Number of instances in one-year datasets 

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 

269 477 329 463 530 653 546 580 677 575 204 

Table 2. Number of instances in half-year datasets 

199802 199901 199902 200001 200002 200101 200102 200201 200202 200301 

202 213 264 162 167 228 235 267 263 267 

200302 200401 200402 200501 200502 200601 200602 200701 200702 200801 

386 278 268 244 336 300 377 289 286 181 

 

Fig. 1. Change trend of average transactional prices per square metre over time 

2.2 Expert’s Valuation Method 

In order to compare evolutionary machine learning algorithms with techniques 
applied to property valuation we asked professional appraisers to evaluate premises 
using historical data of sales/purchase transactions obtained from a cadastral system. 
In this section the pairwise comparison method used by the experts to estimate the 
values of premises comprised in our dataset is described. The experts simulated 
professional appraisers’ work in the way it is done in reality. 

First of all the whole area of the city was divided into 6 quality zones: 1 - the 
central one, 2 - near-medium, 3 - eastern-medium, and 4 – western-medium zones, 
and finally 5 - south-western-distant and 6 - north-eastern-distant zones. Next, the 
premises located in each zone were classified into 243 groups determined by 5 
following quantitative features selected as the main price drivers: Area, Year, Storeys, 
Rooms, and Centre. Domains of each feature were split into three brackets as follows.  

Area denotes the usable area of premises and comprises small flats up to 40 m2, 
medium flats in the bracket 40 to 60 m2, and big flats above 60 m2.  

Year (Age) means the year of a building construction and consists of old buildings 
constructed before 1945, medium age ones built in the period 1945 to 1960, and new 
buildings constructed between 1960 and 1996, the buildings falling into individual 
ranges are treated as in bad, medium, and good physical condition respectively.  
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Storeys are intended for the height of a building and are composed of low houses 
up to three storeys, multi-family houses from 4 to 5 storeys, and tower blocks above 5 
storeys. 

Rooms are designated for the number of rooms in a flat including a kitchen. The 
data contain small flats up to 2 rooms, medium flats in the bracket 3 to 4, and big flats 
above 4 rooms.  

Centre stands for the distance from the city centre and includes buildings located 
near the centre i.e. up to 1.5 km, in a medium distance from the centre - in the 
brackets 1.5 to 5 km, and far from the centre - above 5 km. 

 

Fig. 2. Time windows used in the pairwise comparison method of experts’ estimation 

Premises estimation procedure employed a two-year time window to take 
transaction data of similar premises into consideration (Fig. 2). 

1. Take next premises to estimate. 
2. Check the completeness of values of all five features and note a transaction 

date. 
3. Select all premises sold earlier than the one being appraised, within current 

and one preceding year and assigned to the same group. 
4. If there are at least three such premises calculate the average price taking the 

prices updated for the last day of a given transaction year (or half year). 
5. Return this average as the estimated value of the premises. 
6. Repeat steps 1 to 5 for all premises to be appraised. 
7. For all premises not satisfying the condition determined in step 4 extend the 

quality zones by merging 1 & 2, 3 & 4, and 5 & 6 zones. Moreover, extend 
the time window to include current and two preceding years. 

8. Repeat steps 1 to 5 for all remaining premises. 

3 Results of Experiments 

The performance of seven models, i.e. INC-R, INC-RE, INC-RG, SMO-R, SMO-RE, 
SMO-RG, and Expert built over one-year and half-year datasets was presented in 
Tables 3 and 4 and compared graphically in Figures 3 and 4, respectively. The best 
results for each dataset are stressed in boldface in Tables 3 and 4. It can be easily seen 
that the performance of the experts’ method fluctuates strongly achieving for some 
datasets, i.e. 2001, and 2008, excessively high RMSE values. However,  differences 
among incremental and non-incremental SVR are not apparent therefore we should 
refer to statistical tests of significance. 
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Table 3. Performance of models in terms of RMSE generated using SVR for one-year datasets 

Dataset INC-R INC-RE INC-RG SMO-R SMO-RE SMO-RG Expert 

1998 0.09863 0.09920 0.10689 0.10010 0.09875 0.10589 0.11232 

1999 0.09075 0.08270 0.09028 0.08977 0.08354 0.09022 0.11556 

2000 0.08042 0.08076 0.08269 0.08322 0.08213 0.08243 0.10340 

2001 0.06381 0.06181 0.06667 0.06604 0.06303 0.06718 0.13262 

2002 0.06700 0.06514 0.06964 0.06806 0.06573 0.07156 0.08717 

2003 0.07387 0.07699 0.07625 0.07711 0.07771 0.07683 0.08680 

2004 0.09175 0.08669 0.09249 0.09066 0.08751 0.09420 0.10242 

2005 0.07464 0.07053 0.07666 0.07509 0.07132 0.07671 0.09672 

2006 0.08932 0.08582 0.08998 0.09202 0.08560 0.09210 0.09515 

2007 0.06113 0.06555 0.06408 0.06533 0.06960 0.06436 0.08115 

2008 0.07342 0.07518 0.07475 0.07342 0.07615 0.07477 0.11832 

 

 

Fig. 3. Comparison of models built using SVR for one-year datasets 

Table 4. Performance of models in terms of RMSE generated using SVR for half-year datasets 

Dataset INC-R INC-RE INC-RG SMO-R SMO-RE SMO-RG Expert 
199802 0.11187 0.11141 0.11418 0.10266 0.10512 0.11223 0.12275 
199901 0.09919 0.09065 0.09997 0.10018 0.09696 0.10024 0.09719 
199902 0.09705 0.08882 0.09948 0.09688 0.09138 0.09863 0.11985 
200001 0.09362 0.09148 0.09194 0.09656 0.09129 0.09249 0.09122 
200002 0.10779 0.10262 0.09259 0.10775 0.10262 0.09444 0.11501 
200101 0.07355 0.07262 0.07422 0.07355 0.07460 0.07529 0.14852 
200102 0.09398 0.09672 0.09240 0.09398 0.09672 0.09352 0.10104 
200201 0.09754 0.08654 0.10315 0.09279 0.08470 0.10353 0.10192 
200202 0.07822 0.07875 0.07641 0.07822 0.07881 0.07691 0.15045 
200301 0.09608 0.09298 0.09547 0.09295 0.09635 0.09266 0.09361 
200302 0.08030 0.08365 0.08050 0.08100 0.08336 0.08083 0.09333 
200401 0.10070 0.09434 0.10128 0.10070 0.09436 0.10261 0.11183 
200402 0.09939 0.08977 0.09986 0.09939 0.09305 0.10139 0.11284 
200501 0.09650 0.07681 0.09644 0.09185 0.07693 0.09272 0.12704 
200502 0.08684 0.08962 0.08695 0.09073 0.08947 0.09067 0.10525 
200601 0.10363 0.09467 0.10283 0.10425 0.09445 0.10768 0.10115 
200602 0.09729 0.09106 0.09850 0.09921 0.09461 0.09918 0.10430 
200701 0.07329 0.07769 0.07235 0.07733 0.08409 0.07346 0.08581 
200702 0.08773 0.09040 0.09335 0.08609 0.09192 0.09158 0.09682 
200801 0.08339 0.08111 0.08102 0.08339 0.08411 0.08694 0.14577 
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Fig. 4. Comparison of models built using SVR for half-year datasets 

The Friedman test performed in respect of RMSE values of all models built over 
11 one-year and 20 half-year datasets showed that there were significant differences 
between some models. Average ranks of individual models are shown in Table 5, 
where the lower rank value the better model. The incremental algorithm INC-RE was 
the first in both lists. Adjusted p-values for Nemenyi’s, Holm’s, Shaffer’s, and 
Bergmann-Hommel’s post-hoc procedures for N×N comparisons for all possible pairs 
of algorithms are shown in Tables 6 and 7 for one-year and half-year datasets, 
respectively. For comparison, the results of paired Wilcoxon tests are placed in both 
tables. The p-values indicating the statistically significant differences between given 
pairs of algorithms are marked with italics. The significance level considered for the 
null hypothesis rejection was 0.05. Following main observations could be done based 
on the most powerful Shaffer’s, and Bergmann-Hommel’s post-hoc procedures: INC-
R, INC-RE, SMO-R, and SMO-RE algorithms revealed significantly better 
performance than Expert method. The same could be observed in the case of INC-RG 
but for only half-year datasets. There are not significant differences among the 
incremental and non-incremental SVR algorithms. The paired non-parametric 
Wilcoxon test can lead to over-optimistic decisions because it allows for rejection of 
a few more null hypotheses.  

Table 5. Average rank positions of SVR models determined during Friedman test  

 1st 2nd 3rd 4th 5th 6th 7th 
One-year INC-RE INC-R SMO-RE SMO-R INC-RG SMO-RG Expert 

 (2.36) (2.50) (3.09) (3.95) (4.27) (4.82) (7.00) 
Half-year INC-RE SMO-RE INC-RG SMO-R INC-R SMO-RG Expert 

 (2.70) (3.45) (3.70) (3.70) (3.85) (4.55) (6.05) 

Table 6. Adjusted p-values for N×N comparisons of SVR models over 11 one-year datasets  

Model  vs  Model pWilcox pNeme pHolm pShaf pBerg 

INC-RE vs Expert 0.003346 1.01E-05 1.01E-05 1.01E-05 1.01E-05 

INC-R vs Expert 0.003346 2.17E-05 2.07E-05 1.55E-05 1.55E-05 

SMO-RE vs Expert 0.003346 4.62E-04 4.18E-04 3.30E-04 2.42E-04 

SMO-R vs Expert 0.003346 0.019859 0.017022 0.014185 0.010402 

INC-RG vs Expert 0.003346 0.064440 0.052166 0.046029 0.033754 
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Table 6. (continued) 

INC-RE vs SMO-RG 0.016369 0.161818 0.123290 0.115584 0.115584 

INC-R vs SMO-RG 0.004439 0.248790 0.177707 0.177707 0.118471 

SMO-RG vs Expert 0.003346 0.374940 0.249960 0.196397 0.196397 

INC-RE vs INC-RG 0.016369 0.802502 0.496787 0.420358 0.382144 

INC-R vs INC-RG 0.004439 1.000000 0.651490 0.597199 0.382144 

SMO-RE vs SMO-RG 0.040861 1.000000 0.668474 0.668474 0.425393 

INC-RE vs SMO-R 0.016369 1.000000 0.841455 0.841455 0.589019 

INC-R vs SMO-R 0.028418 1.000000 1.000000 1.000000 1.000000 

INC-RG vs SMO-RE 0.091162 1.000000 1.000000 1.000000 1.000000 

SMO-R vs SMO-RE 0.109512 1.000000 1.000000 1.000000 1.000000 

SMO-R vs SMO-RG 0.050461 1.000000 1.000000 1.000000 1.000000 

INC-RE vs SMO-RE 0.007646 1.000000 1.000000 1.000000 1.000000 

INC-R vs SMO-RE 0.722108 1.000000 1.000000 1.000000 1.000000 

INC-RG vs SMO-RG 0.109512 1.000000 1.000000 1.000000 1.000000 

INC-RG vs SMO-R 0.286004 1.000000 1.000000 1.000000 1.000000 

INC-R vs INC-RE 0.286004 1.000000 1.000000 1.000000 1.000000 

Table 7. Adjusted p-values for N×N comparisons of SVR models over 20 half-year datasets 

Model  vs  Model pWilcox pNeme pHolm pShaf pBerg 

INC-RE vs Expert 0.000103 1.97E-05 1.97E-05 1.97E-05 1.97E-05 

SMO-RE vs Expert 0.000189 0.002966 0.002825 0.002118 0.002118 

INC-R vs Expert 0.000390 0.012214 0.011051 0.008724 0.006398 

INC-RG vs Expert 0.000780 0.012214 0.011051 0.008724 0.006398 

SMO-R vs Expert 0.000390 0.026876 0.021757 0.019197 0.014078 

INC-RE vs SMO-RG 0.030366 0.142097 0.108264 0.101498 0.101498 

SMO-RG vs Expert 0.000892 0.590269 0.421621 0.421621 0.309188 

INC-RE vs SMO-R 0.027622 1.000000 1.000000 1.000000 0.922923 

SMO-RE vs SMO-RG 0.100459 1.000000 1.000000 1.000000 1.000000 

INC-RE vs INC-RG 0.073139 1.000000 1.000000 1.000000 1.000000 

INC-R vs INC-RE 0.022769 1.000000 1.000000 1.000000 1.000000 

INC-R vs SMO-RG 0.125860 1.000000 1.000000 1.000000 1.000000 

INC-RG vs SMO-RG 0.172996 1.000000 1.000000 1.000000 1.000000 

INC-RE vs SMO-RE 0.093604 1.000000 1.000000 1.000000 1.000000 

SMO-R vs SMO-RG 0.313464 1.000000 1.000000 1.000000 1.000000 

SMO-R vs SMO-RE 0.125860 1.000000 1.000000 1.000000 1.000000 

INC-RG vs SMO-RE 0.295878 1.000000 1.000000 1.000000 1.000000 

INC-R vs SMO-RE 0.135358 1.000000 1.000000 1.000000 1.000000 

INC-R vs SMO-R 0.777565 1.000000 1.000000 1.000000 1.000000 

INC-RG vs SMO-R 0.910825 1.000000 1.000000 1.000000 1.000000 

INC-R vs INC-RG 0.881293 1.000000 1.000000 1.000000 1.000000 
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4 Conclusions and Future Work 

The experiments aimed to compare the performance of three versions of incremental 
SVR algorithms and three versions of sequential minimal optimization algorithms for 
regression were conducted. The algorithms differed in types of kernel function used. 
Moreover, the predictive accuracy of a pairwise comparison method employed by 
professional appraisers in reality was compared with the SVR models applied for 
residential premises valuation. 

The overall results of our investigation were as follows. Four of six SVR 
algorithms revealed prediction accuracy significantly better than the experts’ method 
employed in reality. It confirms that automated valuation models based on SVR can 
be successfully utilized to support appraisers’ work. Moreover, no statistically 
significant differences among both incremental SVR and non-incremental SMO 
algorithms were observed using our stationary cadastral datasets. The results open the 
opportunity of further research into the application of incremental SVR algorithms to 
predict from data stream of real estate sales/purchase transactions.  

Non-parametric statistical procedures especially designed for the comparison of 
multiple algorithms over multiple datasets were applied to the analysis of the 
experimental results. They consisted of the Friedman test followed by Nemenyi’s, 
Holm’s, Shaffer’s, and Bergmann-Hommel’s post-hoc procedures. Compared to 
pairwise Wilcoxon test they discard smaller number of null hypotheses. Therefore, 
they are able to detect only stronger differences among algorithms. 
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Abstract. Short-interfering RNAs (siRNAs) suppress gene expression
through a process called RNA interference (RNAi). Current research fo-
cuses on finding design principles or rules for siRNAs and using them to
artificially generate siRNAs with high efficiency of gene knockdown abil-
ity. Design rules have been reported by analyzing biology experiments
and applying learning methods. However, possible good design rules or
hidden characteristics remain undetected. In contribution to computa-
tional methods for finding design rules which are mostly employed by
discriminative learning techniques, in this paper we propose a novel de-
scriptive method to discover two design rules for effective siRNA se-
quences with 19 nucleotides (nt) and 21 nt in length that have important
characteristics of previous design rules and contain new characteristics of
highly effective siRNA. The key idea of the method is first to transform
siRNAs to transactions then apply an Apriori adaptation with automatic
min−support values to detect descriptive rules for effective and ineffec-
tive siRNAs. Rational design rules are created by analyzing graphical
representations of descriptive rules. Experimental evaluation on the two
siRNA data sets including 5737 siRNA sequences shown that our design
rules are promising to design siRNAs effectively.

Keywords: RNAi, siRNA, Apriori algorithm, discriminative learning
techniques, descriptive method, design rules.

1 Introduction

In 2006, Fire and Mello received Nobel prize for their contributions to RNA in-
terference (RNAi). Their contributions as well as other research groups’ to dis-
covery of RNAi have already had an immense impact on biomedical research and
will most likely lead to novel medical applications in the future. RNAi is a pow-
erful technique for post–transcriptional silencing of messenger RNA (mRNA).
In RNAi, double strand RNA (dsRNA) sequences are introduced into cells and
cleaved into short interfering RNA sequences (siRNAs). After that, each siRNA
binds to its complementary target mRNA and induces its degradation. There-
fore, the translation process of the mRNA into protein will be prevented and
infection by RNA viruses can be blocked. On RNAi research, designing of effec-
tive siRNAs, which can silence mRNA sequences efficiently, is one of the most
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important challenges. Numerous biological works have been carried out in order
to clarify rational design rules to generate effective siRNAs.

In the view point of biological research, the first rational design rules for siR-
NAs were proposed by Elibalshir [1],[2],[3]. They suggested that effective siRNAs
having 19–21 nt in length with 2 nt overhangs at 3’ end can silence mRNA ef-
ficiently. LiSa J Scherer et al. [4] reported that the thermodynamic properties
(G/C content of siRNA) to target specific mRNA are important characteristics.
Soon after these early works, many rational rules [5],[6],[7],[8],[9] for effective
siRNAs have been reported. Characteristics of these rules relate to thermody-
namic properties, point-specific nucleotides and specific motif sequences.

Although the positional nucleotide characteristics for siRNA design rules are
considered as the most important factor to determine effective siRNAs, there
exist inconsistencies among proposed design rules. Most of previous design rules
have the same statements at position 1 and 19 on siRNAs but have some incon-
sistencies at other positions. This also implies that these rules might result in
the generation of many candidate siRNAs and thus make it dificult to extract a
few of them for synthesizing effective siRNAs. Furthermore, previous emprical
analysises only based on small data sets and focused on specific genes. Therefore,
these rules may be not enough information to design effective siRNAs.

In computational approach, some discriminative methods have been applied
to find design rules and select effective siRNAs. Chalk et al [10] reported ther-
modynamic properties by using the regression tree tool in BioJava software.
According to them, the score of a siRNA candidate is incremented by one for
each rule fulfilled giving a score range of (0,7). Teramoto et al. [11] and Ladunga
[12] used Support Vector Machine (SVM) to select effective siRNAs. Teramoto
adapted the string kernel with Libsvm program to classify siRNAs into effec-
tive and ineffective classes by representing each siRNA as k–mer subsequences.
Ladunga used SVMLight package with polynominal kernels to train over 2200
siRNA sequences. Huesken et al. [13] discovered motifs for effective and ineffec-
tive siRNA sequences based on the significance of nucleotides by applying the
artificial neural network to train more than 2,400 siRNAs targeting human as
well as rodent genes. Shigeru Takasaki [15] proposed prediction methods based
on neural networks and decision trees for selecting effective siRNA from many
possible candidates. In the first method, the author used K-means algorithm to
calculate variances and centers of each Radial Basis Function corresponding to
K nodes on the hidden layer. The similarity of two sequences used is Euclidean
distance. In the second one, a decision tree is divided into growing and prun-
ing steps. The testing data were used to check the increasing missclassification
error in the tree pruning step. Morever, he combined two methods to increase
efficiency of the prediction.

However, these discriminative techniques are potentially unsuitable to detect
hidden characteristics of data. The relationships of charateristics are not explicit
and visualiable. Neural networks can not guarantee the solution and produce
diffirent results when training again with the same data. In Takasaki work, the
meaning of clusters were not mentioned and Euclidean distance is also not good
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to assess similarity of each pair of siRNAs. Thus, K-means algorithm in this case
can get bad results. Moreover, the decision tree method can not generalise the
data well because of overfitting and it can be unstable because small variations
in data may result different trees or the different design rules.

To overcome those above drawbacks, descriptive approach is the promising
way to find important characteristics from data and describe data explicitly.
It also clarifies the relationships between characteristics of data. Therefore, a
new descriptive method will be proposed to detect rational design rules for ef-
fective siRNAs that mostly have characteristics of previous design rules and
contain new characteristics of effective siRNAs. The method will detect de-
scriptive rules by apdating Apriori algorithm with automatic min−support val-
ues after transforming siRNAs to transactions. The detected descriptive rules
are filtered, graphically represented and analyzed to generate design rules for
effective siRNAs.

2 Related Work

In this section, we describe previous design rules for effective siRNA sequences
as follows.

Reynolds et al.[5] analyzed 180 siRNAs systematically and reported the fol-
lowing eight criteria for improving siRNA selection: (1) G/C content 30−52%,
(2) at least 3 As or Us at positions 15−19, (3) absence of internal repeats, (4)
an A at position 19, (5) an A at position 3, (6) a U at position 10, (7) a base
other than G or C at position 19, (8) a base other than G at position 13.

Ui-Tei et al. [6] examined 72 siRNAs targeting six genes and reported four
rules for effective siRNA designs. They summarized the following charateristics:
(1) A or U at position 19, (2) G or C effective at position 1, (3) at least five U
or A residues from positions 13–19, (4) no GC stretch more than 9 nt long.

Amarzguioui and Prydz [7] analyzed 46 siRNAs targeting single genes and
reported the following six rules for effective siRNA designs based on their liter-
ature: (1) ΔT3 = T3 − T5, the difference between the number of A/U residues
in the three terminal positions at 3′ and 5′ ends of sense strand. ΔT3 > 1 is
positively correlated with functional siRNA; (2) G or C residue at position 1,
positively correlated; (3) an U residue at position 1, negatively correlated; (4)
an A residue at position 6, positively correlated; (5) A or U at position 19, pos-
itively correlated; (6) G at position 19, negatively correlated.

Hsieh et al.[8] did experiment with 138 siRNAs targeting 22 genes and re-
ported the following characteristics: (1) Nucleotide C is negative at position 6,
(2) nucleotide C or G is positive and A or U is negative at position 11, (3) Nu-
cleotide A is positive at position 13, (4) Nucleotide G is positive at position 16,
(4) Nucleotide U is positive and nucleotide G is negative at position 19.

Jagla et al.[9] tested 601 siRNAs targeting one exogenous and three endoge-
nous genes and reported four rules in the following way: (1) A or U positive at
position 19, (2) A or U positive at position 10, (3) G or C positive at position
1, (4) more than three A/Us between positions 13 and 19.
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3 Method

To generate design rules for effective siRNAs, our framework is described as
following steps:

1. Transform siRNA sequences in original data set to transactions.
2. Apply the adaptive Apriori algorithm with automatic min−support values

to detect decriptive rules for effective and ineffective siRNAs.
3. Filter descriptive rules and generate design rules for effective siRNAs.

3.1 Transforming siRNA Sequences to Transactions

Let n be length of siRNA sequences. In order to transform each siRNA sequence
v1v2 . . . vn to a transaction, it is considered as a set of pairs {(1, v1), (2, v2), . . . , (n,
vn)} where each pair (p, v) indicates the nucleotide v at position p (1 ≤ p ≤ n). A
function is built to map each pair (p, v) to a positive integer number. Each func-
tion value is considered as an item in the transaction data set. The nucleotides
‘A’, ‘C’ , ‘G’ and ‘U’ are respectively mapped to 1, 2, 3 and 4 values to define
this function as following:

f : {1 . . . n} × {1, 2, 3, 4} → N

f(p, v) = 4(p− 1) + v

Hence, each siRNA sequence v1v2 . . . vn is transformed to a set of items
{f(1, v1), f(2, v2), . . . , f(n, vn)}. It is easy to see that the function f is a bijective
map with the determination region of this function ranging from 1 to 4n. If func-
tion f receives value x, p and v correspond to x mod 4 and (x− v) div 4 + 1. A
k-itemset (1 ≤ k ≤ n) is a set of items {f(p1, v1), f(p2, v2), . . . , f(pk, vk)} on this
new feature space. The problem is to find frequent itemsets whose frequencies
are not less than min−support value.

3.2 The Adaptive Apriori Algorithm to Detect Descriptive Rules

In this section, min−support value is defined to determine (k+1)-frequent item-
set joined by two k-frequent itemsets. Let P be a set of transactions having items
in k-frequent itemset {f(p1, v1), f(p2, v2), . . . , f(pk−1, vk−1), f(pk, vk)} and Q be
a set of transactions having items in k-frequent itemset {f(p1, v1), f(p2, v2),
. . . , f(pk−1, vk−1), f(p

′
k, v

′
k)}.

In set P , we consider items at position p′k on transactions. There are four
items f(p′k, 1), f(p

′
k, 2), f(p

′
k, 3) and f(p′k, 4) at this position. Thus, by applying

Dirichlet principle, when the set P is didived into four subsets based on the
above position, there is at least one subset A of P that its cadinality satifies the
following inequation:

|A| ≥  |P |
4
�+ 1 (1)

The subset A of P that its transactions have f(p′k, v
′
k) item is considered. It is

clear that these transactions have (k+1) items f(p1, v1), f(p2, v2), . . . , f(pk, vk)
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Algorithm 1. The Adaptive Apriori algorithm to detect descriptive rules for
effective siRNA

Input: Effective siRNA sequences in C1 class.
Output: Descriptive rules for effective siRNAs S1.
for s = 1 → |C1| do

Transform siRNA sequence s to transaction using f function.
end for
k=1;
Lk= {2-itemset}, count frequence of 2-itemsets.
repeat

k=k+1
S1 = S1∪ Lk

for each pair of k-itemsets in Lk do
Generate (k + 1)-itemset t.
Compute min−support
if frequence of t ≥ min−support then

Lk+1 = Lk+1 ∪ {t}
end if

end for
until ((k≥ n) ∨ (Lk+1 = ∅))

and f(p′k, v
′
k) and frequence of this (k+1)-itemset is cadinality of A. In case the

cadinality of A satifies the above inequation, we call this (k + 1)-itemset to be
frequent.

We analyse the same way for Q set when considering items at the position pk
on transactions. (k+1)-itemset is frequent if cardinality of subset A satifies the
following inequation:

|A| ≥  |Q|
4
�+ 1 (2)

From (1) and (2): (k+1)-itemset joined two above k-frequent itemsets is frequent
if its frequence satifies the equation (1) or (2). Thus, frequence of (k+1)-itemset
satifies the following inequation:

|A| ≥ min{ |P |
4
�+ 1,  |Q|

4
�+ 1}

⇔ |A| ≥ min{|P |, |Q|}
4

�+ 1

Therefore, min−support is defined as right formula of inequation.

min−support = 
min{|P |, |Q|}

4
�+ 1 (3)

Let C1 and C2 denote effective and ineffective siRNA classes, respectively. Let
S1 and S2 denote sets of frequent itemsets in class C1 and C2. Let Lk is a set of
k-frequent itemsets

Descriptive rules are detected by applying the apdative Apriori algorithm. Un-
like traditional Apriori algorithm, the candidate gereration and frequent itemset
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mining steps are combined into one step. In this step, min−support value is com-
puted using equation 3, (k + 1)-itemset joined by the two k-frequent itemsets
will be checked whether it is frequent or not. The adaptive Apriori algorithm is
described at the Algorithm 1. It is also applied to detect descriptive rules for
ineffective siRNA sequences in class C2.

3.3 Filtering Descriptive Rules and Generating Design Rules

The adaptive Apriori algorithm can result many redundant frequent itemsets.
It means that there exist rules that generalize these rules. Therefore, redundant
rules have to be eliminated from S1 and S2. On the other hand, frequent item-
sets in S1 and S2 have to be accurate rules. Thus, the confidences of itemsets
in S1 or in S2 have to equal to 1. The Algorithm 2 shows the filtering descrip-
tive rules in S1. The filtering descriptive rules S2 is done the same way. After
filtering descriptive rules in S1 and S2, filtered descriptive rules are graphically
represented as sequence logos by using Weblogo tool. On sequence logos, the
height of a nucleotide at each position represents its contribution to design rule
for siRNAs. Therefore, design rules are generated by choosing nucleotides in
descreasing order of their height at each position on sequence logos.

Algorithm 2. Filtering descriptive rules for effective siRNAs

Input: Descriptive rules in S1, siRNAs in C1 and C2.
Output: Filtered descriptive rules.
// eliminate inconfident rules in S1

for each descriptive rule t in S1 do
for each siRNA s in C2 do

if ( s contains t) then
S1 = S1\ {t}

end if
end for

end for
// eliminate redundant rules in S1

for each descriptive rule t in S1 do
for each descriptive rule r in S1 do

if (r! = t ) & (r contains t) then
S1 = S1 \ {t}

end if
end for

end for

4 Experimental Evaluation

In this section, our method is applied to generate two design rules for effective
siRNAs with 19 nt and 21 nt in length. Our rules are also assessed as previous
rules.
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In our experiment, two data sets are used. These data sets are collected from
siRecord data set which is the biggest siRNA data set. In siRecord, very high
and low siRNA sequences with 19 nt in length are collected for our first data set.
This data set consists of 2470 effective and 1261 ineffective siRNA sequences cor-
responding to very high and low siRNA sequences, respectively. The second one
contains 1461 effective and 538 ineffective siRNA sequences with 21 nt in length.
min−support values are automatically defined, however, it can be descreased to
zero. Therefore, low bound of min−support is set 10 in our experiment. The
programs are coded in C++ on Dev-cpp environment. The processor speed of
computer is 2.52 GHz and memory is 4 GB.

In process to generate design rule for effective siRNAs with 19 nt in length
by using the first data set, 153 and 5 filtered descriptive rules for effective and
ineffective siRNA sequences are detected. Figure 1 and Figure 2 represent the
two sequence logos for two above types of filtered rules. The above two sequence
logos are analysed to generate a rational design rule for highly effective siRNAs
with 19 nt in length. Our rule shows that effective siRNA sequences with 19
nt in length have the sixteen following characteristics: A ‘G/C’ and absence of
‘A/U’ at position 1 (1), An ‘A’ and absence of ‘U’ at position 2 (2), an ‘A’
at position 3 (3), absence of ‘A’ at position 4 (4), An ‘A’ and absence of ‘C’
at position 6(5), an ‘A/G’ at position 7 (6), a ‘C’ at position 9 (7), an ‘U’ at
position 10 (8), an ‘A/G/U’ at position 11 (9), an ‘A/C/U’ at position 13 (10),
an ‘A/G’ at position 14 (11), an ‘A/U’ and absence of ‘C’ at position 15 (12),
an ‘A/G/U’ at position 16 (13), An ‘A/U’ and absence of ‘G/C’ at position 17
(14), An ‘A/U’ and absence of ‘G/C’ at position 18 (15), An ‘A’ and absence
of ‘G’ at position 19 (16). This rule is called DR19 and represented on Table 1.

When applying our method on the second data set, 332 filtered descriptive
rules for effective siRNAs with 21 nt in length are detected. However, the set of
filtered descriptive rule for ineffective siRNAs is empty. it may be caused by the
imbalance of the data set. Sequence logo of filtered descriptive rules for effective
siRNAs is shown on Figure 3. The design rule for effective siRNA with 21 nt in
length has twenty following characteristics: an ‘A/G’ at position 1 (1), an ‘A’ at
position 2 (2), a ‘G/C’ at position 3 (3), an ‘A/C’ and absence of ‘U’ at position
4 (4), an ‘U/A’ and absence of ‘C’ at position 5 (5), an ‘G/C/U’ at position 6
(6), absence of ‘A’ at position 7 (2), an ‘A/U’ at position 8 (8), a ‘G/U’ and
absence of ‘A’ at position 9 (9), an ‘U’ at position 10 (10), an ‘U’ at position 11
(11), absence of ‘U’ at position 13 (12), absent ‘C’ at position 14 (13), absence of
‘C’ at position 15 (14), an ‘A’ and absence of ‘U’ at position 16 (15), an ‘A/G’
and absence of ‘C’ at position 17 (16), an ‘U’ and absence of ‘C’ at postion
18 (17), an ‘A’ at position 19 (18), ‘A/U’ and absence of ‘G/C’ at position 20
(19), ‘A/U’ and absence of ‘G’ at position 21 (20). The rule is called DR21 and
represented on Table 2.

The DR19 is in a good agreement with previous design rules at some charac-
teristics as follows.
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Fig. 1. Sequence logo of design rules for effective siRNA with 19 nt in length

Fig. 2. Sequence logo of design rules for ineffective siRNA with 19 nt in length

Table 1. Rational rules for effective siRNA with 19 nt in length

– A ‘G/C’ at position 1 but nucleotide ‘G’ is more important than ‘C’ at
this position
– An ‘A’ at position 3 as Reynolds’ rule
– An ‘A’ at postion 6 as Amarzguioui’s rule. Absence of ‘C’ at this position
as Hsieh’s rule
– An ‘U’ at position 10 as Reynolds’ rule and Jagla’s rule
– Absence of ‘G’ at position 13 as Reynolds’ rule
– Absence of ‘G’ at position 13 as Reynolds’ rule
– A ‘G’ at position 16 as Hsieh’s rule
– An ‘A’ at position 19
– Absence of ‘G’ at position 19 as Reynolds’ rule, Amarzguioui’s rule and
Hsieh’s rule

Interestingly, DR19 contains new characteristics that makes it satisfy other im-
portant characteristics of previous rules such as thermodynamic propertities or
GC content ranging from 30% to 52% (In our case, GC content ranges from 36%
to 52%); at least three ’A/U’ at positions from 15 to 19; at least five ‘A/U’ at
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Fig. 3. Sequence logo of design rules for effective siRNA with 21 nt in length

Table 2. Rational rules for effective siRNA with 21 nt in length

positions from 13 to 19 (characterizing for effective silencing, efficience siRNAs
entry into RISC and ability of siRNA duplex to unwind); no GC stretch more
than 9 nucleotides. In addition, new characteristics in the seed region ranging
from position 2 to position 7 may play an important role to avoid off-target
effects of siRNA that is also one of challenging proplems in RNAi [14]. More-
over, characteristics of DR19 in the region (9-11) can make siRNAs recognite
and cleave target mRNA sequences [5]. Therefore, DR19 not only integrates
characteristics of previous design rules but also provides new characteristics for
effective siRNAs.

The DR21 is compared to Huesken’s motifs which is generated by using neural
network. These two rules have the same conclusion at following points:

– An ‘A/G’ at position 1
– A ‘G/C’ at position 3
– An ‘A’ at position 8
– An ‘U’ at position 11
– An ‘A/U’ at position 15, no ’C’ at this position
– An ‘A’ at position 16
– An ‘A’ at position 19
– An ‘A/U’ at position 20
– An ‘A/U’ at position 21

The DR21 rule does not give any conclusion at positions 12 as Huesken’s rule
because in DR21, contributions of different nucleotides at this position are simi-
lar to together. Thus, no nucleotide has more significant than the other. Another
different point between these two rules is that DR21 rule contains new character-
istics in the seed region (4-9) as the DR21 to avoid off-target effects of siRNAs.
Moreover, Huesken’s rule does also not include characteristics of two nucleotides
overhang at 3’ end although these nucleotides can improve effective silencing.
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5 Conclusion

We have a descriptive approach to find two design rules for effective siRNAs
with 19 nt and 21 nt in length. The design rules not only contain the important
characteristics of previous design rules but also have new characteristics to design
siRNA effectively. In addition, we also define automatic min−support values for
adatptive Apriori algorithm to detect descriptive rule efficiently.
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Abstract. In the past, Hong et al. proposed an algorithm to maintain the fast 
updated frequent pattern tree (FUFP-tree), which was an efficient data structure 
for association-rule mining. However in the maintenance process, the counts of 
infrequent items and the IDs of transactions with those items were determined 
by rescanning all the transactions in the original database. This step might be 
quite time-consuming depending on the number of transactions in the original 
database and the number of rescanned items. This study improves that approach 
by storing 1-items during the maintenance process and based on the properties 
of FUFP-trees, such that the rescanned items and inserted items are processed 
more efficiently to reduce execution time. Experimental results show that the 
improved algorithm needs some more memory to store infrequent 1-items but 
the performance is better than the original one.  

Keywords: data mining, frequent itemset, FUFP-tree, infrequent itemset,  
incremental mining.  

1 Introduction 

Data mining is one of the most interesting subjects with many techniques and algo-
rithms developed [1]. Among the research topics of data mining, improving the effi-
ciency of mining association rules from transaction databases has attracted much at-
tention [1-11]. The first several algorithms for mining association rules were based on 
the Apiori algorithm [2], which repeatedly scanned a database to generate and process 
candidate itemsets level by level and thus needed a high computational cost. In 2000, 
the frequent pattern-tree (FP-tree) structure was proposed by Han et al. [6] for effi-
ciently mining association rules without the generation of candidate itemsets. In real-
world applications, a transaction database keeps being updated, and insertion is a very 
common operation. Efficient maintenance algorithms are thus needed when transac-
tions are inserted [8-9]. In 2008, the incremental fast updated frequent pattern-tree 
(FUFP-tree) maintenance algorithm for handling transaction insertion was proposed 
[8]. In that approach, the FUFP-tree is incrementally handled without reconstructing 
the FUFP-tree from the beginning. However, the original database needs to be res-
canned to determine the occurrence of infrequent items, which are not stored during 
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the maintenance process, and to determine the transaction IDs in which the rescanned 
items appear. This paper improves the above approach for transaction insertion by 
storing 1-items during the maintenance process and using the properties of FUFP-
trees, such that the rescanned items and inserted items are processed more efficiently 
to reduce execution time.  

2 Review of FUFP-trees 

An FUFP-tree [8] is similar to an FP-tree except that it has bi-directional links  
between parent nodes and their child nodes. When new transactions are inserted to the 
original database, Hong et al.’s algorithm processes them to maintain the FUFP-tree 
without reconstructing it from the updated database. Depending on whether items are 
frequent (large) in the original database and in the new transactions, there are 4 cases 
to consider, which are shown in Table 1. Each case is processed separately. The 
Header-Table and the FUFP-tree are then appropriately updated if necessary. 

Table 1. Four cases for transaction insertion [8] 

Case Org. DB New Trans Results 
1 Frequent Frequent Always Frequent 
2 Frequent Infrequent Determined from existing info. 
3 Infrequent Frequent Determined by rescanning DB 
4 Infrequent Infrequent Always infrequent 

There are some points which can be improved in the original approach. When the 
original approach processes the items in case 3, the transactions in the original data-
base need to be rescanned for determining the occurrences of infrequent items, which 
are not stored during the maintenance process. This step is thus the most time-
consuming step. The computation time of this step is positively related to the number 
of transactions in the original database, the number of items in each transaction (the 
length of each transaction) and the number of items in the set of rescanned items. 

3 Improved Algorithm 

3.1 Notations 

D, T, U: the original database, new transactions, updated database, respectively; 
Sup: the minimum support threshold for frequent itemsets; 
minSup_Org, minSup_New, minSup: the minimum support count of D, T, U,  
respectively; 
CountOrg(I), CountNew(I), CountUpd(I): frequency of I in D, T, U, respectively; 
Flist, IFlist: the list of large and small items in D, respectively; 
Flist_New, IFlist_New: the list of large and small items in T, respectively; 
Item_Case1, Item_Case2, Item_Case3, Item_Case4: list of items of the four cases, 
respectively; 
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Items: a temporary list to store items; 
Htable: the Header-Table of FUFP-tree;  
FUFP_tree: the current FUFP-tree; 
Rescan_Items: the list of items to update the FUFP-tree based on the original data-
base; 
Insert_Items: the list of items to update the FUFP-tree based on new transactions; 
Corresponding branch: the branch generated from the frequent items in a transaction 
according to the order of items appearing in Header-Table. 

3.2 Proposed Algorithm 

The details of the improved algorithm are shown below.  

INPUT: Original database (D), Header-Table (Htable), FUFP-tree (FUFP_tree), 
support threshold (Sup), set of t new transactions (T). 

OUTPUT: A new FUFP-tree for the updated database (U). 

STEP 1: Scan the new transactions T to find their items and counts, and store large 
items into Flist_New and small items into IFlist_New. 

STEP 2: Based on Flist, IFlist, Flist_New and IFlist_New, find and store items into 
Items_Case1, Items_Case2, Items_Case3 and Items_Case4, respectively. 
STEP 3: For each item I in Items_Case1, do the following substeps:  
Substep 3-1: The new count of I in U: CountUpd(I) = CountOrg(I) + CountNew(I). 
Substep 3-2: Set the count of I in Htable = CountUpd(I). 
Substep 3-3: Set the count of I in Flist = CountUpd(I). 
Substep 3-4: Add I to the set of Insert_Items. 
STEP 4: For each item I in Items_Case2, do the following substeps: 
Substep 4-1: The new count of I in U: CountUpd(I) = CountOrg(I) + CountNew(I). 
Substep 4-2: Set the count of I in Flist = CountUpd(I). 
Substep 4-3: If (CountUpd(I) ≥ minSup), item I will still be large in updated DB; update 
the count of I in Htable as CountUpd(I) and add I to the set of Insert_Items. 
Substep 4-4: If (CountUpd(I) < minSup), item I will become small in updated DB; 
move I from Flist to IFlist, and remove I from the Htable and the FUFP-tree. 
STEP 5:  For each item I in Items_Case3, do the following substeps: 
Substep 5-1: The new count of I in U: CountUpd(I) = CountOrg(I) + CountNew(I). 
Substep 5-2: Set the count of I in IFlist = CountUpd(I). 
Substep 5-3: If (CountUpd(I) ≥ minSup), add I both to Insert_Items and Rescan_Items. 
STEP 6: Sort the items in Rescan_Items in descending order of their updated counts. 
STEP 7: Insert the items in the Rescan_Items to the end of the Htable according to 
the descending order of their counts and move I from IFlist to Flist. 
STEP 8: Update the FUFP-tree according to the set of Rescan_Items. For each trans-
action J in the original database, do the following substeps: 
Substep 8-1: Determine which items of Rescan_Items appear in J, and store the results 
to a temporary list Items. If the list Items has no items, it means that there is no items 
of Rescan_Items appearing in J, and redo substep 8-1 with next transaction J.  
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Substep 8-2: Find the corresponding branch B of J in FUFP-tree, and store B to the 
temporary branch, Branch. 
Substep 8-3: For each item I in Items, if I appears in the corresponding branch 
Branch, add 1 to the count of the node I and remove node I from Branch (from the 
properties of FUFP-trees, if a node in a specific branch is different from the others, it 
should not be considered in the next run after being processed. This will speed up the 
algorithm); otherwise, insert I at the end of the branch, set its count as 1, then re-find 
the new corresponding branch B, and store B to Branch. 
STEP 9: Update the FUFP-tree according to the set of Insert_Items. For each transac-
tion J in the new transactions, do the following substeps: 
Substep 9-1: Determine which items of Insert_Items appear in J, and store the results 
to a temporary list Items. If the list Items has no items, it means that there is no items 
of Insert_Items appearing in J, and redo substep 9-1 with the next transaction J.  
Substep 9-2: Find the corresponding branch B of J in FUFP-tree and store B to the 
temporary branch, Branch. 
Substep 9-3: For each item I in Items, if I appears in the corresponding branch 
Branch, add 1 to the count of the node I and remove node I from Branch, (like subs-
tep 8-3); otherwise, insert I at the end of the branch, set its count as 1, re-find the new 
corresponding branch B, and store B to Branch. 
STEP 10: For each item I in Items_Case4, do the following substeps: 
Substep 10-1: The new count of I in U: CountUpd(I) = CountOrg(I) + CountNew(I). 
Substep 10-2: Set the count of I in IFlist = CountUpd(I). 

4 An Example 

This section illustrates the proposed algorithm for maintaining an FUFP-tree after 
transactions are inserted. An original database with 10 transactions and 8 items, from 
a to h, is used in this example, which shown in Table 2. 

Table 2. Original database used for the example 

No Items No Items 
1 a, b, c, d, e 6 a, c, d, e, g 
2 a, b, c, f, h 7 a, b, h 
3 b, c, d, e, g 8 b, c, d, g 
4 a, b, f, h 9 a, b, d, f 
5 a, b, f 10 a, b, d, h 

Assume the support threshold was set at 50%. For the original database, min-
Sup_Org is 5, and the frequent 1-itemsets are b, a, d, and c, which are used to con-
struct the Header-Table. The FUFP-tree is then built from the original database and 
Header-Table. Fig.1 shows the results. Assume there are five transactions inserted to 
the original database as in Table 3.The proposed algorithm proceeds as follow. 

STEP 1: The five new transactions are first scanned to get the items and their counts. 
Large items are stored in Flist_New = {b:4, f:4, a:3, e:3} and small items are stored in 
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IFlist_New = {c:2, d:2, g:1} based on minSup_New = 5 × 50% = 2.5 (3 by integer). The 
large items and small items of the original database are stored in Flist = {b:9, a:8, d:6, 
c:5} and IFlist = {e:3, f:4, h:4, g:4}, respectively, during the FUFP-tree construction. 

Table 3. New inserted transactions 

No Items 
1 a, b, e, f 
2 c, e, f 
3 a, b, f 
4 a, b, d, f, g 
5 b, c, d, e 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. FUFP-tree and Header-Table for the example 

STEP 2: From Flist, IFlist, Flist_New, IFlist_New, the items of the 4 cases are calcu-
lated. In case 1, the items which appear both in Flist and Flist_New are stored in 
Items_Case1 (= {b, a}). In case 2, the items which appear in Flist but don’t exist in 
Flist_New are stored in Items_Case2 (= {d, c}). In case 3, the items which appear in 
Flist_New but do not exist in Flist are stored in Items_Case3 (= {f, e}). In case 4, the 
items which appear in IFlist but do not exist in Flist_New are stored in Items_Case4 
(= {h, g}).  

STEP 3 to STEP 5: Each item in Items_Case1, Items_Case2 and Items_Case3 are 
processed by its individual step. After STEP 5, Insert_Items = {b, a, d, f} and Res-
can_Items = {f}. FUFP-tree, Header-Table, Flist and IFlist are also updated corres-
pondingly. 

STEP 6: The items in the set of Rescan_Items are sorted in descending order of their 
updated counts. In this example, there is only f, thus no sorting is needed. 

STEP 7:  The items in the Rescan_Items are inserted to the end of the Header-Table 
according to the descending order of their counts. Thus, f is added to the end of Head-
er-Table, and then f is moved from IFlist to Flist. The results after STEP 7 are shown 
in Fig. 2. 
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Fig. 2. FUFP-tree, Header-Table, Flist and IFlist after step 7 has been processed 

STEP 8: The FUFP-tree is updated according to the transactions in the original database and 
the Rescan_Items (= {f}). Table 4 shows the corresponding branches of the original database 
with items in Rescan_Items.  

Table 4. Original transactions and items appear in Rescan-Items 

No Original DB Items Cor. branch No Original DB Items Cor. branch 
1 a, b, c, d, e - - 6 a, c, d, e, g - - 
2 a, b, c, f, h f b → a 7 a, b, h - - 
3 b, c, d, e, g - - 8 b, c, d, g - - 
4 a, b, f, h f b → a → f 9 a, b, d, f f b → a → d 
5 a, b, f f b → a → f 10 a, b, d, h - - 

In this example, each transaction in the original database is processed. Transactions 
2, 4, 5 and 9 are processed because they include an item appearing in Rescan_Items. 
The results are shown in Fig. 3. 

 
 
 
 
 
 
 
 
 
 

 

Fig. 3. FUFP-tree, Header-Table, Flist and IFlist after STEP 8 
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STEP 9: The FUFP-tree is updated according to the transactions in the new transac-
tions and the Insert_Items (= {b, a, d, f}). Table 5 shows the corresponding branches 
of the new transactions with items in Insert_Items. Each transaction with its corres-
ponding branch in the new transactions is then processed.  

Table 5. New transactions and items appear in Insert-Items 

No New trans. Items Cor. branch 
1 a, b, e, f b, a, f b → a → f 
2 c, e, f f - 
3 a, b, f b, a, f b → a → f 
4 a, b, d, f, g b, a, d, f b → a → d → f 
5 b, c, d, e b, d B → d 

STEP 10: The counts in IFlist of items in case 4 are then updated. Each item in 
Items_Case4 is processed. After STEP 10, the final results are shown in Fig. 4. 

 
 

 
 
 
 
 
 
 
 
 

Fig. 4. FUFP-tree, Header-Table, Flist and IFlist after STEP 10 has been processed 

5 Experimental Results 

Experiments were programmed in C# on a laptop with an Intel 1.73 GHz quad-core 
CPU and 8GBs of RAM, running Windows 7 Ultimate 64 bits. Two real databases 
were used in the experiments. One is the BMS-POS and the other is MUSHROOM. 
The BMS-POS contained several years of point-of-sale data from a large electronics 
retailer with 515,597 transactions and 1,657 items. The maximal length of a transac-
tion was 164 and the average length of the transactions was 6.5. There are 8,124 
transactions with 22 items in the MUSHROOM. The parameters were set the same as 
Hong et al.’s. For the BMS-POS, the first 400,000 transactions were used to build the 
initial FUFP-tree and the next 5,000 transactions were sequentially used as new trans-
actions; while for the MUSROOM, the first 5,000 transactions were used initially and 
the next 500 transactions were inserted each time. The minSup was set to 4%, 6%, and 
8%. Table 6 shows the execution time of the two algorithms with three different  
minimum support thresholds. Each value is the average execution time over 5 runs.  
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Table 6. Execution time of the two algorithms with different thresholds 

% Algorithms 
Run time(s) of each 5,000 trans. inserted 

B
M

S-P
O

S 
5,000 10,000 15,000 20,000 25,000 

4 
Hong et al.’s alg. 12.703 9.184 9.355 9.189 9.145 

Proposed alg. 0.104 0.055 0.054 0.052 0.059 

6 
Hong et al.’s alg. 10.861 9.157 9.270 9.173 9.176 

Proposed alg. 0.128 0.054 0.055 0.056 0.055 

8 
Hong et al.’s alg. 11.802 9.224 9.176 9.210 9.143 

Proposed alg. 0.164 0.055 0.054 0.055 0.054 

% Algorithms 
Run time(s) of each 500 trans. inserted 

M
U

SH
R

O
O

M
 

500 1,000 1,500 2,000 2,500 

4 
Hong et al.’s alg. 0.367 0.278 0.291 0.304 0.314 

Proposed alg. 0.031 0.024 0.021 0.019 0.017 

6 
Hong et al.’s alg. 0.353 0.301 0.292 0.253 0.135 

Proposed alg. 0.028 0.019 0.020 0.065 0.017 

8 
Hong et al.’s alg. 0.363 0.382 0.288 0.241 0.139 

Proposed alg. 0.031 0.141 0.018 0.019 0.019 

The results indicated that the proposed algorithm ran faster than the original ap-
proach. The main reasons are that Hong et al.’s approach has to rescan the transac-
tions in the original database to determine the counts of infrequent items and the IDs 
of transactions in which the infrequent items appear, while the new approach gets the 
counts of infrequent items directly from IFlist, which is stored during FUFP-tree con-
struction. Additionally, the proposed algorithm processes the Recan_Items and In-
sert_Items more efficiently based on the properties of the FUFP-tree. The number of 
nodes and the structure of the result trees generated are the same. 

6 Conclusion and Future Work 

An improved FUFP-tree maintenance approach for transaction insertion has been 
proposed. The proposed algorithm does not need to rescan the original database by 
storing the 1-items during the maintenance process. Moreover, based on the properties 
of the FUFP-tree, the item of a node in a specific branch is different from the others, 
thus the steps of updating the FUFP-tree according to Rescan_Items and Insert_Items 
are processed more efficiently by pruning out the processed item steps by steps. The 
execution time of the proposed algorithm is much lower than that of the original algo-
rithm. The numbers of nodes of the FUFP-tree constructed by the two algorithms are 
the same. The proposed approach, however, requires some more memory to store 1-
items. There is a trade-off between memory and execution time. The proposed ap-
proach is more efficient for large databases. For small databases with a few thousand 
of records, such as MUSHROOM, the difference is not very clear.  

Lattice-based approaches for efficient mining association rules have been proposed 
in recent years [12-13]. In the future, we will study how to build frequent itemsets 
lattice when the database is changed. Besides, we will consider expanding the work in 
[14] to mine high utility itemsets. 
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Abstract. Therapy of patients suffer form liver diseases strongly de-
pends on the liver fibrosis progression. Unfortunately, to asses it the liver
biopsy has been usually used which is an invasive and raging medical pro-
cedure which could lead to serious health complications. Additionally
even when experienced medical experts perform liver biopsy and read
the findings, up to a 20% error rate in liver fibrosis staging has been re-
ported. Nowadays a few noninvasive commercial tests based on the blood
examinations are available for the mentioned above problem. Unfortu-
nately they are quite expensive and usually they are not refundable by
the health insurance in Poland. Thus, the cross-disciplinary team, which
includes researches form the Polish medical and technical universities has
started work on new noninvasive method of liver fibrosis stage classifi-
cation. This paper presents a starting point of the project where several
traditional classification methods are compared with the originally de-
veloped classifier ensembles based on local specialization of the classifiers
in given feature space partitions. The experiment was carried out on the
basis of originally acquired database about patients with the different
stages of liver fibrosis. The preliminary results are very promising, be-
cause they confirmed the possibility of outperforming the noninvasive
commercial tests.

Keywords: machine learning,multiple classifier system, clustering and
selection, evolutionary algorithm, feature selection, medical informatics,
liver fibrosis.

1 Introduction

Medical diagnosis is important area of computer aided diagnosis. Liebowitz [16]
reports that 11% of expert systems are dedicated to the medical aided diagno-
sis and 21% of articles devoted intelligent method applications are connected
with the medical cases. Such software is widely used especially when we do not

A. Selamat et al. (Eds.): ACIIDS 2013, Part II, LNAI 7803, pp. 215–224, 2013.
� Springer-Verlag Berlin Heidelberg 2013
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have enough accurate diagnostic tools to make a reliable diagnosis. Our research
is focusing on evaluating liver fibrosis stage. Diseases causing liver damages are
serious thread for patient life as they may progress without any significant symp-
toms until the very final stage. Such a disease may be caused by the liver hepatitis
virus which may lead to liver fibrosis and, in the terminal stage, to liver cirrho-
sis and death. Early detection of liver fibrosis is very important because, despite
there is no cure for the virus itself, there is a therapy which slows down or even
stops the progression of fibrosis. Unfortunately, in most cases the condition stays
in so called compensated state, so no visible changes nor dysfunctions might be
observed. Although most medical examination results are within their normal
results, some slight discrepancies may be observed and used to evaluate the liver
fibrosis stage [19]. We propose to use easy accessible noninvasive biomedical ex-
aminations as a blood test gathered from patients infected with (liver hepatitis
type B virus and type C respectively). Our aim is to create an accurate medical
decision support tool that will allow for an automatic classification of patients
under the observation. For the problem under consideration we use the modified
Adaptive Splitting and Selection method (AdaSS), previously developed by our
team [9] and it is compared with several machine learning methods. This work
is a starting point of the interdisciplinary research which the main objective
is to design the reliable decision support system which could outperform the
expensive commercial tools for the task of liver fibrosis stage.

The outline of the work is as follows. Firstly the medical background is pre-
sented, then the propose algorithm and its method of training are described.
Next section focuses on the experimental evaluation of the pool of available clas-
sification methods which results are compared with proposed approach. The last
part of the paper includes some conclusions and future research directions.

2 Medical and Clinical Aspects

As mentioned neither the chronic liver hepatitis nor the early stages of liver fi-
brosis give noticeable symptoms. During this early stage the remaining healthy
regions of liver compensate the dysfunction of degraded ones. As the condensa-
tion of scare tissue within the liver may vary in different regions of the organ
the only method of liver fibrosis stage recognition which gives the confidence is
an autopsy and histopathological examination of the liver tissues. For the same
reason the most common examination method - liver biopsy does not guaran-
tee the correct diagnosis. This method is unfortunately not only inaccurate, but
also may lead to serious health complications including risk of patient’s death.
Despite of that it is still a so called ”gold standard” in the liver examination and
is used as a reference method of alternate diagnostic methods.

There are three common description methods for liver biopsy samples. One
used in the article is METAVIR[2] (4 stages of fibrosis) and the other are His-
tological Activity Index (HAI Score) also known as Knodell Score[11] (3 stages
of fibrosis) and it’s modified version called Ishak Score [7] (6 stages of fibro-
sis). METAVIR has been specifically designed and validated for patients with
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hepatitis C. All these systems rely on a histological image of the liver and thus
their quality depends on a sample size and doctor’s experience.

Also some noninvasive examination methods have been developed. Most com-
mon and simplest one is the APRI-test [22], but also the ELF-Test [17] and the
FIBRO-Test [4] have been developed by medical companies. All these methods
are blood test based, but the APRI is very general and can be used only to detect
advanced fibrosis or cirrhosis. Two other are more specific, but were developed
and are held by commercial organizations, so they are expensive for patients and
usually they are not refundable by the health insurance in Poland. All blood test
based methods aim to detect some dependencies between liver functionality and
blood test results, so they may be classified as indirect and noninvasive methods.
This is very important, because in opposite to liver biopsy, they may be repeated
in regular periods of time without a harm for a patient.

3 Classification Algorithm

Let’s present shortly the classifier which we propose to use for the problem under
consideration.Let’s assume that we have n individual classifiers Ψ (1), ..., Ψ (n) at
our disposal. They are able to classify a given object x = [x(1), ..., x(d)]T ∈ X to
the one of the predefined class i ∈ M = {1, ...,M}. The l-th classifier makes the
decision according to the following formula:

Ψ (l)(x) = i⇔ F (l)(i, x) = max
k∈M

F (l)(k, x), (1)

where F (l)(k, x) denotes the support function of the l-th classifier for the k-th
class and a given object x. In this research we consider homogeneous classifiers
i.e., all individual classifiers use the same model.

The feature space is partitioned into competence areas [10]:

X =
H⋃

h=1

X̂h, ∀k, l ∈ {1, ..., H}, k �= l, X̂k ∩ X̂l = ∅. (2)

As the representation method of them we propose to use:

Ch = [c
(1)
h , c

(2)
h , ..., c

(d)
h ]T ∈ C = {C1, C2, ..., CH}. (3)

x ∈ X̂h ⇔ d(x,Ch) =
H
min
k=1

d(x,Ck), (4)

where d(a, b) is a distance metric embedded in the system, as the Euclidean
metric which we use in this research. The proposed classifier makes the decision
according to the following formula:

Ψ(x) = i⇔ Ψmember(c,x)(x) = i. (5)

where
member((C), x) = h⇔ x ∈ X̂h, (6)
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and
Ψh(x) = i⇔ F

(l)
h (i, x) = max

k∈M
F

(l)
h (k, x), (7)

where
F

(l)
h (k, x) =

∑
l∈

∏
h

w
(l)
h (k)F (l)(k, x). (8)

∏
h denotes a pool of individual classifiers used by the h-th area classifier Ψh and

w
(l)
h (k) is the weight assigned to the discriminant function of the l-th individual

classifier for class k. The proposed method of decision making was described in
the previous works [24,23] where we showed that it could be implemented as a
single-layer perceptron.

4 Training Algorithm

4.1 Assuring the Diversity of the Classifier Pool

It is well-known that Multiple Classifier Systems (MCS) in order to work prop-
erly should consist of high quality and diverse individual classifiers. Diversity
in classification can be understood as covering different aspects of the classified
problem - this way predictors can be mutually supplementary to each other. Main
works in the field of machine learning diversity concentrates on the problem of
how to assure the diversity [13] or how to measure it [3].

In this work we propose two methods for creating a diverse pool of classifiers
for the AdaSS:

– Utilizing different predictors in the pool.
– Utilizing different subset of features for each of the predictors.

The first approach can be achieved by manipulating the training algorithm of
the base classifier. As in this work we use neural networks we propose to initialize
each of them with random starting points and then stop the training procedure
prematurely. This will lead to a set of different models.

The second approach concentrates on training the individual classifiers on
the basis of different subsets of available features. Let us propose the following
representation of the classifier Ψh(x):

Ah =

⎛⎜⎜⎝
a
(1)
h (x(1)) · · · a(1)h (x(d))

...
. . .

...

a
(n)
h (x(1)) · · · a(n)h (x(d))

⎞⎟⎟⎠ , (9)

where a
(p)
h (x(q)) = 1 if the q-th feature is used by the p-th individual classifier

used by Ψh(x), otherwise a
(p)
h (x(q)) = 0 means that mentioned above attribute

is not used by it. This allows for the feature selection step to be embedded in
the AdaSS training procedure.
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4.2 Training Goal

The objective defined for the training algorithm is the maximization of the ac-
curacy of the classification. It is based on the frequency of correct classification
of object from a learning set LS

LS = {(x1, j1), (x2, j2), ..., (xK , jK)}, (10)

where xi denotes observations described in the i-th object and ji denotes its
correct class label. It leads to the commonly known criterion:

Q(Ψ) =
1

K

K∑
n=1

(δ(Ψmember(C,xn)(xn), jn)), (11)

where δ denotes Kronecker’s delta. This criterion was defined for so-called 0-1
loss function [5] but let us note that it can be easily changed to incorporate a
case where the misclassification costs between pairs of classes are different [12,8].

4.3 Optimization Algorithm

The process of searching for maximum value of target criterion was treated as a
compound optimization problem solved by an evolutionary algorithm (EA) [18].
Our solutions represent by chromosomes differ according to the chosen diversity
assurance method.

In case of the first solution it consists of two components:

Chromosome = [C,W ], (12)

The first component C = {C1, C2, ..., CH} represents centroids according to the
Eq 3. The second one W = {W1,W2, ...,WH} consists of weights assigned to
each individual classifier and each class i.e.:

Wh =

⎛⎜⎜⎝
w

(1)
h (1) · · · w(1)

h (M)
...

. . .
...

w
(n)
h (1) · · · w(n)

h (M)

⎞⎟⎟⎠ . (13)

In case of the second solution the chromosome includes the additional
component:

Chromosome = [A, C,W ], (14)

where features are represented by:

A = [A1, ...,Ah, ...,AH ], (15)

For the purpose of the EA computer implementation A, C and W matrices are
transformed into vectors. One must have in mind that the two (or three) parts
of the chromosome have entirely different meaning and nature. Therefore we
ensure that no data exchange can be done between them while processing the
population.



220 B. Krawczyk et al.

Training procedure steps can be summarized as follows:

– Initialization - the random generation of the initial population. It also sets
the parameters for the EA approach: Nc - upper limit of algorithm cycles,
Np - size of population, β - mutation probability, γ - crossover probability,
Δm - mutation range factor and V - upper limit of algorithm iterations with
falling quality (V < Nc).

– Selection and reproduction process according to the roulette selection with
elitism for further operations.

– Mutation genetic operator alter chromosomes of selected individuals by
adding some random noise allowing for exploration of the search space.
It is generated according to the Gaussian Normal distribution with mean
value equal to 0 and standard deviation set to Δm. Each constituents of
the chromosome is treated separately and can be affected with the following
probabilities:

Pa(t) = 2β
t

Nc
, Pc(t) = β

t

Nc
, Pw(t) = β − Pc(t), (16)

where t is the iteration index of the algorithm, Pa(t) is the mutation proba-
bility of the feature vector, Pc(t) is the mutation probability of the centroid
vector and Pw(t) is the mutation probability of the weight vector.

– Crossover procedure according to the two-point rule.
– Protecting against overfitting procedure which cancels training process when

the accuracy of classification (controlled at each generation over a validation
data set) deteriorates.

5 Experimental Results

To evaluate the quality of the previously described methods for the problem of
liver fibrosis stage diagnosis we propose carried out the computer experiments.
We have acquired medical data records from 103 real patients of the Branch of the
Gastroenterology and Hepatology of the Independent Public Central Hospital of
the Silesian Medical University, Poland. From the practical point of view it is
very useful for the future therapy to distinguish among five fibrosis stages. The
numbers of examined patients for each fibrosis stage (F0..F4) are presented in
Table 1.

Table 1. Number of patients with given fibrosis stage [n (%)]

F0 F1 F2 F3 F4

2 34 5 16 46
(2%) (33%) (5%) (15%) (45%)

As the input data we used the the traditional blood test includes the following
characteristics: HB, RBC, ,WBC, PLT, PT, PTP, APTT, INR, ASPT, ALAT,
ALP, BIL, GGTP, KREA, GLU, Na, K, Fe, CRP, TG, CHO, Ur. acid, TP,
TIBC, Neutr, Lymph, Mono, Eos, Baso, Albu, Glb. 1, Glb. 2, Glb. , Glb. .
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5.1 Set-Up

As reference methods we have selected most popular ensembles - Bagging, Boost-
ing, Random Forest and Random Subspace - as they were used in our previous
work [14] - in there one may also find the details of used parameters for these
ensemble classifiers.Additionally we have compared our method with the single
best classifier from the pool (i.e. built on the basis of the most effective feature
selection algorithm), all classifiers from the pool (i.e. without the pruning pro-
cedure) and with simple majority voting (i.e. without the trained fuser). By this
we can establish the influence of three steps in our proposed ensemble on the
final accuracy.

The combined 5x2 cv F test [1] was carried out to asses the statistical signif-
icance of obtained results.

All experiments were carried out in the R environment [21] and computer
implementations of the classification methods used were taken from dedicated
packages built into the above mentioned software. This ensured that results
achieved the best possible efficiency and that performance was not diminished
by a bad implementation.

5.2 Results

As a base classifier we have used a Neural Network, trained with the quickprop
procedure. The number of neurons in the input layer was equal to the number of
features, in final layer equal to the number of classes and in hidden layer equal
to the half of the sum of total neurons in mentioned layers. Each committee
consisted of five classifiers. Tested approach used neural fuser described in [24,23].

For the training phase following parameters have been set: H = 5, Nc = 200,
Np = 100, β = {0.7;0.3}, γ = { 0.3;0.7}, Δm = 0.2 and V = 15.

As reference methods we have selected most popular ensembles - Bagging,
Boosting [20], Random Forest and Random Subspace [6] - as they were used in
our previous work [14] - in there one may also find the details of used parameters
for these ensemble classifiers.Additionally we have compared our method with
the single best classifier from the pool (built with and without feature selec-
tion step) and with standard Clustering and Selection method [15]. By this we
can establish the influence of three steps in our proposed ensemble on the final
accuracy.

Results are presented in the table 2, where AdaSS stands for the Adaptive
Splitting and Selection, AdaSS + FS for the same method with incorporated
feature selection, Bagg for Bagging, Boost for Boosting, RandSfor Random
Subspace, RandF for Random Forest, CS for Clustering and Selection, SB for
the Single Best model form the AdaSS pool and SB + FS for the Single Best
model with feature selection.

5.3 Results Discussion

The AdaSS algorithm delivered the best results, outperforming the reference
methods regardless of how the diversity for the pool of classifiers were assured.
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Interestingly one may clearly see how the AdaSS improves the quality of the final
prediction - we spotted more than 12% accuracy gain in comparison to a single
best model from the pool of classifiers. This proves that assigning classifiers to
areas in which they are most competent can greatly boost the quality of the
model.

In comparison with a standard Clustering and Selection method AdaSS
achieved better results by more than 9%. This highlights the strength of our
proposal - embedding the clustering and selection step into EA allowed for bet-
ter exploitation of the available pool of individual classifiers. As for the diversity
assurance method the incorporation of feature selection step lead to a small but
statistically significant improvement.

Table 2. Results of the experiment

id Classifier accuracy ids of outperformed
[%] classifiers

1 Bagg 80.50 6
2 Boost 84.92 1,6,7
3 RandS 88.54 1,2,4,5,6,7
4 RandF 87.02 1,2,5,6,7
5 CS 83.31 1,6,7
6 SB 80.11 -
7 SB + FS 81.85 1
8 AdaSS 90.12 1,2,3,4,5,6,7
9 AdaSS + FS 92.74 1,2,3,4,5,6,7

6 Conclusions

Despite problems like getting the real medical records of patients with diagnosed
chronic hepatitis C, infected with Hepatitis type B and C Virus from the hospital
or the fact that blood test results which were available for the research were
incomplete (not all patients had a complete set of blood tests done). Together
with the medical experts we attested that it is possible to reach similar or even
lower error level than commercial tests what encourages us to continue work
on this topic to develop reliable decision support system which may be used in
practice by several leading Polish hospitals.

Our future works will concentrate on the extension the database with the pa-
tient infected with HBV or HCV, additional we are going to implement new
method for the the problem of imbalanced class distribution among biopsy
patients and possible presence of class label noise in the data.
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Abstract. Several experiments were conducted in order to investigate the 
usefulness of mixture of experts approach to an online internet system assisting 
in real estate appraisal. All experiments were performed using real-world 
datasets taken from a cadastral system. The analysis of the results was 
performed using statistical methodology including nonparametric tests followed 
by post-hoc procedures designed especially for multiple 1×N and N×N 
comparisons. The mixture of experts architectures studied in the paper 
comprised: four algorithms used as expert networks: glm – general linear 
model, mlp – multilayer perceptron and two support vector  regression ε-SVR 
and ν-SVR as well as and three algorithms glm, mlp, and gmm – gaussian 
mixture model employed as gating networks. 

Keywords: mixture of experts, SVR, statistical tests, real estate appraisal, 
MATLAB.  

1 Introduction 

One of the most popular and interesting method of machine learning, which can be 
widely applied to resolve problems related to classification and regression, is mixture 
of expert model. The main idea of mixture of experts (MoE) is based on “divide and 
conquer” principle common in computer science. In terms of mixture of experts it 
consists of divide hard to solve problem to number of simpler sub-problems, whose 
solution can be in easy way combine to obtain resolution of original problem. 

Research in this area has been initiated by Jacob et al. [1]. They proposed the 
mixture of experts model, in which the set of neural networks and a gating network 
have been trained together. The idea behind the system is to learn the model how 
cases should be allocated to experts. This is realized by a gating network which is 
responsible for allocating individual cases to one or several experts and when the 
output of the expert is incorrect then the associated with the expert weights are 
changed. The overall output of the model is produced from combining outputs of 
experts and weights generated by gating network. The most efficient method for 
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calculating model parameters is maximum likelihood approach, for which Jordan and 
Jacobs [2] proposed expectation-maximization algorithm. The MoE approach has 
been then developed and extended by Avnimelech [3], Srivastava [4], Lima [5], and 
others. The biggest disadvantage of the method is its tendency for over-fitting due to 
the complexity of the model. 

Numerous works related to MoE model have been published to date; recent 
comprehensive surveys can be found in [6], [7]. The latest studies have been mainly 
focused on using the model in regression and classification applications in finance, 
bioinformatics, healthcare and recognition. MoE techniques have been applied to 
speech [8], face [9], handwriting [10], and hand gesture [11] recognition, in molecular 
biology [12], and medicine [13], [14]. Another line of research is focused on 
regression approach. MoE methods are widely used in financial analysis for risk 
estimation of asset returns [15], forecasting of daily S&P500 returns [16] and time 
series forecasting [17].  

The main goal of our study was to investigate the usefulness of the MoE models to 
real world application such as an internet system to assist in property valuation. The 
second goal was to carry out the comparative analysis of different machine learning 
algorithms composing the MoE architecture. 

2 Mixture of Expert Approach Used 

The mixture of experts (MoE) architecture divides the covariate space, i.e. the space 
of all possible values of the explanatory variables, into regions, and fit simple surfaces 
to the data that fall in each region. The architecture consists of M modules referred to 
as expert networks and module referred to as gating network. MoE is a network 
architecture for supervised learning, which comprises a number of expert networks 
and a gating network (see Fig. 1). Expert networks approximate the data within each 
region of the input space: expert network i maps its input, the input vector x, to an 
output vector yi. It is assumed that different expert networks are appropriate in 
different regions of the input space. The architecture contains a module, referred to as 
a gating network, that identifies for any input x, the expert or mixture of experts 
whose output is most likely to approximate the corresponding target output y. The 
task of a gating network is to combine the various experts by assigning weights to 
individual networks, which are not constant but are functions of the input instances. 
Both expert and the gating networks are fed with the input vector x and the gating 
network produces one output per expert. For each input x, these probability of 
selection are constrained to be nonnegative and to sum to one. The total output of the 
architecture, given by  

 

is a convex combination of the expert outputs for each x. The output of MoE is the 
weighed sum of the expert outputs. The expectation-maximization (EM) algorithm is 
usually employed to learn the parameters of the MoE architecture. 
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So far the authors of the present paper have investigated the basic MoE architecture 
to construct regression models to assist with real estate appraisal [18]. In the current 
contribution we extended the MoE architecture to include two support vector 
regression algorithms [19], namely ε-SVR and ν-SVR, as expert networks. Moreover, 
we ensured that different machine learning algorithms could be used as expert and 
gating networks. Thus, the MoE architecture investigated in the research reported in 
the paper encompassed: four algorithms playing the role of expert networks, namely 
general linear model – glm [20], neural network of multilayer perceptron type – mlp, 
two support vector regression ε-SVR [21] and ν-SVR [22] and three algorithms serving 
as gating networks, namely glm, mlp, and gaussian mixture model – gmm [23]. The 
location of individual algorithms within the MoE architecture is shown in Fig. 1. 

 

Fig. 1. The architecture of mixture of experts 

3 Plan of Experiments 

The experiments were conducted using Mixlab – a matlab tool developed by Perry 
Moerland [24] based on the netlab library. We extended the Mixlab package to 
include two versions of support vector machine for regression, namely ε-SVR and ν-
SVR, using the libsvm library.  

Real-world dataset used in experiments was drawn from an unrefined dataset 
containing above 50 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within 11 years 
from 1998 to 2008. The final dataset counted the 5213 samples. Five following 
attributes were pointed out as main price drivers by professional appraisers: usable 
area of a flat (Area), age of a building construction (Age), number of storeys in the 
building (Storeys), number of rooms in the flat including a kitchen (Rooms), the 
distance of the building from the city centre (Centre), in turn, price of premises 
(Price) was the output variable.  
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Due to the fact that the prices of premises change substantially in the course of 
time, the whole 11-year dataset cannot be used to create data-driven models. In order 
to obtain comparable prices it was split into 20 subsets covering individual half-years. 
Then the prices of premises were updated according to the trends of the value changes 
over 11 years. Starting from the beginning of 1998 the prices were updated for the last 
day of subsequent half-years. The trends were modelled by polynomials of degree 
three. We might assume that half-year datasets differed from each-other and might 
constitute different observation points to compare the accuracy of ensemble models in 
our study and carry out statistical tests. The sizes of half-year datasets are given in 
Table 1. The descriptive statistics of input and output attributes of residential premises 
are shown in Table 2. 

Table 1. Number of instances in half-year datasets 

1998-2 1999-1 1999-2 2000-1 2000-2 2001-1 2001-2 2002-1 2002-2 2003-1 
202 213 264 162 167 228 235 267 263 267 

2003-2 2004-1 2004-2 2005-1 2005-2 2006-1 2006-2 2007-1 2007-2 2008-1 
386 278 268 244 336 300 377 289 286 181 

Table 2. Descriptive statistics of input and output attributes of residential premises 

Name Max Min Avg Median StdDev Description 
Area 199.83 13.70 51.61 47.76 22.09 usable area of premises 
Age 214 8 66.5 64.0 29.3 age of building construction 
Storeys 12 1 5.2 5.0 2.6 no. of storeys in a building 
Rooms 8 1 3.0 3.0 0.9 no. of rooms in a flat 
Centre 13263 49 2434 2192 1475 distance from the centre of a city  
Price 1075000 17000 149628 120000 102504 price of premises 

 
The experiments were conducted in two phases. First phase consisted in the 

selection of optimal parameters of learning algorithms employed to expert and gating 
networks using the trial and error approach. For glm five optimisation routines of EM 
algorithms were examined: irls – iteratively reweighted least-squares algorithm, 
heuristic – weighted least-squares, scg – scaled conjugate gradient, quasinew – quasi-
Newton, and graddesc – gradient descent. For gmm three types of covariance matrices 
were tested: diagonal, spherical, and full ones. For mlp three optimisation routines of 
EM algorithms were considered: scg – scaled conjugate gradient, graddesc – gradient 
descent, and quasinew – quasi-Newton as well as the number of neurons in a hidden 
layer. For ε-SVR and ν-SVR four kernel functions: linear, polynomial, radial basis, 
and sigmoid as well as the values of a cost function and ε and ν values, respectively, 
were explored. The selected parameters of MoE architectures for glm and mlp expert 
networks and ε-SVR and ν-SVR ones are placed in Table 3 and 4, respectively.  

In the second phase the MoE models were built for 12 architectures and parameters 
described in Table 3 and 4. The models were generated by running Matlab software 
individually for each of 20 half-year datasets using 10-fold cross validation (10cv). 
The 10cv was repeated five times for each dataset and the median of the mean square 
errors (MSE) was applied as performance measure. The data was normalised using 
the min-max approach. 
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Table 3. Selected parameters of ME architectures with glm and mlp expert networks 

Expert 
network 

EM routines No. of 
neurons  

Gating 
network 

No. of 
experts

EM routines 
or cov. matrix 

No. of 
neurons  

No. of 
trials  

Glm scg - glm 4 heuristic -  
Glm scg - gmm 2 spherical - 540 
Glm scg - mlp 3 quasinew 3  
Mlp scg 4 glm 3 heuristic -  
Mlp scg 4 gmm 3 spherical - 1660 
Mlp scg 4 mlp 5 scg 2   

Table 4. Selected parameters of ME architectures with ε-SVR and ν-SVR expert networks 

Expert 
network 

Kernel 
function. 

Cost fun.  
values  

ε or ν Gating 
network 

No. of 
experts

EM routines 
or cov. matrix

No. of 
neurons  

No. of 
trials  

ε-SVR radial basis 4 0.0039 glm 3 irls -  
ε-SVR radial basis 1 0.0039 gmm 3 spherical - 5000 
ε-SVR linear 16 0.0039 mlp 3 quasinew 3  
ν-SVR radial basis 4 0.8 glm 3 irls -  
ν-SVR radial basis 2 0.8 gmm 3 full - 4500 
ν-SVR linear 11 0.4 mlp 3 scg 3   

 
The rationale behind statistical methods employed to analyse the output of 

experiments was as follows. Several articles on the use of statistical tests in machine 
learning for comparisons of many algorithms over multiple datasets have been 
published recently [25], [26], [27], [28]. Their authors argue that the commonly used 
paired tests i.e. parametric t-test and its nonparametric alternative Wilcoxon signed 
rank tests are not adequate when conducting multiple comparisons due to the so called 
multiplicity effect resulting in the family-wise error. They recommend following 
methodology. First of all the Friedman test or its more powerful derivative the Iman-
Davenport test should be performed. Both tests can only inform the researcher about 
the presence of differences among all samples of results compared. After the null-
hypotheses have been rejected he can proceed with the post-hoc procedures in order 
to find the particular pairs of algorithms which produce differences. The latter 
comprise Bonferroni-Dunn’s, Holm’s, Hochberg’s, Hommel’s, Holland’s, Rom’s, 
Finner’s, and Li’s post hoc procedures for 1×N comparisons, where one algorithm of 
the best accuracy is used as the control algorithm and Nemenyi’s, Holm’s, Shaffer’s, 
and Bergamnn-Hommel’s procedures in the case of N×N comparisons.  

4 Statistical Analysis of Experimental Results 

The performance, in terms of MSE, of the MoE models comprising expert networks 
built by glm, mlp, ε-SVR, and ν-SVR is presented in Figures 2-5, respectively. For 
each type of expert network the impact of gating networks in the form of glm, gmm, 
and mlp is compared. Taking into account the fact that each half-year dataset was 
normalized individually and the scale of the vertical axis in each chart is the same we 
can make following observations. The best results are provided by the MoE models 
with expert networks created by glm as well as the ones with gating networks 
constructed by glm, too. In turn, the application of mlp gating networks for MoE with 
ε-SVR and ν-SVR expert networks results in the worst performance. 
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Fig. 2. Performance of MoE models with glm as expert network 

 

Fig. 3. Performance of MoE models with mlp as expert network 

 

Fig. 4. Performance of MoE models with ε-SVR as Expert network 

 

Fig. 5. Performance of MoE models with ν-SVR as expert network 
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Statistical analysis of the results of experiments was performed using a software 
available on the web page of Research Group "Soft Computing and Intelligent 
Information Systems" at the University of Granada (http://sci2s.ugr.es/sicidm). In the 
paper we present the selected output produced by this JAVA software package 
comprising Friedman tests as well as post-hoc multiple comparison procedures. 

The average ranks of the MoE models produced by Friedman tests applied to 
individual expert networks are shown in Table 5, where the lower rank value the better 
model. For each type of expert network the ranks are statistically significant except for 
glm. The glm expert networks reveal the best performances for each type but one. 

Table 5. Average rank positions of MoE models produced by Friedman tests 

Expert: glm  Expert: mlp  Expert: ε-SVR  Expert: ν-SVR 
p-value=0.8187  p-value=0.0193  p-value=0.0000  p-value=0.0000 

Rank Gating   Rank     Gating   Rank    Gating   Rank    Gating 
1.90 glm   1.50 glm   1.35 glm   1.45 gmm 
2.00 mlp   2.15 gmm   1.65 gmm   1.55 glm 
2.10 gmm   2.35 mlp   3.00 mlp   3.00 mlp 

 
Adjusted p-values for post hoc procedures for 1×N comparisons, where the top 

gating methods in Friedman’s ranks were the control algorithms, are placed in Tables 
6a and 6b for respective expert networks. In all tests the p-value less than 0.05 means 
that the control method significantly outperforms the compared algorithm. The p-
values indicating the statistically significant differences between given pairs of 
algorithms are marked with italics. 

Table 6a. Adjusted p-values for 1×N comparisons of MoE with glm and mlp as experts  

Expert glm  mlp 
Control glm  glm 
Gating gmm mlp  gmm mlp 
pBonf 1.00000 1.00000  0.07967 0.01438 
pHolm 1.00000 1.00000  0.03983 0.01438 
pHoch 0.75183 0.75183  0.03983 0.01438 
pHomm 0.75183 0.75183  0.03983 0.01438 
pHoll 0.77636 0.77636  0.03983 0.01433 
pRom 0.75183 0.75183  0.03983 0.01438 
pFinn 0.77636 0.77636  0.03983 0.01433 
pLi 0.67989 0.75183  0.03983 0.00743 

Table 6b. Adjusted p-values for 1×N comparisons of MoE with ε-SVR and ν-SVR as experts 

Expert ε-SVR  ν-SVR 
Control glm  gmm 
Gating gmm mlp  glm mlp 
pBonf 0.68556 3.62E-07  1. 00000 1.90E-06 
pHolm 0.34278 3.62E-07  0.75183 1.90E-06 
pHoch 0.34278 3.62E-07  0.75183 1.90E-06 
pHomm 0.34278 3.62E-07  0.75183 1.90E-06 
pHoll 0.34278 3.62E-07  0.75183 1.90E-06 
pRom 0.34278 3.62E-07  0.75183 1.90E-06 
pFinn 0.34278 3.62E-07  0.75183 1.90E-06 
pLi 0.34278 2.76E-07  0.75183 3.83E-06 
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In all cases the Bonferroni-Dunn tests provided the highest adjusted p-values, 
because it is the simplest but also the least powerful procedure so that we omit its 
results in further considerations. For mlp expert network the glm gating network 
revealed significantly better performance than gmm and mlp ones. In turn, for both 
SVR expert’s networks the control methods outperformed significantly only the mlp 
gating networks. Similarly to the results of Friedman tests no significant differences 
between gating algorithms for glm expert network were observed.  

Table 7. Average rank positions of all 12 MoE models produced by Friedman test with  
p-value=0.0000 (the models are denoted by Expert/Gating) 

Rank    Model Rank   Model Rank   Model Rank   Model 

4.00    mlp/glm 5.40   glm/mlp 5.75   glm/gmm 6.65   mlp/mlp 

5.15    ν-SVR/glm 5.55   ν-SVR/gmm 5.90   ε-SVR/glm 11.30   ε-SVR /mlp 

5.15    glm/glm 5.70   mlp/gmm 6.10   ε-SVR/gmm 11.35   ε-SVR /mlp 

Table 8. Adjusted p-values for N×N comparisons of MoE models over 20 half-year datasets 
showing 20 hypotheses rejected out of 66 

Model  vs  Model pNeme pHolm pShaf 
mlp/glm  vs  ε-SVR/mlp 7.56E-09 7.56E-09 7.56E-09 
mlp/glm  vs  ν-SVR/mlp 1.01E-08 9.93E-09 8.41E-09 
ν-SVR/glm  vs  ε-SVR/mlp   3.56E-06 3.45E-06 2.97E-06 
glm/glm  vs  ε-SVR/mlp 3.56E-06 3.45E-06 2.97E-06 
ν-SVR/glm  vs  ν-SVR/mlp 4.55E-06 4.27E-06 3.79E-06 
glm/glm  vs  ν-SVR/mlp 4.55E-06 4.27E-06 3.79E-06 
glm/mlp  vs  ε-SVR/mlp 1.19E-05 1.08E-05 9.92E-06 
glm/mlp  vs  ν-SVR/mlp 1.51E-05 1.35E-05 1.26E-05 
ν-SVR/gmm vs  ε-SVR/mlp 2.40E-05 2.11E-05 2.00E-05 
ν-SVR/gmm  vs  ν-SVR/mlp 3.02E-05 2.61E-05 2.52E-05 
mlp/gmm  vs  ε-SVR/mlp 4.76E-05 4.04E-05 3.97E-05 
glm/gmm  vs  ε-SVR/mlp 5.96E-05 4.97E-05 4.97E-05 
mlp/gmm  vs  ν-SVR/mlp 5.96E-05 4.97E-05 4.97E-05 
glm/gmm  vs  ν-SVR/mlp 7.45E-05 5.98E-05 5.19E-05 
ε-SVR/glm  vs  ε-SVR/mlp 1.16E-04 9.12E-05 8.06E-05 
ε-SVR/glm  vs  ν-SVR/mlp 1.44E-04 1.11E-04 1.00E-04 
ε-SVR/gmm  vs  ε-SVR/mlp 2.73E-04 2.07E-04 1.90E-04 
ε-SVR/gmm  vs  ν-SVR/mlp 3.36E-04 2.50E-04 2.35E-04 
mlp/mlp  vs  ε-SVR/mlp 0.002477 0.001802 0.001726 
mlp/mlp  vs  ν-SVR/mlp 0.002994 0.002132 0.002087 

 
Statistical tests adequate to N×N comparisons were conducted for all 12 MoE 

models considered. The Friedman and Iman-Davenport tests were performed and the 
calculated values of their statistics were 92.79 and 13.86, respectively, whereas the 
critical values at α=0.05 are χ2(11)=21.92 and F(11,297)=1.82, what means that there 
are significant differences between some models. Average ranks of the models are 
shown in Table 7, where the lower rank value the better model. The three top ranks 
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gained the models with mlp, ν-SVR, and glm as expert networks; all of them 
comprised glm as gating networks. In Table 8 adjusted p-values for Nemenyi, Holm, 
and Shaffer post-hoc procedures for N×N comparisons are shown for 20 pairs of 
models out of 66, where significant differences were noticed. Following main 
observations could be done: ε-SVR and ν-SVR with mlp gating networks revealed 
significantly worse performance than any other MoE architecture. There are not 
significant differences among the MoE architectures composed of glm and mlp expert 
networks with any gating networks as well as embracing ε-SVR and ν-SVR expert 
networks with glm and gmm gating networks 

5 Conclusions and Future Work 

Several experiments were conducted in order to investigate the usability of mixture of 
experts approach to an online internet system assisting with real estate appraisal. The 
mixture of experts architectures studied in the paper comprised: four algorithms used 
as expert networks: glm – general linear model, mlp – multilayer perceptron and two 
support vector  regression ε-SVR and ν-SVR as well as and three algorithms glm, 
mlp, and gmm – gaussian mixture model employed as gating networks. In the tests 20 
real-world datasets taken from a cadastral system, were employed. The analysis of the 
results was performed using recently proposed statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for multiple 
comparisons. Following general conclusions could be drawn on the basis of the 
experiments: three algorithms  mlp, ν-SVR, and glm used as expert networks in the 
MoE architectures can lead to low values of prediction error provided glm is applied 
to a gating network. In turn, using mlp to gating networks results in significantly 
worse performance. The investigation proved the usefulness and strength of multiple 
comparison statistical procedures to analyse and select machine learning algorithms 
for real estate appraisal.  
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Abstract. Relational classification is a promising branch of machine learning 
techniques for classification in networked environments which does not fulfil 
the iid assumption (independent and identically distributed). During the past 
few years, researchers have proposed many relational classification methods. 
However, almost none of them was able to work efficiently with large amounts 
of data or sparsely labelled networks. It is introduced in this paper a new 
approach to relational classification based on competence region modelling. 
The approach aims at solving large relational data classification problems, as 
well as seems to be a reasonable solution for classification of sparsely labelled 
networks by decomposing the initial problem to subproblems (competence 
regions) and solve them independently. According to preliminary results 
obtained from experiments performed on real world datasets competence region 
modelling approach to relational classification results with more accurate 
classification than standard approach.  

Keywords: competence region modelling, relational classification, collective 
classification, social network analysis.  

1 Introduction 

In the past decade the Internet has evolved from the web of static content to a 
complex social medium were each piece of information is created or influenced by 
users. Social web services has become the most frequently used parts of the network 
and almost all web pages had to integrate with them or introduce own user and 
community wise interfaces. From the computer science perspective, the nature of 
most online data change from independent to relational – that is a fact that data 
mining techniques researchers have to face. 

One of the currently growing needs is classification of relational data in different 
areas. A wide range of various relational classifiers and their applications were 
introduced so far. However, there is still a big space for improvements. Existing 
classifiers, mostly because of correlated error [12], perform poorly with sparsely 
labelled networks, which is common in relational datasets. Secondly, relational 
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measures used for classification have very high computational complexity. The main 
reason behind it is a necessity of recursive algorithm usage on a whole network 
structure. Moreover, most of valuable and interesting social data repositories contain 
big amounts of data, which makes calculations even more time and resource 
consuming. 

In order to address these issues the paper presents how the general idea of 
Competence Region Modelling (CRM) [22], [23], known already in traditional 
classification techniques which fulfil the iid assumption (independent and identically 
distributed), can be applied to relational classification, namely to collective 
classification problem. CRM uses a clustering method on order to decompose data set 
into the competence regions. Then a number of classifiers are trained using data 
instances from each competence region. In the inference phase each instance from 
testing data is classified respectively to its region membership.  

In this paper, Competence Region Modelling was adjusted and applied for 
collective classification problem using appropriate clustering and classification 
methods – the k-means algorithm has been used in order to group network nodes 
according to their network structural feature – eigenvalues and the independent 
random forest compound classifier was run separately for each group found. 

2 Related Work 

The concept of relational classification has more than a decade. It was extensively 
used in areas like labelling science papers and web content [1-3], segmentation and 
labelling of text [4], molecules and compounds classification in genetics and 
chemistry [5-6], fraud detection [7-8] or directed marketing [9-10]. A lot of the 
conceptual and experimental work was done in this subject over the years [24-25]. 
Different types of approaches and classifiers were proposed and examined; different 
features of relational data were utilized [11]. Yet, there is still a broad field for 
improvement in the field.  

One of the most important issues that still have to be faced is computational 
complexity of the relational classification methods. Entities within the network are 
connected to each other and there is a strict dependence between node network 
positions and its graph based measures that are used for classification [28]. As a 
natural consequence of these two facts most of the existing algorithms are based on 
recurrence [27]. Because of this recurrence and the structural complexity of the real 
world networks, relational classifiers are highly expensive in terms of calculation. The 
bigger and denser network is, the more expensive necessary computations are. While 
we cannot simplify the social measures without redefining them, a lot can be done 
during the data pre-processing and sampling stage. Decomposing a social graph may 
be one of the possible approaches [18]. Learning on selected subgraphs for instance 
may decrease calculation time without classification accuracy lost. Structural 
decomposition by excluding some nodes and edges from the network may potentially 
increase performance. Grouping and clustering methods can be used to compress 
training examples sets, reduce calculation time and the cost of relational 
classification. 
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The accuracy of relational classification is a second important problem. There are 
many factors that can affect the accuracy of classification based on relational data 
[26]. One of the most important ones is network labelling density. Real world social 
networks are sparsely labelled and this leads to high correlated errors [18]. Restricting 
learning and classification areas by structural decomposition is a way to prevent 
correlated error spread [12].  

Based on the previous work on the social network homophily [13] and social 
groups [20] it seems natural to limit single classifier competence to a single network 
cluster instead of using whole network to learn. Especially homophily seems to be 
promising in this case. It was one of the first phenomenon observed by the social 
network researchers [13-16] and is a tendency of positive bonds existence between 
object that are similar to each other. In other words, it is a positive correlation 
between features and relations of network nodes. The more similar object are the 
stronger they are connected. The reverse process is called autocorrelation. Homophily 
and autocorrelation are common in all types of social data [17]. Autocorrelation is the 
basis of collective inference approach – the foundation of most of the relational 
classification methods introduced so far.  Homophily, social groups, relational 
measures (clustering) or other social network statistical features can be utilized in 
terms of performing relational decomposition and increasing final classification 
performance.  

The subject of structural network decomposition in relational classification itself 
was barely scratched in a few publications like [18] but the results clearly show a 
potential that lays in hidden information that can be obtained from social network 
structure and used to cluster network graph to improve classification efficiency. 

In this paper the original Competence Regions Modelling (CRM) [22-23] concept 
was adapted and used as a realization of structural decomposition in relational 
classification. 

3 Competence Regions Modelling in Relational Classification 

The general idea of Competence Regions Modelling (CRM) [22-23] consists in 
splitting training data into separate regions with an independent profile. The region 
identification is achieved by means of some clustering algorithms applied to regular 
input features describing learning cases (observations). A separate classifier (or an 
ensemble of classifiers) is trained for each such cluster – competence region. In this 
way classifiers may be more specialized – they are limited only to their smaller 
regions. During the testing phase, each testing case is assigned to the nearest 
competence region (cluster) and appropriate region’s model is applied to it.  

The proposal of Competence Regions Modelling (CRM) in Relational 
Classification is quite similar to traditional CRM in its main idea but it has to be 
adapted to relational, collective classification, see Fig. 1. The differences between 
traditional CRM and CRM in relational modelling are presented in Sec. 4. 

It also aims at decomposing the initial space of observations (a network) into 
smaller clusters and performs more specialized generalization within them. Assuming 



 Competence Region Modelling in Relational Classification 239 

 

that a single relational classifier has limited generalization abilities for whole network 
it is proposed the idea to decompose it into smaller parts and generalize them 
individually. 

In order to perform such generalization CRM initially assumes to calculate 
structural measures for each node using the whole network (Step 1, see Fig. 1 and 
Algorithm 1). Then, disregarding the class labels, it clusters the whole relational 
dataset (training and testing nodes) into k clusters using the clustering algorithm and 
structural measures – Step 2.  

 

 

Fig. 1. The block diagram of Competence Regions Modelling in Relational Classification. 
Steps correspond to those from Algorithm 1. 

Afterwards for each cluster that actually defines a competence region, training set 
and testing set is separated – Step 3. There is no special split technique defined for the 
CRM relational method, thus any can be used in this place. Once the data is split, an 
individual classifier is trained using calculated structural attributes of training nodes, 
separately within each competence region (cluster) – Step 4 (loop) and Step 5 
(learning). There are k trained classifiers, which are competent in their clusters, after 
the learning phase. Having the trained classifiers obtained, we can generalize, i.e. 
apply knowledge extracted and stored within the individual models to unknown 
observations (cases). For each testing node in the network (relational observation) the 
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appropriate trained classifier is selected and applied – the one, which was prepared for 
the region the node belongs to (Step 6). Subsequently, a selected classifier returns 
classification results – classes for unknown cases in the region.  
 
Algorithm 1. Algorithm for Competence Regions Modelling approach to relational 
classification: 

(1)For each node n that belongs to the network N 
      For each structural measure m from defined set M 
          Calculate m for n using whole N 

(2)Cluster whole N into k groups (clusters) using  
nodes’ eigenvalues and the clustering/grouping 
algorithm 

(3)Split N into training NL and testing NT sets 
(4)For each competence region (cluster) k 

      Train classifier ck on nodes NL that belong to 
    cluster k 
      Test classifier ck on nodes NT that belong to 
     cluster k 

(5)Validate results 

4 Traditional CRM vs. CRM in Relational Modelling 

There are some differences between traditional Competence Regions Modelling 
(CRM) and CRM in relational classification. Particularly, we have the following 
unique activities within CRM in relational classification: 

1. For each case (observation) some structural, relational measures need to be 
calculated. It refers both training and testing data NL and NT  - the whole network N 
(Step 1). 

2. Clustering algorithms use relational features instead of typical ones. As a result, 
some graph-based clustering algorithms can be applied for the purpose of 
competence region extraction (Step 2). 

3. After clustering, the training and testing data need to be separated (Step 3). In 
traditional CRM they are separated at the beginning, however in case of relational 
classification, relational measures need to be calculated before splitting.  

4. There is no need to assign testing cases to regions found in the training data (in 
opposite to traditional CRM). In case of relational CRM both sets are split into 
regions during the clustering step. 

5 Experiments 

In order to validate the utility of proposed method preliminary experiments were 
recording its predictive accuracy in comparison to the results of reference method. 
The reference method was not using competence region modelling, but was similar to 
the proposed one in all other settings. 



 Competence Region Modelling in Relational Classification 241 

 

5.1 Setup of Competence Regions Modelling Method 

In order to evaluate the predictive accuracy of proposed Competence Region 
Modelling (CRM) in relational classification a new experimental environment has 
been developed in Matlab. To perform the experiments the following setup was 
applied to each steps of the CRM algorithm (see Algorithm 1): 

 
Step 1: As an input for the classifier the following relational measures calculated in 
the networks were used: degree centrality, betweenness centrality, clustering 
coefficient, hubs and authority, and page rank [21]. 

Step 2: The competence regions for specialized classifiers were obtained from graph 
clustering that used k-means algorithm to group nodes according to their eigenvalues 
calculated on the whole network. 

Step 3: The experiment was evaluated using 10-fold cross-validation with splits of 
nodes into training and testing cases. The split was accomplished by node sampling 
using uniform distribution. 

Step 5: As the proposed approach required classification algorithm, the random forest 
compound classifier has been used as a base classifier. 

Step 7: In order to assess proposed relational classification approach a standard 
measure of classification mean error was recorded. 

5.2 Datasets 

The experiments were carried out on two relational datasets.  The genealogy dataset 
CS_PHD was the network that contained the ties between Ph.D. students and their 
advisers in theoretical computer science where arcs pointed from advisers to students 
[19]. The dataset consisted of 1,061 nodes interconnected with 924 arcs. Each node 
was assigned with one of 16 classes (research areas). Average node degree was equal 
to 0.636.  

The dataset NET_SCIENCE contained a co-authorship network of scientists 
working on network theory and experiment [20]. It was extracted from the 
bibliographies of two review articles on networks. The network consisted of 1,588 
nodes and 2,742 edges. There were 26 classes and the average node degree was equal 
to 1.726. 

5.3 Results 

The mean classification error for various numbers of groups representing regions of 
competence in proposed algorithm is presented in Fig. 2 and Fig. 3. As we can see the 
mean classification error is different for various number of competence regions. For 
the CS_PHD dataset, Fig. 2, results obtained from CRM method exceeds up to 8% 
results obtained from relational classification with no regions modelling, 
irrespectively to the number of modelled competence regions. This does not hold for 
NET_SCIENCE dataset. Only using 2,5,7 and 10 competence regions allowed to 
obtain smaller classification error, see Fig. 3. 



242 T. Kajdanowicz et al

 

What is worth emphasiz
classification for both exam
datasets (16 and 26) the m
experiments may be consid
accuracy it might be requir
which was not considered in

Fig. 2. Mean classification er
compared to results obtained fr

Fig. 3. Mean classification 
Modelling compared to results

l. 

zing is quite high classification error obtained by relatio
mined datasets. According to high number of classes in b
modelled problem is complex and results as obtained
dered as satisfactory. Additionally in order to obtain h
ed further reformulation of the problem (e.g. subsampli
n this work. 

rror for CS_PHD dataset using Competence Regions Model
from classification with no regions modelling  

error for NET_SICENCE dataset using Competence Regi
s obtained from classification with no regions modelling  

onal 
both 
d in 
high 
ing) 

 

lling 

 

ions 



 Competence Region Modelling in Relational Classification 243 

 

6 Conclusions and Future Work  

The paper presented a new approach to relational classification based on competence 
region modelling. In general the approach aims at solving relational data classification 
problem by decomposing the initial problem to competence regions and solve them 
independently within them. It significantly differs from traditional competence 
regional modelling (CRM), see sec. 4. In particular, training and testing data are 
clustered together – in traditional CRM it refers only training data.  

The results of the preliminary experiments showed interesting potential of the 
CRM approach to relational classification. Though, additional experiments with 
different settings have to be performed in order to gather deeper insight.  

In further work there will be considered much more sophisticated clustering 
techniques, especially relational clustering, as well as other networks with various 
distributions of parameters. Moreover additional relational measures will be examined 
in order to discover their influence on CRM performance.  
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Abstract. The COTS (Commercial Off-The-Shelf components) selection 
process is difficult due to the huge number of existing COTS components. 
Moreover, the price of a mistake is great due to the complex nature of informa-
tion systems. In this paper an analysis of different COTS component selection 
methodologies is presented. Based on this, the ontology for supporting COTS 
component selection processes is proposed. In order to achieve a high level of 
practicality on different levels of decision making, the ontology is implemented 
in Protégé software. 

Keywords: COTS components, ontology, methodology supporting COTS 
component selection and evaluation.  

1 Introduction 

In literature, COTS (Commercial Off-The-Shelf components) products are defined as 
ready to sell products [12]. The increasing role of COTS components in the software 
marketplace influences the growth of popularity of that kind of software solutions and 
enables the construction of a whole system from COTS components [2]. COTS 
products can be part of a bigger and more complex COTS-Based System (CBS) [14]. 
The COTS market offers a wide range of software components supporting enterprise 
functions in different domains. The proper location of available components (and 
after then the choice of optimal solution) is one of the existing problems for 
enterprises. The COTS market is still developing, offering new COTS systems and 
reuse of existing solutions. 

The adaptation of knowledge-engineering mechanisms should improve the process 
of knowledge acquisition on COTS components and related selection methodologies. 
Hence it is postulated that the ontology for COTS should provide mechanisms for 
updating information about particular components and methods, and extracting the 
information about these components according to inquiries posed by a decision-
maker. It is premised that the ontology for methodologies supporting COTS 
component selection and evaluation enables a reduction in most research problems 
(e.g. knowledge systematization about COTS methodologies, the choice of a proper 
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methodology for a given decision problem). Apart from the methodological aspect, 
the practical values allow determination of the technological implementation of the 
acquired research results. 

The process of knowledge acquisition about COTS components is time consuming, 
limited by restricted access to component information and documentation [3]. The 
growing popularity of COTS components and the huge number of components 
available in the marketplace causes a data and information redundancy for decision 
makers. It is worth emphasising that knowledge about components is relatively low. 

The possible alternatives to knowledge resource acquisition (such as COTS 
component repositories, semantic techniques, independent reports or expert 
knowledge etc.) are still in development phases. Some COTS repositories or semantic 
techniques are in prototype stages. It has been observed that COTS component 
repositories available on the market are excessively general solutions and it is difficult 
to use them for a specified domain. Owing to the huge number of COTS components 
on the market, a general repository application could not cope with the basic demands 
and requirements of decision makers, nor the functional conditions required by 
a particular domain either. Nowadays a small number of COTS repositories (e.g. 
COTSTrader, CLARiFi, CeBASE COTS Lessons-Learned Repository) supporting 
selection and evaluation processes exist in the market, but these solutions maybe 
inadequate through continuous development of the COTS marketplace. Another 
alternative for knowledge acquisition about COTS components is taxonomy (e.g. 
GOThIC). However, the information about software components included in 
a taxonomy system are scattered, only encompassing a short or even lacking a well-
defined description of collected components. Moreover, both the precision and 
trustworthiness of collected information is not well documented [11]. 

The choice of appropriate software components from any number of available 
software solutions is one of the most important issues in the selection and development 
process of an enterprise’s Information System. The existence of a huge amount of 
diffused information is one of the existing inconveniences related to the selection 
process. Moreover it could increment the risk of the decision making process. 

In this paper a practical ontology supporting COTS component selection processes 
is presented. The ontology encompasses the set of selected COTS methodologies and 
was built using the Protégé application. The general aim of this solution is to provide 
and systematize knowledge about available COTS methodologies and to support the 
proper choice of the COTS component selection process as well. 

The general statement of building an ontology supporting the COTS component 
selection process, is to provide a systematic and repeatable way to collect, organize 
and manage information about available COTS methodologies, and to support 
decision makers in the selection process [9]. Furthermore, the expected benefits are: 
(1) knowledge systematization about available COTS methodologies in the 
marketplace, (2) a time reduction in the selection process of a proper solution, (3) it 
will not be necessary for decision makers to have specific knowledge about available 
solutions on the marketplace, (4) the set of selected solutions fulfills the pre-defined 
requirements by a decision-maker, (5) the set of selected solutions complies the  
pre-defined criteria including varied level of details. 
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2 Analysis of COTS Component Selection Methodology 

The are many differences between COTS software products available in the 
marketplace considering both the libraries and the applied components [1]. Hence, the 
problem of COTS component selection and evaluation is characterized by a high level 
of complexity. There are many approaches for COTS software selection that apply 
dissimilar methods in supporting the same software evaluation process. 

The existence of repeatable and organized methodologies for software evaluation 
improve the whole decision-making process of software selection and decrease the 
eventual negative consequences. The analysis of literature identified a number of 
methodologies that support COTS software component selection and evaluation. It is 
worth noticing that the available methodologies present the evaluation process of 
COTS components in different ways. The differences encompass both our proposed 
approach, the applied method and its final effect as well. Moreover, the development 
and modification of pre-existing methodologies appears very often (e.g. OTSO 
methodology development) [1]. 

On the basis of literature research, a noticeable evolution of methodologies for 
COTS component evaluation has taken place [1]. The different types of specification, 
heterodox methodological approach and possible spectrum of practical applications 
conduce a comparative analysis of available COTS methodologies. The aim of this 
analysis is to provide a specification of their practical application areas in a COTS 
domain. The analysis encompasses 38 methodologies supporting COTS component 
evaluation (APCS, CAP, CARE, CBCPS, CDSEM, CEP, CSID, COSTUME, COTS-
Agent Based System, CRE, Cil, Colombo and Francalanci, DBCS, Erol and Ferrel, 
FCS, GOThIC, IusWare, Jung and Choi, Lai, MAS, MRETS, Merad and Lemos, 
MiHOS, Morera, OTSO, PECA, PORE, RCPEP, SCARLET, SMI, STACE, 
Scenario-based technique, Sedigh Ali, StoryBoard, Teltumbde, Wang, Wei and 
Wang, WinWinSpiral Model). The specified characteristics of the selected 
methodologies are presented in publication [6]. The author’s schema in Fig. 1 
proposes an organizational schema of the selected methodologies depending on the 
applied technique and its further evolution. 

The analyzed methodologies were organized in chronological order including the 
most important phases of COTS component evolution. Some of the analyzed 
methodologies can be grouped into several categories, but in the analysis the most 
dominant factor was considered. On the basis of this elaboration the general schema 
of a COTS software evaluation process was proposed. The relationships between 
available methodologies results from the application of the same, similar or modified 
approach proposed by the precursors of that method. The evolution of a COTS 
software evaluation process is driven by the development of the evaluation tools, new 
technologies and the enterprise requirements for its continuous development. Some of 
the analyzed methodologies have been elaborated for years. The latest solutions 
propose the application of hybrid methods or mixed techniques for COTS evaluation. 
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Fig. 1. Diagram of COTS component selection methodology evolution 

3 The Approach to COTS Ontology Development 

3.1 COTS Ontology Characteristics 

In literature many approaches towards classification of the various types of ontology 
exist. For example Lassila and McGuinness [10] present a possibility of organizing an 
ontology based on the rising degree of formal semantics, whereas Oberle [13] 
proposes an idea of multi-dimensional fusion. On the basis of these approaches, Hepp 
[4] identifies six characteristics of variables of an ontology project (tab. 1). 
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Table 1. The general aspects of COTS ontology design 

Aspects of 
ontology design COTS ontology context 

expressiveness 
- The specified information about COTS methodologies are required; 
- The higher reasoning process provides the specified results; 
- The time-consuming process 

size of relevant 
community 

-Domain selection of projected ontology (COTS methodologies); 
-Defined set of final users of COTS ontology 

conceptual 
dynamics in a 
given domain 

-The strategy of updating the COTS ontology; 
-The process of making changes with relation to changes in COTS 
methodologies; 
-The limited level of specification of COTS ontology 

number of 
conceptual 

elements in a 
particular domain 

-Defining a dimension to the COTS ontology (the COTS ontology should be 
divided into the smaller parts if it is necessary); 
-A smaller size and higher specification level for COTS ontology provides more 
valuable results; 
-The process of COTS ontology adaptation and development is much easier 

degree of 
subjectivity in 

conceptualization 
of the domain 

-Defining the degree of notions considering particular concepts between actors in 
the COTS ontology 

average size of the 
specification per 

element 

-Defining the range of COTS ontology

3.2 The COTS Ontology Construction 

The main advantage of the proposed COTS ontology is to provide systematic and 
repeatable knowledge about each of the presented methodologies. The ontology can 
then enable the selection of a proper solution for a given problematic area. Thus it 
provides the possibility to select the components in a simple and unique way 
including the set of criteria defined by a decision maker. 

The basis for the ontology construction was a thorough analysis of considered 
solutions and then the experiment of identification of the set of criteria and sub-
criteria that were used to create the taxonomy. For the ontology for methodologies 
supporting COTS component selection and evaluation, the set of criteria was created 
on the basis of available characteristics of these methodologies (see: Table 2). 

The defined set of criteria was a basis for a taxonomy construction for 
methodologies supporting COTS component selection and evaluation. The aim of the 
taxonomy is to ensure systematization and classification for particular solutions. The 
taxonomy was a basis for an ontology construction as a next step. 

The ontology was created including information about each considered COTS 
methodology and in many cases the names of criteria should be generalized. It helps 
in limitation of the total number of criteria in the ontology project. Furthermore it 
improves the speed of computing provided by a reasoner. The general structure of 
ontology for methodologies supporting COTS component selection and evaluation 
encompasses the following phases: (1) identification and selection of available COTS 
methodologies, (2) specified characteristics of selected COTS methodologies, (3) 
defining a set of criteria and sub-criteria, (4) taxonomy construction, (5) ontology, (6) 
process of defining classes. 
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Thereafter practical implementation of the constructed ontology is possible. That 
process is composed of the following steps: (1) defining preferences, (2) using of 
reasoning mechanisms, (3) selection of the solutions, (4) evaluation of the solutions.  

Table 2. The relations between selected COTS methodologies and the defined set of criteria 
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1 Using of AHP method  -  -  -  -  -  -  -  -  -  -  - yes

2 Using of agents  -  - yes  -  -  -  -  -  -  -  -  - 

3 Using of heuristics algorithm  -  -  -  -  -  -  -  -  -  -  -  - 

4 Using of MCDA  -  -  -  -  - yes  -  -  - yes yes  - 

5 Using of experts methods  -  -  -  -  -  -  -  -  -  -  -  - 

6 Using of quality models  - yes  -  - yes  -  -  -  -  -  -  - 

7 Using of evaluation supporting tools yes yes  -  -  -  -  - yes  -  -  -  - 

8 Using of risk-driven evaluation  -  -  -  -  -  -  -  -  -  -  -  - 

9
Using of software description from knowledge 
base or repository

 -  -  -  -  -  -  -  -  -  -  -  - 

10 Using of first-fit evaluating (prototyping)  -  -  -  -  -  -  -  -  -  -  -  - 

11 Using of social-techniques  -  -  -  -  -  -  -  -  -  -  - yes

12 Using of taxonomy  -  -  -  -  -  -  -  -  -  -  -  - 

13 Using of software engineering techniques  -  -  -  -  -  -  - yes  -  -  -  - 

14 Using of goal-oriented programming  -  -  -  -  -  - yes  -  -  -  -  - 

15 Using of linear programming  -  -  -  -  -  -  -  -  -  -  -  - 

16 Using of scenario-based techniques  -  -  -  -  -  -  -  -  -  -  -  - 

17 Using of game theory  -  -  -  -  -  -  -  - yes  -  -  - 

18 Using of fuzzy set theory  -  -  -  -  -  -  -  -  -  -  -  - 

19 Using of domain model utility  -  -  -  -  -  -  -  -  -  -  -  - 

20 Using of WSM  -  -  - yes  -  -  -  -  -  -  -  - 

21 Using of confidence factors yes  -  -  -  -  -  -  -  -  -  -  - 

22
Defining requirements to aggregate use-cases 
and screenshoots 

 -  -  -  -  -  -  -  -  -  -  -  - 

23 Group AHP  -  -  -  -  -  -  -  -  -  -  -  - 

24 Hierarchical decision model  -  -  -  -  -  - yes  -  -  -  - yes

25 Grouping and DSS mechanisms  -  -  -  -  -  -  - yes  -  -  -  - 

26 Global and local weights adding yes  -  -  -  -  -  -  -  -  -  -  - 

27 Fuzzy set theory  -  -  -  -  -  -  -  -  -  -  -  - 

28 Fuzzy QFD  -  -  -  - yes  -  -  -  -  -  -  - 

29 Specified software description  -  -  -  -  -  -  -  -  -  -  -  - 

30 Multi-criteria decision supporting method  -  -  -  -  - yes  -  -  - yes yes  - 

31 Using of tools yes yes  -  -  -  -  -  -  -  -  -  - 

32 Process recurence  -  -  -  -  - yes  -  -  -  -  -  - 

33 Using of non-functional attributes  - yes  -  -  -  -  -  -  -  -  - yes

34 Using of technical attributes  -  -  -  -  -  -  -  -  -  -  -  - 

35 Goal-oriented approach  -  -  -  -  -  -  -  -  -  -  -  - 

36 Model's spreadsheet yes  -  -  -  -  -  -  -  -  -  -  - 

37 Brainstorm  -  -  -  - yes  -  -  -  -  -  -  - 

38 Requirements identification  - yes  -  -  -  -  -  -  -  -  -  - 

39 DSS mechanisms  -  -  -  -  -  -  - yes  -  -  -  - 

40 Nominal Group Technique (NGT)  -  -  -  -  -  -  -  -  -  -  -  - 

41 Defined by a decision-maker  -  - yes yes  -  -  -  - yes  -  -  - 

42 Defining criteria template  -  -  -  -  -  -  -  -  -  -  -  - 

43 Comparison of CBS elements  -  -  -  -  -  -  -  -  -  -  -  - 

44 Specified requirements analysis  -  -  -  -  -  -  -  -  - yes yes yes

45 Goals and specifications defining  -  -  -  -  -  -  -  -  -  -  -  - 

46 Interview or questionnaire  -  - yes yes  - yes  -  -  -  -  -  - 

47 Deterministic type of preferential information  -  -  -  -  -  - yes  -  -  -  - yes

48 Cardinal type of preferential information  -  -  -  -  -  - yes  -  -  -  - yes

49 Non-deterministic type of preferential  -  -  -  -  -  -  -  -  -  -  - yes

50 Ordinal type of preferential information  -  -  -  -  -  - yes  -  -  -  -  - 

51 Fuzzy type of preferential information  -  -  -  -  -  -  -  -  -  -  - yes
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3.3 Practical Implementation of COTS Ontology 

The ontology was built using the Protégé application 
(http://www.semanticweb.org/ontologies/2010/11/Ontology1292334387792.owl).  

The language supporting building the ontology is OWL (Ontology Web 
Language). It provides both the possibility for description of concepts and new 
additional functions for describing possible relationships. Each group of criteria is 
referred to subclasses with a higher level of specification. The whole ontology is 
based on a tree structure. The developed ontologies with huge numbers of classes and 
complex inheritances almost always require a tree class hierarchy [5]. The process of 
COTS ontology construction was determined by a few statements. The correctness of 
activity of the ontology is ensured by unified notation of the names of the classes, 
properties, objects and data types without using national letters, space bars or 
symbols. Moreover, it is necessary for reduplications in applied nomenclature for 
criteria and sub-criteria in each ontology to be non-extant. Then each of the primitive 
classes should be disjointed from each other. Thereafter for each class both the slots 
should be defined and the proper values should be described. 

The specified analysis of available COTS methodologies allows defining the set of 
classes and subclasses. Thus 5 classes and 51 subclasses were defined. On the basis of 
identified relations between 38 COTS methodologies and the pre-defined set of 
criteria (see: Table 2), the semantic relationships were created. Table 3 presents the 
selected set of criteria and sub-criteria of the COTS ontology. 

Table 3. Selected criteria and sub-criteria of COTS ontology 
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Figure 2 depicts 5 selected COTS methodologies (IusWare, PORE, GOThIC, 
OTSO and SCARLET) and the specified relations between the criteria for each of the 
selected methodologies.  

 

 

Fig. 2. The specified characteristics of COTS methodologies 

The verification, consistency in evaluation and computable process was made 
using a HermiT reasoning mechanism. This process begins when the reasoning 
mechanism starts. The further steps encompass building the class hierarchy, 
initializing the class instance data structure and computing instances for all classes. 
The final result of computing encompasses the set of solutions for pre-defined 
queries. In the case of an identified inconsistency, the computable process is not 
workable. 

4 Case Studies: Ontology Supporting COTS Component 
Selection Process Considering a Proper Methodology Choice 
for a Given Decision Problem 

The case study presents a practical example of a COTS ontology application. It is 
supposed that a decision-maker is looking for the COTS methodologies that fulfill 
a set of pre-defined requirements. In this case the following requirements were 
identified by the decision-maker. The preferable methodology should satisfy the 
following criteria: (1) defining criteria importance: hierarchical decision model, (2) 
software evaluation: using of AHP method and software evaluation tools, (3) type of 
preferential information: deterministic type of preferential information. 

The application of the reasoning mechanism provides a set of results with regard to 
the pre-defined requirements. In this case only two methodologies (STACE and CAP) 
fulfill these defined criteria (Fig.3). The same query was posed using a DL Query 
mechanism (Fig.4). The identified set of results is exactly the same as earlier. 
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Fig. 3. A practical example of COTS ontology application – a limited set of results  

 

Fig. 4. A practical example of COTS ontology application – usage of DL query mechanism 

This case study presented a practical example of ontology application taking into 
consideration the proper choice of a COTS methodology for a given decision 
problem. In this case, an exemplary set of requirements was defined, especially 
including the approach for software evaluation, criteria importance definition and type 
of preferential information offered by the particular methodologies. On the basis of 
the pre-defined criteria of the analyzed methodologies, it is possible to specify a non-
limited set of queries for the COTS ontology. 

5 Conclusion 

In this paper an approach to design a practical ontology supporting COTS component 
selection process was presented. The general statements of COTS ontology 
construction were described. Furthermore the significant role of the proper selection 
of components was introduced. On the basis of specified characteristics of 38 COTS 
methodologies, the ontology was built using the Protégé application and OWL 
standard. Due to the limited space of publication, only the small portion of the 
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practical application of a COTS ontology was presented. Further results can be found 
in publications [7, 8]. 

The general aim of the COTS ontology construction was to provide a systematic 
and repeatable way for selection of a proper methodology for a given decision 
problem. The COTS ontology enabled the knowledge systematization about the 
available solutions on the marketplace. The specification level of the acquired  
results is defined by a decision-maker. The more valuable the requirements definition, 
the smaller the number of identified results. The decision-maker then does not  
have to have a broad knowledge of methodologies, but can still make a reasonable 
choice. 
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Abstract. This paper designs a computerized operation planner for re-
location staffs in electric vehicle sharing systems, in which uneven vehicle
distribution can lead to severe service quality degradation. After reloca-
tion pairs are created based on the target vehicle distribution and vehicle-
to-station matching, our scheme finds an operation sequence for a relo-
cation team. To overcome the time complexity of the ordering problem,
a genetic algorithm is developed. It encodes a relocation schedule based
on numbering of relocation pairs, defines a fitness function accounting
for the inter-relocation move, and finally tailors genetic operators. The
performance measurement result obtained from a prototype implemen-
tation shows that the proposed scheme finds an efficient schedule having
a converged fitness value with just small-size population. The difference
in relocation distance does not go beyond 24.8 % even in the case of
extremely unbalanced distribution for the given parameters.

Keywords: Smart transportation, electric vehicle sharing system, vehi-
cle relocation, genetic algorithm, relocation distance.

1 Introduction

According to the cohesive integration of high-end information and communica-
tion technologies, the modern power system, called the smart grid, is becoming
more reliable and intelligent [1]. The smart grid pursues energy efficiency in a
variety of grid objects belonging to power generation, transmission, distribution,
and consumption. Not just restricted to efficiently managing such power supply
domains, the energy system can regulate different type of consumer devices in
homes, buildings, and the like [2]. In the mean time, electric vehicles, or EV
in short, are one of the most important smart grid entities [3]. Many countries
are making plans to replace gasoline-powered vehicles with EVs, as EVs much
reduce air pollution and achieve significant energy efficiency. However, to say
nothing of the short driving range, the cost is still much too high for personal
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ownership. Hence, carsharing is a reasonable business model for EVs for the time
being and it contributes to the fast penetration of EVs into our everyday life.

In its service scenario, a customer rents out an EV at a sharing station and
returns to either the same or a different station. The latter case is called one-way
rental and it is most convenient from the customers’ perspective [4]. However,
due to ever-changing demand patterns, the number of EVs in each station will
be uneven soon. Some stations cannot meet the balance between demand and
supply. Then, customers can possibly fail to rent an EV in the station they want.
Such a stock imbalance problem can be solved by explicit vehicle relocation, but
how to relocate EVs is a very complex problem dependent on many variables.
However, if the requirement is clearly specified, this relocation planning can
be empowered by computational intelligence in obtaining an efficient relocation
schedule [5]. Here, the communication between the relocation coordinator and
respective EVs is indispensable, and networked vehicles allow many sophisticated
services to be integrated in smart transportation.

[6] investigates existing relocation strategies in vehicle sharing systems where
vehicles can be returned to any parking lot within the specific district. This
survey classifies them into user-based and operator-based approaches. The user-
based strategies give incentives to the trip which can compensate for the imbal-
ance of supply and demand in the pick-up points. Even if these schemes do not
need any cost for hiring service staffs, how many customers will be influenced
by the reward is quite questionable. On the contrary, operator-based relocation
works under the coordination of system managers and it can take advantage of
sophisticated computer algorithms, especially on prediction and optimization.
According to this work, operator intervention as well as subsequent manual relo-
cation is indispensable for EV sharing systems to provide an acceptable service
quality to customers, in spite of high cost for employment of service staffs and
additional vehicle movement not taking any passengers.

The first thing to decide is when to execute the relocation procedure. A prac-
tical answer is during the non-operation time, as relocation staffs can redis-
tribute EVs without being interrupted during this interval. However, it can be
also triggered when demand-supply mismatch is forecasted. Next, the relocation
coordinator determines how many EVs will be moved from overflow stations to
underflow stations, considering the target EV distribution after relocation. Here,
each EV in the overflow station is assigned to an underflow station. The final
step is staff operation planning which searches an efficient route for the whole
EV relocation. Multiple EVs can be simultaneously moved in a car transporter
or each EV can be separately moved by relocation staffs. In the latter case, the
basic operation is as follows: two staffs go to an overflow station driving a staff
car. One drives EV to the assigned station while the other follows by the staff
car. Then, two go to the next overflow station together in the staff car again.

In the path taken by the relocation staffs, underflow and overflow stations
appear alternately. The relocation cost usually depends on the driving distance
and time, and thus on the sequence of relocation operations. This is a variant of
the TSP (Traveling Salesman Problem), where each relocation pair is the visiting
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node, as every pair must appear in a visiting sequence just once. The cost of a
sequence is calculated based on the distance between each station. As it belongs
to the NP category, suboptimal methods are indispensable in spite of optimality
loss for better responsiveness. Genetic algorithms are one of the most widely
used suboptimal search techniques in many different areas, not restricted to just
engineering problems [7]. In this regard, this paper designs a staff operation
scheduler for EV relocation based on genetic algorithms. Our design embraces
an encoding scheme for relocation routes, the definition of a fitness function, and
customization of genetic operators.

This paper is organized as follows: After issuing the problem in Section 1,
Section 2 introduces the background and related work. Section 3 explains the
overall layout of the relocation coordinator and then designs a staff operation
scheduler. After performance measurement results are demonstrated and dis-
cussed in Section 4, Section 5 summarizes and concludes the paper with a brief
introduction of future work.

2 Background and Related Work

Jeju City in the Republic of Korea has established one of the world’s largest
smart grid testbed, aiming at verifying and developing advanced technologies in
5 major areas consisting of smart power grid, smart place, smart transportation,
smart renewables, and smart electricity services. Here, EVs are the key element of
smart transportation. Noticeably, due to the terrain effect, the vehicle speed can
hardly exceed 100 kmh, while the average daily driving distance is below 100 km.
Hence, this area is considered as the best place for the penetration of EVs and
also for the development of EV-related business models. Currently, hundreds of
EVs are deployed and also hundreds of EV chargers are installed over the whole
island surrounded by 200 km coastline. Several consortiums participating in this
enterprise are working on business models on EV sharing, EV rent-a-cars, and
integration of wind energies to EV charging.

As for the management of carsharing systems, [8] designs a three-phase deci-
sion support system for vehicle relocation. It begins with Optimizer, which al-
locates staff resources for the sake of minimizing the relocation cost, considering
customer pick-up and return patterns, number of parking stalls, and inter-station
relocation cost. After formulating a mixed integer linear programming model and
necessary constraints, the problem is solved by a branch-and-bound technique.
Then, phase 2, or Trend F ilter, calculates the optimized results by means of
a series of heuristics to finalize a recommendation set of operating parameters
such as shift hours as well as relocation techniques. Here, the relocation manager
extracts upper and lower buffer thresholds, by which the relocation procedure
is triggered. In phase 3, its simulator part evaluates the effectiveness of recom-
mended parameters in terms of zero-vehicle-time, full-port-time, and number of
relocations.

In addition, [6] designs a two-step relocation strategy. In the first step, Offline
module captures demand patterns repeating periodically, scaling from daily-basis
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to seasonal-basis. Moreover, demand patterns for unusual events such as sports
games or fare trades are also parameterized. Demand patterns are clustered ac-
cording to their spatio-temporal behaviors and then cluster-specific relocation
strategies are pre-selected for respective clusters. In the second step, Online
optimization module continuously monitors the current state of spatial vehicle
distribution to decide whether to trigger the relocation procedure. Here, an or-
dinal number is estimated by the comparison of optimum and current state. The
selected strategy relocates vehicles to the optimal distribution with the minimal
cost. Here, the offline selection of appropriate strategies can be fulfilled without
any restriction on execution time length.

[9] proposes a relocation method consisting of focus-forecasting, inventory
replenishing, and microscopic simulation. Impressively, it handles the uneven
vehicle distribution brought by one-way rentals on the existing carsharing ser-
vices in Singapore. The focus-forecasting model traces and forecasts the total
number of vehicles rented out and returned in each sharing station. It exploits
several well-known time-series techniques for selective moving average and takes
the best one that would have been most accurate for the most recent period.
Next, if an inventory decision is made in favor of vehicle relocation, the under-
stocked station will be replenished from the nearest over-stocked station so as
to minimize the travel cost for relocation. The microscopic simulator estimates
the current traffic status and runs a link-to-link shortest path algorithm to find
an efficient relocation path. However, this work omits how to actually move or
redistribute individual vehicles.

3 Relocation Scheduler

3.1 Preliminaries

Figure 1 depicts how our relocation scheme works. It consists of 3 steps cov-
ering relocation strategy, action planning, and staff operation planning, while
our design makes them independent as much as possible. That is, any relocation
strategy can work with our action and staff operation planning schemes and vice
versa. To begin with, our previous work has built a performance analysis frame-
work for EV sharing systems based on the actual trip data consisting of pick-up
and drop-off points collected from a taxi telematics system in Jeju City [10].
Each point is mapped to a specific sharing station and considered as a renting
out or returning activity at the mapped station. This framework can approxi-
mate the demand dynamics for EV sharing requests, which are rarely available
due to immaturity of EV sharing business. For the given parameters including
the number of EVs, it is possible to conduct experiments to measure service
ratio, moving distance, and per-station EV distribution at relocation time.

Upon a practical assumption that the relocation procedure is carried out dur-
ing non-operation hours, relocation strategies decide the relocation vector, which
is the target EV distribution after relocation [11]. Intuitively, 3 intuitive strate-
gies have been considered including even, utilization-based, and morning-focused
schemes. The even relocation scheme makes all station have the same number
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relocation distance

Step 1

Current EV distribution

Relocation strategy

Step 2 Action planning

relocation vector

set of relocation pairs

Step 3 Staff operation planning

relocation operation schedule

even

utilization−based

morning−focused

matching

EV−station

minimize

Fig. 1. Relocation coordination

of EVs. It doesn’t consider demand patterns, but may have reasonable service
ratio in the long term. Second, the utilization-based scheme relocates EVs ac-
cording to the average demand ratio of each station. It assigns more EVs to the
station having more pick-ups. Next, the morning-focused scheme redistributes
EVs according to just the pick-up requests during the first few hours after the
beginning of operation hours. [11] shows that the morning-focused scheme out-
performs others in Jeju City data. Anyway, in overflow stations, the number of
EVs is larger than the target distribution.

In the second step, the relocation action planner decides the set of (Ei, Sj)
pairs (0≤i<m and 0≤j<n), where m and n are the number of EVs and stations,
respectively. Each of them corresponds to relocating an EV, say Ei, to an under-
flow station, say Sj . The number of relocation pairs coincides with the number of
EVs in overflow stations, while only underflow stations can be included. For the
relocation vector, or target vehicle distribution given by a relocation strategy,
the proposed planner builds two preference lists, one for EVs in overflow stations
and the other for underflow stations [12]. Then, the matching procedure assigns
each electric vehicle to a station in such a way to reduce the relocation cost by
means of a modified stable marriage problem solver. The relocation distance is
the sum of distances for all (Si, Sj) pairs in the relocation plan, where Si is the
overflow station Ei is currently parked in. To calculate the relocation distance,
it is necessary to know the distances of all station pairs.

Finally, individual EVs must be moved according to the relocation plan rep-
resented by a set of (Si, Sj) pairs, and this is the main subject of this paper.
Here, we consider the operation schedule of a single relocation team consisting
of 2 service staffs, and the basic relocation activity is described previously. Ac-
tually, it’s true that more than 2 EVs can be moved with more than 3 staffs.
Moreover, two teams or more can run respective relocation vehicles, and some
EV relocation can take place in parallel. However, it is hard to concretely model
those activities and single team scheduling will be a preliminary building block
for complex relocation planning. After all, each (Si, Sj) pair is moving an EV
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from an overflow station, Si, where the EV is located to an underflow station, Sj .
According to the sequence of each pair, the total relocation distance and time
will be different. Apparently, another cost function can be defined to account for
different criteria.

3.2 Staff Operation Planner

This section designs a staff operation planner exploiting genetic algorithms. The
ordering problem usually needs O(n!) complexity, where n is the number of
elements, namely, the number of relocation pairs. Even though the genetic algo-
rithm can possibly fail to find an optimal solution, it can generate a relocation
plan within an acceptable time bound. Moreover, its execution time is control-
lable by adjusting the number of genetic iterations. It can also combine a variety
of efficient heuristics in selecting crossover points, processing given constraints,
and the like. To begin with, it is necessary to encode a schedule to a chromo-
some, which is represented by an integer-valued vector. Second, a fitness function
must be defined to evaluate the quality of each schedule. It will affect which one
will survive and be better selected for mating. Finally, genetic operators such as
selection, crossover, and mutation, are tailored for the schedule generation based
on the given system goal.

Figure 2 outlines our staff operation planning. Basically, after a relocation
team moves an EV to the designated underflow station, the team goes to the next
overflow station. To apply genetic algorithms, each sequence or feasible schedule
is encoded to a integer-valued vector. Our design assigns a unique number to
each relocation pair. There can be the same pairs in the relocation action plan,
if more than one EV in an overflow station needs to be moved from the same
underflow station. The example in Figure 2 contains 2 (A, B) pairs. Those pairs
are assigned different numbers. The sequence of these numbers can represent a
staff operation schedule, and we can calculate the relocation distance for this
vector, or chromosome. Here, we assume that the distance between every pair
of stations is known in priori, as it can be easily calculated by the A* algorithm
provided that current traffic information is available.
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E3

E4
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0: (A, B)

1: (A, B)

3: (C, D)

Numbering
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Fig. 2. Encoding of relocation schedules
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Now, genetic operators are iteratively executed, continuously improving the
quality of population for each generation. For initial population, a predefined
number of chromosomes are generated randomly. The iteration mainly consists
of selection and reproduction. Selection is a method that picks parents according
to the fitness function. The Roulette wheel selection gives more chances to chro-
mosomes having better fitness values for mating. Reproduction, or crossover, is
the process taking two parents and producing offsprings. This operation ran-
domly selects a pair of two crossover points and swaps the substrings from each
parent. After crossover, some elements disappear while others come more than
once in a single chromosome. Hence, duplicated elements will be replaced by
disappearing ones to keep the validity of schedules. Moreover, reproduction may
generate the same chromosome with already existing ones and they will be re-
placed by new random ones.

In the example shown in Figure 2, there are 4 sharing stations from A to
D. Among them, A and C are overflow stations. A has 3 more EVs than its
target value, while C has 1. On the contrary, B and D are underflow stations,
each of which needs 2 EVs to meet the target distribution. The action planner
creates the set of relocation pairs, {(E1, B), (E2, B), (E3, D), (E4, D)}. They
are numbered from 0 to 3 and each Ei is replaced with an overflow station
where it belong, resulting in the list of {(A, B), (A, B), (A, D), (C, D)}. There
are 4! feasible operation sequences for them and the relocation distance can
be calculated based on the route taken by them. Figure 2 also shows two staff
operation plans encoded by (0, 1, 2, 3) and (0, 1, 3, 2). With a vector and
numbering table, we can be aware of station-level visiting sequences. Namely, for
the sequence of (0, 1, 2, 3), the cost will be the sum of every pair of consecutive
stations, namely, AB +BA+AB +BA+AD +DC + CD.

4 Experiment Result

We implement a prototype of the proposed staff operation planner using the C
programming language for performance assessment. The performance parame-
ters include genetic algorithm-related ones such as the number of iterations and
population size as well as relocation-related ones such as the number of under-
flow stations and the number of moves, or relocation pairs. In the mean time,
the relocation distance is the main performance metric. Here, the distance scale
is not specified, as it depends on the vehicle type. For EVs, it can be implicitly
assumed to be km. For each parameter setting, we generate 30 experiment sets
of relocation pairs, measure the relocation distances by running our prototype
implementation, finally and average them. In addition, we set the number of
sharing stations to 10 and inter-station distance exponentially distributes with
the average of 3.0, but ranging between the lower and upper bounds of 0.5 and
5.0, respectively. These values are chosen, mainly targeting at Jeju City area.

The first experiment measures the fitness value change according to the
progress of genetic iterations and the result is shown in Figure 3. In this ex-
periment, the population size is set to 96, the number of underflow stations to
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4, and the number of moves to 15. After the first iteration, the fitness value
is 59.88. It is cut down to 42.07 after 37 iterations and remains unchanged to
the end. On the contrary, the average fitness value of all schedules in the pop-
ulation keeps changing according to the iteration, as new solutions are included
and compete for survival. Other relocation pair sets show the same pattern and
converges within 100 iterations in most cases. This result indicates that 1,000 it-
erations are sufficient to make the fitness value converge for operation planning.
It takes much less than 1 second with an average-performance computer and our
scheduler can practically work even in mobile devices.
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Next, Figure 4 plots the effect of population size to the relocation distance.
As each generation has the step of sorting chromosomes in the population by
their fitness values, the population size affects the execution time. We change
the population size from 20 to 100. The number of underflow stations is set to
4 and that of iterations to 1,000. Figure 4 shows 2 curves, one for 15 moves and
the other for 20 moves. For the case of 15 moves, the population size hardly
affects the relocation distance for all of 30 sets. The relocation distance averaged
from them ranges from 52.7 to 54.6, and the difference is less than 3.5 %. On
the contrary, for the case of 20 moves, the relocation distance can be reduced to
67.6 with the population size of 80, while its maximum reaches 74.8, showing the
difference of 9.7 %. Large population does not always lead to a better solution, as
different chromosomes are selected for mating and evolved in different ways. This
result indicates that our scheduler can find an operation of reasonable quality
even with small-size population.

Figure 5 shows the effect of the number of underflow stations to the relocation
distance. When generating a relocation pair, the source station is selected ran-
domly out of overflow stations, while the destination is from underflow stations.
Hence, if the number of underflow stations is small, the relocation pairs tend
to be many-to-one mapping, and relocation pairs have a common destination.
Otherwise, in the one-to-many mapping situation, the relocation staffs are more
likely to return to the same overflow station for the next move. Our scheduler can
find a better schedule when overflow and underflow stations are well-balanced.



264 J. Lee and G.-L. Park

In this case, there can be a circular loop which can cut down the inter-relocation
distance. In this experiment, we change the number of stations from 1 to 9, and
set the number of iterations and population size to 1,000 and 96, respectively.
Figure 5 includes 3 curves for the cases of 15, 20, and 30 moves. The relocation
distance differs by 22.2 %, 24.8 %, and 20.1 % for each case.
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Finally, our experiment measures the effect of the number of moves to the
relocation distance, and the result is shown in Figure 6. We change the number of
moves from 0 to 40 for the cases of 4 and 6 underflow stations, respectively. Here
again, the number of iterations and population size to 1,000 and 96. Basically, the
relocation distance linearly increases according to the number of moves, as the
per-pair relocation distance will be the same as the average inter-station distance
in the long run. Figure 6 plots two curves, one for the case of 4 underflow stations
and the other for 6 underflow stations. In both cases, the relocation distance goes
stably, and this experiment discovers that the proposed scheme always finds the
converged solution.

5 Conclusions

Smart transportation is an important area in the smart grid, and electric vehicles
are the key components, as they can reduce CO2 emissions and achieve energy
efficiency in transportation systems. EV sharing is one of the most practical
business models for EVs due to the high cost for personal ownership. Without
explicit vehicle relocations, a sharing system will suffer from severe mismatch
between supply and demand. The relocation procedure consists of relocation
strategies, relocation pair matching, and staff operation planning. In this paper,
we have designed a relocation coordinator for EV sharing systems, focusing on
staff operation scheduling. For the given relocation pairs created by our previ-
ous work, the proposed scheme generates an efficient schedule for a relocation
team. Genetic algorithms are exploited to overcome the non-polynomial time
complexity of the ordering problem, by encoding a schedule, defining a fitness



Planning of Relocation Staff Operations in Electric Vehicle Sharing Systems 265

function, and customizing genetic operations. According to the experiment re-
sults, the proposed scheme finds an efficient schedule having a converged fitness
value with just small-size population.

As future work, we are considering to extend our work to cover the case of
multiple relocation teams to further improve the relocation overhead by parallel
operations. With the efficiency in the relocation staff operation, it is also possible
to design a proactive relocation procedure which is triggered even during the
operation hours based on demand forecast.
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Abstract. The goal of this work is to capture diffusion patterns in social media,
and to understand meaningful associations between the diffusion patterns and
thematic features of the corresponding information. To do so, we have developed
a Twitter-based diffusion monitoring system (called TweetScope) to efficiently
collect the datasets from Twitter and conduct the proposed discovery process.
Particularly, we expect that this work is feasible on establishing business strate-
gies of various organizations.

Keywords: Sentiment analysis, Social media, Twitter, Information diffusion.

1 Introduction

Recently, many social networking services (e.g., Twitter, Facebook, and so on) have
been regarded as an important online communication channel to exchange information
among users. Such social media are efficiently providing public users with latest in-
formation. Hence, various organizations are trying to interact with users through the
social media. Particularly, most of enterprises have been exploiting the social media for
advertising their new products and promotions to customers.

However, it is very difficult for most of the organizations to take the publicity actions
(e.g., advertisement and promotions) without understanding feedbacks and responses of
public users. We can expect that most of the information from the enterprises will be
similar to “spam” emails. In order to solve the problem, it is important to capture and
understand feasible patterns in these social media. Many research groups have been
currently investigating social data analytics. Hence, various types of patterns can be
discovered by analyzing the datasets collected from users in social media. Such datasets
(e.g., “like” in FaceBook1, “check in” in FourSquare2, and “RT (retweet)” in Twitter3)
can be generated by the explicit user reactions.

� Corresponding author.
1 http://www.facebook.com/
2 http://foursquare.com/
3 http://twitter.com/
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Particularly, the diffusion patterns within such social media can indicate temporal dy-
namics of information flow (i.e., how the information is propagated along social links
among users). It is important to understand which factors can make any significant influ-
ence on a certain diffusion pattern. We can expect that such understanding is applicable
for establishing optimal business strategies (e.g., marketing).

The goal of this study is to understand how the information from enterprises is prop-
agated over time through social medias. More importantly, we want to reveal the re-
lationships between the types of information and the diffusion patterns. In this work,
we are focusing on such information diffusion patterns in Twitter. There are two main
assumptions of this study, as follows;

– RT is assumed to be related to user contexts (e.g., relevance and preferences). When
users find a certain tweet that they are interested in, they can take a RT action on
this tweet.

– RT is assumed to increase the chance of next RT. As users are doing RT more, the
corresponding tweets can get reached to more users.

For example, in Fig. 1, four users (of course, there can be more users) are following a
business @Olleh mobile. Two tweets are retweeted by these four users (i.e., twta by
John and Anne, and twtb by John, Paul, and Smith). We can assume that John and Anne
are interested in the topic of twta. Also, we want to note that the tweets retweeted by
them can be retweeted again by additional users who are following them.

@User1

@User2

@User3

@User4

@User5

@User6

@John

@Paul

@Anne

@Smith

twta

twtb

Fig. 1. An example of a friendship network by “following” in Twitter

The outline of this paper is as follows. In the following Sect. 2, the existing studies on
information diffusion in social media are described. Sect. 3 introduces basic definition
(with notations), and then formalizes diffusion patterns on social networks. In Sect. 4,
we show our experiment environment and demonstrate the implemented system called
TweetScope. Sect. 5 will match the discovered diffusion patterns with thematic features
manually labelled by experts. Finally, in Sect. 6, we will draw the conclusion of this
work and note several practical research limitation.
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2 Related Work

Traditionally, word of mouth (WOM) has been regarded as an important communication
phenomenon for designing marketing strategies. Many studies have claimed various
factors which can make an important influence on viral effects. With emerging online
social media, such WOM studies have been extended to electronic WOM (eWOM)
[1]. In particular, efficient data processing schemes (e.g., customer segmentation, and
network analysis) have been applied to eWOM. Text mining methods have been also
applied for opinion mining from textual comments from customers [2].

Moreover, many studies have been presenting several interesting approaches to easily
understand information diffusion phenomena in various types of social media (e.g.,
folksonomy [3]). Also, in [4], customer activities on social media can be aggregated to
build a set of social pulses and the similar activities are visualized. Also, event diffusion
[5] has been proposed by statistical analysis on textual information.

3 Diffusion Patterns

3.1 Network Formalization

To efficiently capture and understand diffusion patterns in social media, we want to
formulate microtexts in social media and topological features of the social networks.

Definition 1 (Microtext). A microtext is composed of i) text (a set of words), ii) a
timestamp (when the microtext was generated), iii) a set of neighbors (who appear in
the microtext), and iv) a set of URLs (a set of short hyperlinks).

Definition 2 (Directed social network). A directed social network S is represented as

S = 〈U ,N〉 (1)

where U is a set of users and N ⊆ |U| × |U| is a set of links between the users. Since
this social network is a directed graph, these links can be easily represented as an
asymmetric matrix.

Property 1 (Out-degree). Given a certain user ui ∈ U , his out-degree Out(ui) can be
represented as a set of outgoing edges.

Property 2 (Distance). Given two users ui and uj , a distance Dist(ui, uj) is repre-
sent as a length of the shortest path between them. Since the network is directed,
Dist(ui, uj) �= Dist(uj , ui).

In case of Twitter, the microtexts are called ‘tweets’. The social network among users
can be constructed by ‘following’ actions which are directional links. Out-degree of
each user can be regarded as a number of followers. In Fig. 1, Out(@Olleh mobile) =
4. Thus, once a certain target account uX (e.g., businesses and users) is selected, it is
mainly represented as two parts; i) a set of tweets, and ii) a set of followers.
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3.2 Diffusion Patterns

Information diffusion in Twitter is expressed by user retweets (RT). Consequently, each
tweet can has its own retweet network (if it is retweeted by followers). As this retweet
actions by followers are occurred, the corresponding tweets are diffused into more
users. This RT network SRT is assumed to be a sub-network of S.

Definition 3 (Retweet network). Given a certain tweet twt at time t, a retweet (RT)
network Stwt

RT (t) is represented as

Stwt
RT (t) = 〈U twt

RT ,N twt
RT , T twt

RT 〉 (2)

where U twt
RT ⊆ U , N twt

RT ⊆ |U twt
RT | × |U twt

RT |, and T twt
RT is a set of timestamps when U twt

RT

have retweeted.

With this RT network, we can design several principal factors for indicating diffusion
patterns.

Definition 4 (Coverage). A coverage ρ is an extent where the target tweet had diffused.
It is be computed as

ρtwt
(t) =

|U twt
RT |
|U| (3)

where |U twt
RT | is the number of users who has retweeted the tweet. By considering the

distance, it can be extended to

ρtwt
(t) =

∑
ui∈Utwt

RT
(η ×Dist(u0, ui)

2)

|U| (4)

where Dist(u0, ui) is the distance from the target account u0. Heuristically, η is a
weighting parameter for distance.

Definition 5 (Sensitivity). A sensitivity τ is a response time since the target tweet has
been generated. This time delay indicates how quickly users have retweeted. It can be
measured by

τ twt
(t) =

∑
ttwt
i ∈T twt

RT
|ttwt
i − ttwt

0 |
|U twt

RT |
(5)

where ttwt
0 is the timestamp of the previous tweet (or retweet) directly influencing the

retweet actions.

An original tweet from a target user has been retweeted by three users UA, UB , and
UC . The time delays of retweets by UA and UB are |t1 − t0| and |t3 − t0|, since their
distances are 1. On the other hand, the time delay of retweets by UC is |t2 − t1| (not
|t2 − t0|).

Then, these two factors can be merged to compare the diffusion patterns between two
arbitrary tweets. A coverage rate indicates how many users a certain tweet is diffused
to within a unit time.
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Definition 6 (Coverage rate). A coverage rate φ can be measured as

φtwt
(t) =

κ× ρtwt
(t)

(1− κ)× τ twt
(t)

(6)

where (t) is a certain timestamp for understanding temporal dynamics. Also, κ is a
weighting parameter for emphasizing either coverage (i.e., 0.5 ≤ κ ≤ 1) or sensitivity
(i.e., 0 ≤ κ < 0.5).

4 Experiments

In order to justify the proposed indicators for discovering diffusion patterns, we have
needed to collect real Twitter dataset. Thereby, a practical system (called TweetScope)
has been implemented.

Fig. 2. A snapshot of user interface of TweetScope

4.1 Implementation

TweetScope is based on Twitter API version 1.1, but it does not use all the supported
Twitter API functions. We only consider on fetching i) user-timelines, ii) retweets and
also iii) friend relationships. Beside, by using Twitter Stream API we have tried to re-
duce the number of connections to Twitter Service. The collected dataset is stored in a
Microsoft SQL Server database which can efficiently support all of the proposed data
analytic processes. TweetScope has been implemented by combining JAVA program-
ming language and T-SQL stored procedures as the main techniques for extracting and
measuring tweet propagation patterns hidden in the raw data. Fig. 2 shows the user in-
terface of TweetScope. As main features, TweetScope can manage tweet streams from
multi-user accounts simultaneously in run-time. It can also allow users to fetch interest-
ing information from Twitter Service such as: user information, relationship, measuring
user distance in RT networks by showing the path of information diffusion and export-
ing the analyzed data to other formats (Excel, CSV, and GraphML).
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4.2 Data Collection

We have selected three major telecommunication companies in Korea. All of the tweets
from their Twitter accounts (i.e., @SKtelecom, @Olleh mobile and @LGUplus) have
been collected from 16 March 2012 to 30 October 2012. By using TweetScope, we have
monitored customers’ retweets for building their RT networks. The statistical specifica-
tion of the collected dataset is shown in Table 1.

Table 1. Statistical specification of the collected dataset

Account Number of followers Number of tweets Number of retweets

SKT (@SKtelecom) 42145 3720 2143
KT (@Olleh mobile) 44325 3428 7470
LGU+ (@LGUplus) 30250 3213 3981
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Fig. 3. A log-log plot of (a) the number of tweets and (b) the number of followers w.r.t. the number
of retweets
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Fig. 4. (a) A plot of to the number of retweets w.r.t. time delay (b) a log-log scale
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Additionally, we want to show statistical distribution on the collected datasets. Fig. 3
depicts power low distributions of the number of tweets and followers with respect to
the number of retweets. It means that i) most of retweets are concentrated on a small
set of tweets, and ii) most of retweets are conducted by a small set of followers. More
importantly, similar to Fig. 3, Fig. 4 shows a power low distribution of the number of
retweets with respect to the time delay (i.e., |ttwt

i −ttwt
0 |). It means that most of retweets

are intensively concentrated within a short time delay.

5 Evaluation and Discussion

In order to evidently present the diffusion patterns of the tweets, we have selected a set
of tweets whose retweet counts are more than 20. (Finally, the numbers of tweets in
@Olleh mobile, @SKTelecom and @LGUplus are 65, 23, and 37, respectively.) Also,
weighting parameters have been set as κ = U

1+U and η = 1.
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5.1 Diffusion Patterns by Coverage Rate

With the coverage rate φ, we have tried to measure the following two kinds of indicators
for designing diffusion patterns.

– The maximum value of φtwt
max

– The time of the maximum value during the time period of retweets t(φtwt
max)

Fig. 5 depicts two indicators of the diffusion patterns of the selected tweets. Each of
these features can segment the tweets into three groups. Table 2 shows the range of . In
total, we can classify the tweets into nine diffusion patterns.

5.2 Thematic Identification of Tweets

Once we have analyzed tweet counts (texts) in nine diffusion patterns manually, we have
realized that the tweets can be thematically classified into three main topics, which are
promotion, informative, and notification. They are denoted as P, I, and N, respectively.
Table 3 shows the number of tweets with respect to the main topics.

Table 2. Range of the nine diffusion patterns

φtwt
max t(φtwt

max)
Range Strong (S) Medium (M) Weak (W) Early (E) Medium (M) Late (L)

@Olleh mobile 0.5 to 127613.5 7 to 193485
186.8 - 127613.5 53.6 - 175.7 0.5 - 46.7 7057 - 193485 444 - 6623 7 - 290

@SKtelecom 3.5 to 1897.9 81.0 to 136829.0
213.1 - 1897.9 82.4 - 205.8 3.5 - 71.6 5755 - 136829 1108 - 5168 81 - 1074

@LGUplus 2.9 to 11115.0 22.0 to 297124.0
188.5 - 11115 44.9 - 129.9 2.9 - 40 4370 - 297124 954 - 3978 22 - 602

Table 3. Thematic analysis with respect to the groups of φtwt

@Olleh mobile @SKTelecom @LGUPlus
Groups (φtwt

max, t(φtwt
max)) P I N P I N P I N

G1 (S, E) 2 7 1 3 1 0 4 0 0
G2 (S, M) 4 1 0 0 0 1 3 0 0
G3 (S, L) 5 0 0 0 0 2 4 1 0
G4 (M, E) 7 1 1 0 0 2 4 0 1
G5 (M, E) 7 3 2 3 1 1 3 0 1
G6 (M, E) 2 0 0 1 0 0 2 0 1
G7 (W, E) 2 1 1 2 0 0 3 0 1
G8 (W, E) 6 0 0 2 0 0 5 0 0
G9 (W, E) 9 3 1 2 1 1 3 0 0
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6 Concluding Remark

As a conclusion, this work proposes an integrated platform (called TweetScope) to effi-
ciently understand how the information can be spread in the social media (particularly,
Twitter). Two main indicators have been designed to represent the diffusion patterns.
Consequently, we have found out the following patterns;

– In all of the target account, the most frequently retweeted tweets are for promotions,
regardless of t(φtwt

max).
– In @Olleh mobile and @LGUPlus, the tweets for the informative topics have

shown the strong φtwt
max.

In this work, we have considered only the “retweet” network. However, this is a sub-
network of the real relationships among users, so that the diffusion pattern we have
obtained in this work might be biased. More seriously, the results collected by Twitter
API are practically limited. For example, the maximum number of retweets by the API
is 99.

In future work, we have to consider how to exploit the discovered diffusion patterns.
We can plan to apply the diffusion patterns to contextual synchronization [6] in social
network environment.
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Abstract. This paper presents a method for verification of PDF doc-
uments for compatibility with publication models provided by scientific
publishers. We first consider the problem of converting a document from
PDF to XML format. Subsequently, we present an analysis of the doc-
ument’s graphical layout which operates in two phases. The first phase
develops a model using a semi-automatic process with limited user inter-
action. This is followed by comparing and matching of submitted doc-
uments. The experimental results demonstrate the degree of document
compatibility with the model along with a report of errors and warning
messages.

Keywords: document image analysis, document semantic analysis, lay-
out extraction, PDF, XML.

1 Introduction

Evaluating the technical correctness of electronic documents is a common prob-
lem of scientific conference organizers and publishers. The main difficulty is ac-
tual document verification because this is normally the responsibility of a specific
person and thus a very time consuming process. For this reason it is necessary to
develop methods allowing an automated evaluation of submitted PDF files [1].

There are several applications available which can assist with this process.
However, only a limited number automatically verify submitted documents.
Among them is IEEE which uses PDF eXpress to assist authors in convert-
ing their documents to PDF files that meet IEEE compliance criteria. Among
other aspects of compatibility fonts, graphics, margins and document layout are
checked. It is, however, a dedicated solution with a limited functionality that
cannot be used in a standalone manner.

In this context, the aim of this paper is to present a effective method for
analysing the compatibility of submitted documents with a given model. By
document compatibility is meant the degree of correspondence between a model
and the basic elements of a paper (author and title), their sequence, the format-
ting (the font name and size, margins) as well as any mandatory and repeatable

A. Selamat et al. (Eds.): ACIIDS 2013, Part II, LNAI 7803, pp. 275–284, 2013.
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occurrences. Furthermore, this is extended by taking into account parameters
such as page size and total number of pages.

The document evaluation process should indicate the elements in the docu-
ments, which, when compared to the model, have inappropriate formatting. It
should also indicate why these elements are wrong and how much they differ
from the model. Taking this into consideration, a method was developed which
merges the conversion of PDF files into XML [2,3] and JPG formats. An XML file
generated by pdf2xml convertor (pdf2xml.sourceforge.net) contains a lot of
details about the document such as layout and format characteristics of blocks.
However, following this procedure, it is also necessary to correct shortcomings in
the layout and content which arise during the first conversion phase [4]. Hence
the application of a second conversion method to JPG format is required. To en-
able this conversion to take place, free software can be used such as ImageMagick
(www.imagemagick.org/script/index.php). Just then relevant information in
the form of blocks with defined positions, formatting and styles is sufficiently
organised to enable more in-depth study and further processing.

The method applied to examine document compatibility requires two data
sets as input. The first consists of a set of acceptable data assigned from the
model such as logic types of blocks and their relationships (title, abstract, etc),
block size (min/max), page positioning (min/max), block margins (min/max),
fonts and their features, plus finally, whether it is a mandatory or a unique block.
The second data set is made up of detected blocks from respective documents,
which will be subjected to the compatibility evaluation process. Parameters for
every block are compared with data from the model set. By defining tolerance
ranges, the process generates a result giving the compatibility level expressed
as a percentage. Moreover, identified errors and warnings are listed and include
data regarding the page number as well as the specific block, in which they were
found.

2 Data-Driven Approach to the Model

Before building the model, it is important to convert the publisher sample (nor-
mally as a PDF file), into XML format which is then converted into a JPG
image. The XML conversion classifies input data into the following object hi-
erarchy: page - a set of blocks with specified width and height, block - a set of
texts with specified font name and size and text - a set of character strings with
specified width, height and positioning. Once this action has been executed, the
document is converted again, this time into JPG file. The document’s pages are
saved as black-and-white images. Next, a content analysis of each page is exe-
cuted. This analysis gives data on blocks which are read from the document’s
image. In order to identify blocks, a segmentation-like algorithm is used which
locates white lines [5,6]. This algorithm uses the following input parameters:

– colour value [0,255] defines the threshold applied for image pixels, the lower
values indicate the content areas, so called ’black pixels’, the higher values
indicate irrelevant background, the white areas on the page,

pdf2xml.sourceforge.net
www.imagemagick.org/script/index.php
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– white value - the maximum number of ’black pixels’ allowed to accept an
acknowledgement of analysed line as white,

– Y value - maximum height of a white area, for lower or equal values the line
is recognised as a component of an analysed area, for a higher value it is
recognised as a new white area on the page,

– X value - maximum width of a white area, identical specifications to the Y
value but regarding width.

The algorithm requires as input a set of pages of the document, which have
been saved as JPG images. Initially, the pages are analysed vertically - from
top to bottom, then horizontally - from left do right. The generated block set
contains allotted page areas with content, i.e. those which are not white. Those
are separated by white lines. In this way block definition is completed. The two
resulting sets of generated data (the first from XML file analysis, the second
from JPG image analysis) are combined into a final logarithm with parameters
performed as follows on every block identified:

– tolerance value - this parameter determines the tolerance for disparity in
positioning of the blocks generated from XML and JPG files,

– common section value - this parameter determines the common area for
blocks derived from the XML and JPG files indicating the maximum differ-
ence in size between them.

Once the last algorithm is executed, a model can be created by applying data
set which contains information about individual blocks derived from the pages
of the analysed document. The first step in creating the model is supplementing
with the semantic data on the logical significance of individual blocks in the
document. An interactive web service was developed for this purpose. It was
essential to link subsequent blocks with semantic elements and also to define
whether they are mandatory or unique. After completing this indexing step, the
model is supplemented with the following:

– block type - the semantic type of the block (title, abstract etc),
– mandatory block - a parameter determining whether a given block has to

appear in the analysed document,
– block uniqueness - a parameter determining the number of times a given

block appears.

Having completed the supplementary data indexing stage, it is necessary in a
second stage to merge the block sets into one model. This is carried out by
dividing blocks into four groups: unique and mandatory blocks, unique blocks,
mandatory blocks and other blocks. The four sets of data constitute the model
used subsequently to analyse submitted documents.

3 Analysing Document Compatibility

Applying the model, it is possible to execute a process checking document com-
patibility in a similar way, but this time it is done fully automatically. A block
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classification algorithm is used in the first phase and for this purpose, each doc-
ument is converted into XML format then into JPG file. The identification of
the blocks from the subjected document occurs for each group developed by the
model.

The first step of analysing is identifying the mandatory and unique blocks on
the first page of the document. To identify these blocks, a similarity measure is
applied between blocks. The values obtained in this way are then compared and
the lowest value is considered as a candidate for a given block type. The algorithm
has been developed to return the specific positioning of the block, which will have
the highest similarity value. The algorithm sums up the absolute values of the
differences occurring in the sequential parameters defined as X coordinate, Y
coordinate, height and width. Identifying blocks which contain no fonts is the
second move. In this phase blocks with no fonts are automatically categorized
as images. Because of pdf2xml limitations such as inability to identify text areas
within an image or a picture, the probability that font-less blocks will end up
being categorized as images is very high.

The subsequent step consists of the recognition of first level headings. This
recognition is based on the fact that such headings always occur on the first
page of a paper. The procedure then calculates the similarity value in a manner
identical to the one described above with one exception being that the value of
the Y coordinate is omitted. It should be noted that the probability value up to
which a given block is regarded as being a heading is one of the parameters used
to configure the model. The block which contains a level 1 heading is recognized
as the model block. It is then used to locate further level headings within the
document. When searching for other such type headings within the document,
the following data is taken into account: margins, similarity value and font size.
Detecting captions is the following step in the method. By captions is meant the
text which appears under pictures, images and charts. At this stage, a tolerance
value) is determined up to which a block can be recognized as a caption.

The next step begins with detecting all the potential images. For every block
there is a checking process during which it is inspected to see if the immediately
preceding block has already been identified. If it has not been identified, the
new block is recognized as an image. The following step consists of identifying
so far unclassified text blocks. The difference in the parameters is that a greater
emphasis is placed on the value of the X coordinate and the width of a block.
This is due to the fact that text most often consists of blocks which are stretched
across the entire width of the print area. The final round consists of detecting
level 2 headings. Here, an identical procedure is followed to that used to recognize
level 1 headings.

The complete recognition process allows for a block set to be created and then
compared with the model to verify format correctness. The following values are
determined for unique blocks and unique and mandatory blocks: X coordinate, Y
coordinate, width, height, top and bottom margin, preceding blocks, subsequent
blocks and fonts used in the block. The following values are determined for
mandatory blocks and for other blocks: width, height, top and bottom margin,
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their preceding blocks, their subsequent blocks and fonts used in the verified
block. Apart from checking the formatting of the blocks, the overall parameters
of the document such as page size, page margin width and number of pages
are also inspected. Tolerance values are applied on the inspected values which
define whether exceeding a given value will be flagged as an error or as a warning.
Obviously, this will have an impact on the results when compatibility with model
is determined.

The model against which submitted papers are validated consists of five ele-
ments: general data about the document, data on unique and mandatory blocks,
data on unique blocks, data on mandatory blocks, data on other blocks. Because
document data is divided into five parts, the compatibility evaluation begins
with distributing the maximum compatibility values of these elements and a
20% maximum compatibility value is allocated for each part of the document.
This value is then further distributed among respective components. For in-
stance, in the case of general data, a 2.5% possible value is applied to every
component. This is because the following components are compared: top margin
on the first page, top margins on the remaining pages, bottom margin, left-hand
margin, right-hand margin, page width and height, and number of pages.

The tolerance value determines whether a given result is registered as an error
or as a warning. It determines the accepted deviation from the correct value. If
the parameters fall within the extreme values of the above parameters, a given
component is considered correct. Otherwise the following is deducted from the
20% final value: 2.5% in the case of an error and 1.25% in the case of a warning.
The compatibility of remaining model components is calculated in an analogous
way. For those blocks, which are permitted to occur frequently this value is
evenly distributed after which it is calculated for each block and then summed
up to generate the actual compatibility value.

4 Implementation Details

PDF documents are converted using the pdf2xml tool, which in the design is
triggered by the BASH shell. Input is a PDF document whereas the converted
document is saved as an XML file in a working folder. The pdf2xml tool does not
convert the file completely because the programme is only capable of recognising
text objects within the PDF file. Therefore, when converting a graphic image,
the ImageMagick convert tool is used with the -type Grayscale switch. Because
of this, converted images are saved as grayscale images. Converting to grayscale
makes image analysis much simpler by enabling detection of white areas on a
page. The result of the conversion is a list of JPG images equalling the number
of pages in the document.

To have a better understanding of the difficulties involved in converting a PDF
file to an XML file it is worth reviewing the results of using pdf2xml tool. The
application divides the text in the document into blocks, which contain variable
font parameters. Also, the method in which font families are saved should also
be noted. Their names have prefixes and, what can be described as a draft name.
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When looking closely at config fonts.xml, one can notice that the fonts are saved
as follows:

<font>Courier New,Italic</font>

<font>Courier New,Bold Italic</font>

<font>Times New Roman,Bold</font>

The first value is the name of the font, after the comma acceptable font-style
values are shown as either bold or italics. The module responsible for catego-
rizing font names from the XML file is a font classifier. It is a simple module,
which matches the fonts from the XML file with the config fonts.xml fonts. The
matching algorithm exploits the Jaccard coefficient for trigrams obtained from
the font names. In order to detect a given text block in the document, a method
is used that identifies white lines. Initially, pages are analysed vertically (from
top to bottom), and then for the blocks identified in a horizontal direction (from
left to right). The algorithm returns satisfactory results. Usually, blocks detected
in JPG image and in XML file overlap. However, this is not always the case.

Fig. 1. An example of block identification

In Fig. 1 the algorithm mistakenly recognised the caption below one of the axis
as a new block while deficiencies were observed in places with graphic elements
when compared to the visualisation of blocks obtained from the XML conversion.
This is due to the fact that the application is not able to convert images. The
result of the document analysis was a set of XML files containing data about the
blocks, appearing on the pages of the document. They were obtained through
combining the blocks from both JPG files as well as XML files. Every page of
the document was depicted by a separate XML file with the following excerpt
of structure:
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<block>

<x>289</x>

<y>197</y>

<width>191</width>

<height>30</height>

<font>

<family>Times New Roman</family>

<size>9</size>

<bold>false</bold>

</font>

</block>

The resulting XML file contains data on blocks on a given page. Every block
is described by a set of attributes and every page of the converted document
corresponds to one XML file.

5 Experiments and Results

Two sets of documents were used to evaluate the proposed method. The first con-
sisted of a set of correct documents used to create the model (further referred to
asmodel set). The second consisted of documents requiring verification as though
they were papers submitted for a conference (further referred to as test set). The
model set consisted of ten correctly formatted papers in PDF format. Those are
taken from the annual Students’ Science Conference held by the Wroc�law Uni-
versity of Technology. The test set consisted of 50 randomly picked papers from
among the papers which had been submitted for the conference. The first step
was to determine blocks for the documents. The following were identified: level
1 heading, level 2 heading, captions, images, text, title, abstract, affiliation, key
words, author, references, synopsis. The second step was to find out about doc-
ument compatibility. 8% of the submitted documents were identified as most
compatible and 14% as least compatible. Taking a closer look at the reasons for
the very high disparity range identified by these percentages (extremes between
31.77% and 87.99%) confirmed that the method had correctly allocated a low
rating to some of the documents. The lowest rated paper was a document, with
the following compatibility values: conformity 31.77%, errors 385, warnings 7.
The most important of these were: unclassified blocks as keywords, abstract,
affiliation, author; incorrect classification of the actual block keywords as title;
incorrectly identifying references and summary; incorrectly classifying blocks as
image, heading 1 and heading 2. When analysing this document it was clear that
it’s formatting was incompatible with the model set.

The differences were not only in the location of the individual blocks, they
are also present in the attributes used to format them. Due to too wide sentence
spacing when compared with the model set, the validation method had divided
a cohesive text into a number of small blocks. Analysing the results one could
notice that the validation method had correctly identified the following errors:
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- Page number

ERROR [1] Number of pages:7, expected:[6,6]

- Margins on given pages

ERROR [2] Page [1] right margin:92, expected:[111,114]

ERROR [3] Page [3] right margin:98, expected:[111,114]

ERROR [4] Page [3] left margin:85, expected:[98,99]

- Block size and location

ERROR [5] Block [0,1] author: Width:225, expected:[94,198]

ERROR [6] Block [0,2] title: Height:45, expected:[24,43]

WARNING [1] Block [0,3] abstract: X:112, expected:[113,113]

Due to the fact that the summary block was absent from the paper, the valida-
tion method incorrectly classified the blocks on the last page of the paper. An
actual text was recognised as references, while the references were recognised as
summary. The highest rated paper had the following results: conformity 87.99%
errors 25, warnings 5. The results would have been higher if it were not for the
fact that some blocks have been incorrectly recognised. The process incorrectly
identified the following blocks: references and summary. At times it has also hap-
pened that the process falsely recognised some blocks as image. Also, mistaking
caption for heading 2 was a common occurrence.

Further tests were conducted in order to verify the correctness of the vali-
dation method. The first test was to define the error value caused by incorrect
block identification. The compatibility test was carried out on a set of model
documents. The average compatibility result was 77.88% where the highest was
93.99% and the lowest was 62.60%. The most irregularities were found in two
block types: images and captions. Taking this result into account, the margin
of error for the validation method is 22.12%. This value represents the aver-
age compatibility value (CV ). Based on this, it is possible to create the fol-
lowing compatibility scale: CV ≥ 77% - the document is fully compatible and
77% > CV > 62% - the document is probably compatible. A subsequent test was
designed in order to further evaluate the correctness of the validation method.
One document was taken from the model set and a few of its elements were
modified. Initially, this document had a 93.34% compatibility rate. After modi-
fication, the following results for every round were generated:

– amending the typeface and font style for the keywords block: 92.30%,
– missing author and keywords blocks: 81.63%,
– missing only keywords block: 86.71%,
– using Arial font for the whole document: 62.85%,
– more than 12 changes in font style and font size interspersed throughout the

document: 77.91%.

In the case of applying the model set, all the modified documents would have
been recognised as either compatible or probably compatible with the model set.

The last test was to assess the degree to which unique semantic elements
appearing on the title page were incorrectly classified. In order to generate a
model set, a test was conducted on those documents, which had a compatibility
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result > 62%. To evaluate classification correctness the following parameters
were taken into account:

– true positive (TP) - the correctly classified semantic element is located in
the examined document, has been recognised by the validation method and
it has also been identified;

– true negative (TN) - the correctly unclassified (not found) semantic element
in the examined document has not been recognised by the validation method
and it has also not been identified;

– false positive (FP) - the incorrectly classified semantic element is located in
the examined document, has been recognised by the validation method but
it has not been identified;

– false negative (FN) - the incorrectly unclassified (not found) semantic ele-
ment in the examined document has not been recognised by the validation
method but has been identified.

Individual values for the elements are illustrated in Tab. 1 by percentages and
additionally by F-score. F-score is defined as the harmonic mean of precision
P = TP

TP+FP and recall R = TP
TP+FN . After analysing the results the most

recognised unique elements were keywords and author, while affiliation had the
worst values.

Table 1. The experimental results for the elements into percentages and F-score

Elements TP TN FP FN F-score

keywords 95.65 4.35 0 0 1

author 95.65 0 4.35 0 0.98

title 86.96 0 0 13.04 0.93

abstract 91.30 0 8.7 0 0.96

affiliation 73.92 13.04 0 13.04 0.92

6 Conclusion

It is generally well known that model-based identification does not give a 100%
accuracy rate. This is because of similarities between specific blocks and the im-
possibility to conduct a complete analysis of block content. However, when eval-
uating the validation method, it can be stated that final results were satisfactory.
The list of errors and warnings produced allowed identification and correction
of the elements, which had been wrongly formatted and used. In most cases,
detailed data was obtained regarding the paper’s first page. Specifically with
regard to title, keywords, authors, abstract or affiliations. First level headings
are also correctly identified. The heading on the first page are becoming a model
for recognising other headings. The developed method does, however, have its
drawbacks. Its weakest point is the automatic type identification of blocks. The
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problem is not so noticeable when classifying mandatory and unique blocks on
the first page, because both their size and their location differ from the other
elements. Thus, their recognition rate is high. The score for the classifying blocks
on the last page of the document is however very clearly much lower. This is
due to the similarity between the following blocks: text, image, references and
summary.

To sum up, in order to receive better results, there are possibilities to create
a recursive version of the algorithm which better detects white lines and blocks
in the document. Following this path, it could be tempting to analyse blocks
for table occurrence based on the fact that tables are framed and have regular
intervals between the white areas [7]. When analysing the converted XML file,
it is noticeable that some words and phrases are incorrectly read from the PDF
file. It may be possible to solve this by analysing letter locations and sizes.
Debugging XML file content may also enable better extraction and in this way
would bring a new level of quality with regard to the applicability of using
machine learning [8]. Potential applications of this method are not limited solely
to compatibility evaluation of scientific papers, it could also provide a very useful
tool for analysis of the enormous electronic archives of legacy PDF documents.
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Abstract. Social media such as Twitter and Facebook can be considered as a 
new media different from the typical media group. The information on social 
media spread much faster than any other traditional news media due to the fact 
that people can upload information with no constrain to time or location. People 
also express their emotional status to let others know what they feel about 
information. For this reason many studies have been testing social media data to 
uncover hidden information under textual sentences. Analyzing social media is 
not simple due to the huge volume and variety of data. Many researches dealt 
with limited domain area to overcome the size issue. This study focuses on how 
the flow of sentiments and frequency of tweets are changed from November to 
December in 2009. We analyzed 110 million tweets collected by Stanford 
University and LIWC (Linguistic Inquiry Word Count) for sentiment analysis. 
We did find that people were not happy in afternoon but they were happy in 
night time as many psychologists suggested before. After analyzing large 
volume of tweets, we were also able to find the precise day when breaking 
events occurred. This study offer diverse evidence to prove that Twitter has 
valuable information for tracking breaking news over the world.  

Keywords: Social network services, Sentiment analysis, Twitter. 

1 Introduction 

Twitter and Facebook are one of the most popular social network services (SNS) 
around world. SNS is an online platform to provide social networks or social relations 
among people in order to share interests, activities, information, and etc. Due to the 
dramatic development of wireless internet infrastructure and Smartphone devices, 
people can find and share information with no constrain to time or location. This fact 
changes entire online system we had experienced over the year. We no longer have to 
go back to home or internet cafe to search information or upload photos. We can 
simply find and share information using Smartphone via SNS within few seconds. 
There was an event that made Twitter very popular after U.S. Air ways jet crashes 
into the Hudson River on 15th of January 2009. The first photograph of the accident 
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appeared on Twitter before any even local news media arrived the place. Moreover, 
there was another well-known event in Iran that many people on the street tweeted 
about what was happening on the street when all the major news media in Iran were 
not reporting what had been happened. These events bring an aspect that Twitter is 
not just social communities but it is social media. Because of the high popularity for 
Twitter, people spread diverse information with their personal emotional states 
concerning the earthquake, terrorism, weather, celebrities, and more when breaking 
events had happened. For this reason, the volume of Twitter data has been increasing 
dramatically with diverse information. The total number of tweets was approximately 
29 billion counted by gigatweet1 on 6th of November 2010. Many researchers have 
the same idea that SNS is the crude coal which has to be turned into diamonds. There 
were lots of researches have been studying for analyzing Twitter in order to find who 
affect others, what issues people were excited using small amount of data in limited 
domains. However, our study dealt with entire tweets collected from November to 
December in 2009 by Stanford University [1] in order to detect what breaking events 
are by focusing on how the flow of sentiments and frequency of tweets are changed. 
We analyzed 110 million tweets by each date and each hour using LIWC (Linguistic 
Inquiry Word Count)2 which is a program designed by James W. Pennebaker et al. to 
calculate the degree of 70 categories including positive or negative emotions. We did 
not find any meaningful statistic and emotional flow when we analyzed by each date. 
However, we did find a significant fact that people were not happy in working time 
but they were happy in night-time as many psychologists suggested before when we 
analyzed tweets by each hour. We were also able to find the precise date when 
breaking events occurred.  

The reminder of the paper is organized as follows: Section 2 describes related 
works and what LIWC is; Section 3 explains the flow of sentiments and frequency of 
tweets using LIWC and how we conducted experiments; Section 4 gives example for 
tracking breaking-events using Twitter; and finally Section 5 presents a conclusion to 
this work and makes suggestions for the future work. 

2 Related Works 

Sentiment analysis or opinion mining are the sub-area of Natural language processing 
and text analytics to determine the attitude of speakers or writers to reveal what other 
people think [2]. It has been applied to online review systems, personal blogs, or 
surveys for analyzing huge amount of data, automatically. People are starting to 
examine with Twitter data because of its great possibilities. Users on Twitter are 
likely to express their personal feelings with no constrains. So, there are full of 
emotional texts related to various topics over the Twitter. There was a famous 
research to study whether Twitter can be considered as a news media or not by 
analyzing entire data collected from June to September in 2009 which was 
approximately 106 million tweets [3]. This study found reliable evidences to prove 
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that twitter is a news media due to the fact that any retweeted tweets spread broadly 
no matter what the number of followers of the original tweet is. One of Yahoo 
research teams studied long-running structure-rich events such as football rather than 
one-shot events or headline news such as earthquakes [4]. However, detecting and 
tracking the headline events on Twitter are still receiving attentions from many 
scientists. In order to detect breaking news on Twitter, many researchers have been 
based on the word frequency and sentiment degrees in texts [5, 6]. The first research 
focused on proper nouns frequency rather than sentiments analysis using LIWC which 
was conducted in the second research. LIWC is a powerful program to calculate the 
degrees of more than 70 categories including positive or negative emotions in given 
sentences [7]. The following table 1 shows an example of psychological categories for 
affective processes.  

Table 1. Psychological texts processing categories in LIWC 

Psychological Processes Grand Means 
Affective processes 4.41 

Positive emotion 2.74 
Negative emotion 1.63 

Anxiety 0.33 
Anger 0.47 

Sadness 0.37 
… … 

There are four main categories available to determine how the sentiments degrees 
are in designated text files using LIWC. The first category is a linguistic process 
which includes word count, total pronouns, auxiliary verbs, past tense, and so on. This 
process is a step to calculate linguistic structure of given texts based on predefined 
word dictionary. The second category is a psychological process which is the most 
important category in LIWC. This process is able to estimate social ratio, positive, 
negative emotion, insight, causation, discrepancy, tentative, and more by comparing 
with psychological word dictionary. For example, if the given text includes positive 
words such as “love,” “nice,” “sweet,” and etc. rather than negative words such as 
“hurt,” “ugly,” “nasty,” and more, the degree of positive emotion for the given text 
goes higher than 2.74 which is the grand means of positive emotion. The other 
processes are personal concerns and spoken categories refer to the “the development 
and psychometric properties of LIWC 2007.” 

Because of the fact that LIWC can easily calculate positive or negative emotions in 
given texts, it was applied to capture real-time moods of users in the Twitter in order 
to find who has depressive mood [8]. It was also applied to analyze public opinion 
and mood for election [9]. LIWC was proved its performance by many researches but 
still has a limitation that it fails to calculate degrees for given texts due to 
technological issues. It returns zero to all of degrees when LIWC failed. Besides, the 
degree of positive of negative emotion goes too high when test sentences are short. In 
this paper, we conduct experiment for analyzing sentiments flow from November to 
December in 2009 using LIWC but we will ignore if tweets are less than 100 when 
we analyze tweets by each hour. 
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3 Sentiment Analysis 

This section describes Twitter sentiment analysis from November to December in 
2009 using LIWC. The data which was collected by Stanford University consists of 
110 million tweets concerning diverse area information. At first, we simply calculate 
the number of tweets by each date and sentiments scores by each date as shown in 
figure 2. We only focused on the affective processes which were shown in table 1. It 
is clear to see that there is no meaningful events can be found when we looked into 
the flow. However, we did find the issue which was not expected that the positive and 
negative graphs just follow the graph of the frequency of tweets. In other words, the 
emotional degree of LIWC is somehow affected by the number of test sentences. It 
can be concluded that there is higher possibility to have many positive words if test 
sentences are longer than others. We hereby, give great attention to analyzing tweets 
by each hour. We separated entire test tweets by each hour to see what will be 
happened. The process of our sentiment analysis will be followed by the sentiment 
analysis process described in figure 1.  

 

Fig. 1. The process of sentiment analysis of Twitter 
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4 Sentiment Analysis for Tracking Breaking Events 

This section describes basic experiments whether Twitter data can be applied to detect 
breaking events or not based on sentiment analysis using LIWC. The hot issued 
keywords provided by Google trends3 on November in 2009 were “Black Friday,” 
“Tiger Woods,” “modern warface 2,” “watch-movies.net,” “2012,” “e okul,” “new 
moon,” “toys r us,” “twilight,” and “best buy” ordered by a rank. And the hot issued 
keywords on December in 2009 were “Brittany Murphy,” “Tiger Woods,’ “avatar,” 
“e okul,” “Christmas,” “meteo,” “farmville,” “weather,” “weather forecast,” and “wii” 
also ordered by a rank. We want to explain meanings that theses keywords have at 
first in order to make understand this research more easily. “Black Friday” is the 
Thanksgiving Day in United States often regarded as the beginning of the Christmas 
shopping season. Due to the big discount on this day, the number one hot issued 
keyword was “Black Friday” and the precise date in 2009 was 27th of November. 
There were another shopping related keywords on November correlated with Black 
Friday. The keywords were “toys r us” and “best buy.” People gave queries into 
Google to find and share information with others related to which products were 
worth to buy on Black Friday. The next keyword was “Tiger Woods” who is the most 
successful professional golfer in United States. The reason why his name came to hot 
issued keywords was the fact that he had a car accident on 27th of November. The 
movie related keywords “2012” and “New moon” also appeared on November 
because those movies were released to public on November. Another keyword we 
have to give big attention is “Brittany Murphy” who was an American actress and 
singer. She was passed away on 20th of December. Moreover, keywords “Christmas” 
and “wii” are similar keywords to “Black Friday,” “toys r us,” and “best buy.” “Wii” 
is a home video game console released by Nintendo and it was ranked on the top in 
survey to children that which things you most want to get on Christmas.  

We hereby start sentiment analysis to tracking these interesting keywords by 
classifying 110 million tweets into corresponding hot issued keywords on November 
and December based on simple text matching method.  

As we can see in the figure 5 that the tweets frequency flow has significant 
meanings that we have to study. The tweet frequency of Black Friday increased 
suddenly on 27th of November which was the precise day of Black Friday in 2009. 
However, the number of tweets for Black Friday dropped just after one day. This is 
one of the one-shot events which can be decided that this type of event only got 
famous in few days. The other frequency of tweets related to keywords “2012,” “new 
moon,” and “twilight” increased quickly on some days. Those days were the day these 
movies were released to public in the United States which was 12th and 20th of 
November. However, in the case for “Tiger Woods” has three peaks which was not 
easy to determine which date was something happened to him. Therefore, the 
sentiments analysis for tweets corresponding to “Tiger Woods” is necessary in order 
to trace what types of events occurred to him and when was the precise date of the 
event.  

                                                           
3 http://www.google.com/trends 
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significantly interesting peak on the flow. On the contrary, the movie “Avatar” had 
been tweeted more than 1,000 before the movie was released to public. The degree of 
positive emotion was higher than “New moon.” Moreover, the number of tweets after 
17th of December was still higher than 2,000. It can be considered that the “Avatar” 
got more satisfactions from people. We have concluded that if we analyze sentiments 
and frequency of tweets for given movies, we can possibly obtain information 
whether the movies were pleased by people or not. Considering that the Twitter was 
not famous in 2009 comparing to these days, if we analyze sentiment score for current 
tweets for the movies, the results will be more attractive than this. The problem is that 
the size of tweets is so huge that it will take many costs to conduct the experiment.  

5 Conclusion and Future works 

This study conducted sentiments analysis in case of Twitter using LIWC to prove that 
it is possible to use online social network data for tracking when breaking-events were 
occurred and how the events were satisfied by people. We tested 110 million tweets 
collected by Stanford University from November to December in 2009. We did not 
find any meaningful information when we analyzed sentiments in tweets by each date. 
However, we did find when we looked into tweets by each hour that there is a 
tendency that people express positive emotions in night-time rather than working-
time. This might because of greeting to each other in the morning, evening and before 
go to bed. When we only focused on tweets related to hot-keywords on November to 
December in 2009 provided by Google rather than entire 110 million tweets, it is 
possible to trace precise date when the events were occurred by analyzing the number 
of tweets and their sentiments scores. People express not only positive but also 
negative feelings when a tragedy related to celebrities was happened. Moreover, it is 
also possible to trace how people were considering about specific movies. This study 
offer diverse evidence to prove that Twitter has valuable information for tracking 
breaking news over the world. However, it is still challenging task that the size of 
current Twitter is so huge to conduct this type of experiments. This is why many 
researchers studied Twitter in limited domain.  

In the nearest future, we plane to analyze negative tweets in detail in order to find 
who is isolated, why, and how to overcome. Many researchers focused on the study to 
find who effect to whom and how these people famous than others. However, it has 
come to our attention that there are many unknown users who were isolated and were 
under suffering psychological problems. These people are likely to express negative 
emotion than positive, theoretically. Our future goal will be aimed to find isolated 
online group to help them up and make them to combine with normal user group.  
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Abstract. Classification of patterns of the hallucal area of sole is one
of the tasks of dermatoglyphic analysis. The paper describes pattern
recognition and image processing methods applied to the problem of
the hallucal area of sole patterns classification. Contrast enhancement,
segmentation and contextual filtration techniques are used to enhance
quality of the images. Application of an algorithm based on multi-scale
pyramid decomposition of an image is proposed for ridge orientation cal-
culation. Hallucal area pattern classifiers, which are part of an automatic
system for rapid screen diagnosing of trisomy 21 (Down’s Syndrome)
in infants, are created and discussed. The system is a tool supporting
medical decision by automatic processing of dermatoglyphic prints and
detecting features indicating presence of genetic disorder. Images of der-
matoglyphic prints are pre-processed before the classification stage to
extract features analyzed by Support Vector Machines algorithm. RBF
kernel type is used in the training of SVM multi-class systems gener-
ated with one-vs-one scheme. Experiments conducted on the database
of Collegium Medicum of the Jagiellonian University in Cracow show
effectiveness of the proposed approach in classification of infants’
dermatoglyphs.

1 Introduction

It is often difficult to reach a conclusive diagnosis, on the basis of clinical evidence
alone, as to whether a child has Down’s syndrome. This diagnosis is even more
difficult in the case of a newborn infant. The study of the complex patterns of
parallel ridges and furrows found on the digits, palms and soles of infants, termed
dermatoglyphics, helps in establishing the diagnosis of Down’s syndrome. Asso-
ciation of unusual dermatoglyphics with Down’s syndrome was first reported
by Cummins [2]. The first test for the diagnosis of Down’s syndrome was de-
veloped by Walker and later extended and improved by Reed [5] and others.
Since then dermatoglyphics have been a valuable aid when clinical diagnosis
was in doubt. Association of unusual dermatoglyphics with Down’s syndrome
also led investigators to examine the dermatoglyphic traits occurring in other
cases of trisomy. Other syndromes have been found with associated unusual der-
matoglyphics among them Turner’s [4] and Klinefelter’s [7] syndromes. Several
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dermatoglyphic traits discriminate the cases of suspected Down’s syndrome from
normal infants. The most characteristic traits for Down’s syndrome have been
determined using statistical analysis. These traits are used in the dermatogram
diagnostic index developed by Reed [6]. Detection of Down’s syndrome using
this index relies on examination of the epidermal ridges on the digits, palms and
soles of infants by the naked-eye of an anthropologist.

2 The Aim of the Work

Medical imaging found a permanent place in medical practice as a valuable tool
in supporting diagnostic decision-making processes for many diseases. The prob-
lem of processing large data sets, containing collections of images related to the
particular diseases, is an important and interesting issue from the scientific point
of view. With the development of methods and algorithms for image pattern
recognition and image understanding new issues are taken up, which may help
in diagnosis and classification of diseases. The area of authors’ research interests
encompass issues related to the classification of genetic disorders like Down’s or
Turner’s syndrome. In most of medical cases, a diagnosis is made based not on
a single image but often on the basis of several images, which are acquired using
various techniques of medical imaging. This observation is strongly related to the
fact, that the diagnosis is a result of accurate differentiation of features specific
to the particular disorder, which are inferred from the images. An outstanding
specialist generally is able to discern subtle differences, but a person with less
experience and knowledge may require help, which can be provided by means of
advanced telemedicine technologies. The occurrence of particular disorders by its
nature pertains to the more or less uniform distribution for the particular area
or continent. Nowadays remote transmission of data, even large sets of data, is
not a challenge from a technical point of view. By means of telecommunications,
image collections of many patients can be sent to the diagnostic support center
for detailed analysis. In special cases data may be analyzed by the human spe-
cialist. In the case of screening tests the role of the computer system is different
in regard to the support of medical diagnosis. In this case the computer system
may perform an initial classification of the collection of images. Such a system
can be called a medical decision support system for the initial classification of
a particular disorder. In many cases this system supporting diagnosis can be an
important aid for the medical practitioners, and for the training of medical stu-
dents. Selected cases difficult for the computer system can be evaluated by the
human specialist, whose work can be ineffective when dealing with large num-
ber of medical images. The issue investigated in the work concerns classification
of Down’s syndrome on the basis of a set of dermatoglyphic images of palms,
soles and fingers without results of genetic tests. It seems that the proposed
approach can be extended for the problem of supporting diagnosis decision in
case of Turner’s syndrome.
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3 Characteristics of the Dermatoglyphic Nomogram

A diagnostic index for the diagnosis of Down’s syndrome was designed, tak-
ing advantage of discriminant function analysis to obtain the combinations of
variables representing patterns of dermatoglyphic areas, which reliably separate
groups of infants with Down’s syndrome and healthy infants [6]. In the dermato-
glyphic nomogram log-odds were calculated and used to assign weights to all
the possible patterns, which allowed placing patterns on the scale differentiating
between the healthy and Down’s syndrome cases. A set of 32 pattern areas was
used in the calculation of stepwise discriminant function on the log-odd weights.
The results of the calculations were basis for the selection of four most significant
variables and the design of the dermatoglyphic nomogram in its graphical form.
These variables correspond to the following four dermatoglyphic traits: pattern
types of the right and left index fingers, pattern type of the hallucal area of the
right sole and the ATD angle of the right hand. Three outcomes of the diagnosis
correspond to the appropriate segments of the main diagnostic line. On the basis
of the determined index score infants are qualified to the healthy class, class with
Down’s syndrome or to the class located in the overlap area, which doesn’t give
clear indication of whether an infant is healthy or not.

Fig. 1. Dermatoglyphic diagnostic index score for the particular case of infant deter-
mined on the basis of the nomogram. Abbreviations of the descriptions of the points
located along the diagnostic lines denote the names of dermatoglyphic patterns: ulnar
loop (UL), radial loop (RL), plain arch (A), tented arch (TA), whorl (W), fibular loop
(FL), small distal loop (SDL), large distal loop (LDL).
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Fig. 2. The green rectangle marks the location of the hallucal area. The print of the
sole is taken from male child with Down’s syndrome. The pattern within the rectangle
belongs to the tibial arch class.

The schematic model of diagnosis used as the basis of the decision support
system, is subject to a hierarchy and discipline of points. The diagnosis based on
the dermatoglyphic nomogram reflects the course of the inference on the basis
of explicit premises and leads to the conclusion involving scientifically justified
degree of probability of the genetic syndrome under study.

The analysis of the nomogram index score for the particular case (Fig.1)
requires in the first phase ascertaining patterns types of the left (α) and right
(β) index fingers, pattern type of the hallucal area of the right sole (γ) and the
value of the ATD angle (δ) of the right hand. The conjunction of the incidences
α and β gives the diagnostic value of point ”1” found on the line ”A”. The
conjunction of the incidences γ and δ allows determining the diagnostic value
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of point ”2” located on the line ”B”. Jointly the conjunctions of the values in
point denoted as ”1” (α and β) and in point denoted as ”2” (γ and δ) create the
diagnostic line, which intersects the Diagnostic Index Line and sets the value
of the diagnostic score. In the example case the determined score corresponds
to the boundary dermatoglyphic configuration, which is located between the
configuration typical for healthy infants and the configuration typical for infants
with Down’s syndrome.

Fig. 3. Types of the local patterns in the hallucal area: (a) large distal loop (LDL),
(b) small distal loop (SDL), (c) tibial arch (TA), (d) whorl (W), (e) tibial loop (TL)

On the basis of dermatoglyphic nomogram an expert system is created com-
prising of a set of rules. Each rule in the set corresponds to the particular com-
bination of four dermatoglyphic pattern types. The set consists of 125 rules.

4 Patterns of the Hallucal Area of the Sole

The hallucal area is located in the tibial part of the ball region of the sole and
represents two combined plantar configurational areas: distal thenar and first
interdigital. In colloquial language it is the area below the big toe of the foot
(Fig. 2).
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The local patterns in the hallucal area are classified into five types: small distal
loop (SDL), large distal loop (LDL), tibial loop (TL), tibial arch (TA) and whorl
(W) (Fig. 3). The sole patterns are large, very intricate and show extensive
variety. The fact of high interclass similarity between the different classes of
patterns and simultaneously low intraclass similarity of patterns in the same
class makes the automatic recognition of plantar patterns a very challenging
problem. In Fig. 4 the upper series of images three varieties of the whorl class
patterns are presented, the lower series of images in Fig. 4 shows from the left
patterns of tibial arch and small distal loop classes, respectively.

Fig. 4. The upper series of images shows three varieties of the whorl class patterns
(low intraclass similarity), the lower series of images shows patterns of tibial arch and
small distal loop classes (high interclass similarity)

5 Feature Extraction

Fingerprint impressions of low quality complicate the learning process of com-
putational intelligence algorithms, and negatively influence their ability to ac-
curately recognize the patterns. The classification accuracy can be improved
by pre-processing of the images analyzed, which enhances their quality. In our
approach dermatoglyphs of infants are subjected to the image enhancement
procedure consisting of the following steps:
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Fig. 5. An image of impression of the hallucal area belonging to the whorl class pre-
processed using a contrast enhancement algorithm CLAHE (a), and then by filtration
algorithm STFT (b)

Fig. 6. Illustration of the orientation fields in low-quality regions of the impression of
the hallucal area of the sole: bottom area of the pattern containing lower core of the
whorl, top area of the pattern containing upper triradius and upper core of the whorl

1. Determination of the image mask - the region mask separates the image into
the foreground enclosing the distinctive pattern area and the background
containing noise.

2. Pattern area size normalization - the entire image is truncated using the
coordinates of the foreground boundaries and resized to the square frame of
fixed dimension.
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3. Contrast enhancement using a CLAHE algorithm (Fig. 5a).
4. Determination of local frequency and orientation of ridges (Fig. 5b).
5. Adaptive filtration using a STFT algorithm [1].

Estimation of ridges’ orientations is realized by the algorithm taking advantage
of Principal Component Analysis and pyramid-based image decomposition into
multiple scales [3]. Application of this algorithm helps in overcoming problems
with reliable calculation of ridges’ directions in the noisy areas of the impressions.
Maps of the orientations calculated in the noised regions of the hallucal patterns
from Fig. 5 are shown in Fig. 6a and Fig. 6b.

6 Description of the Data Set and Classification Using
Support Vector Machines

In our research 240 8-bit grey scale images of the hallucal area prints from
the database of CMUJ Cracow are used for the classification. The patterns of
the hallucal area are slightly larger than the fingerprint patterns therefore the
captured images size is 640 x 640 pixels. The data set contains 60 images for

Fig. 7. Confusion matrix of the SVM classification accuracy
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whorl class and the same number for large distal loop class. The database also
contains 40 images for each of the remaining three classes: small distal loop, tibial
arch and tibial loop. In the process of creating the vector data all of the images
were enhanced using SFTF algorithm. Vectors containing the orientation maps
were computed using two stage approach taking advantage of PCA and pyramid-
based image decomposition algorithm [3]. Resulting ridge orientation maps are
features which are classified by an ensemble of SVMs with one vs one voting
strategy. For the training of classifiers Radial Basis Function kernels were chosen.
The data set is split evenly in two halves according to the number of images
representing particular classes. Training and testing vectors are both comprised
of 120 examples. The optimal values of the SVMs kernel hyper-parameters were
computed using grid search algorithm and cross-validation. The accuracy rate
obtained in the testing phase is 90,0 %. The confusion matrix with test results
is shown in Fig.7.

7 Summary

In the paper methods for enhancement, feature extraction and classification of
plantar patterns have been presented. The classifier is part of an automatic
system supporting medical diagnosis of Down’s syndrome. The system is com-
prised of an expert system module and three modules realizing pattern recog-
nition tasks. Rules of the expert system are created on the basis of the knowl-
edge found in the scientific literature describing dermatoglyphic peculiarities of
Down’s syndrome. Pattern recognition modules implement three tasks required
for the detection of traits characteristic of Down’s syndrome and solution of
the dermatoglyphic nomogram. These tasks are classification of fingerprint pat-
terns [8], classification of plantar patterns of the hallucal area and calculation
of palm print’s ATD angle, respectively. Results of the recognitions are used
as the values of the premises of the expert system, which allows calculation of
the dermatogram index score and automatic diagnosis. In our future work we
intend to apply the proposed methods to create decision support systems for the
dermatoglyphic diagnosis of other genetic disorders.
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Abstract. Many consensus clustering methods have been studied and applied in 
many areas such as pattern recognition, machine learning, information theory 
and bioinformatics. However, few methods have been used for chemical com-
pounds clustering. In this paper, Adaptive Cumulative Voting-based Aggrega-
tion Algorithm (A-CVAA) was examined for combining multiple clusterings of 
chemical structures. The effectiveness of clusterings was evaluated based on the 
ability of clustering to separate active from inactive molecules in each cluster 
and the results were compared to the Ward’s method. The chemical dataset 
MDL Drug Data Report (MDDR) database was used. Experiments suggest that 
the adaptive cumulative voting-based consensus method can efficiently improve 
the effectiveness of combining multiple clustering of chemical structures. 

Keywords: Co-association matrix, Compound selection, Cumulative voting, 
Ensemble clustering, Molecular datasets.  

1 Introduction 

The main objective of clustering is to subdivide a data objects into smaller groups 
known as clusters so that each group exhibits a high degree of intra-cluster similarity 
and inter-cluster dissimilarity [1]. Many types of clustering techniques for chemical 
structures datasets have been used in the literature [2-9].  

In chemoinformatics, the clustering is used to reduce the high costs and lengthy 
time needed to discover new drugs, especially in the process of High-Throughput 
Screening (HTS), in which hundreds of thousands of chemical compounds are 
screened for testing the biological activity. The clustering helps the pharmaceutical 
industries to find faster and more effective ways of discovering and producing chemi-
cal compounds that can effectively react to the examined disease [10].  

                                                           
* Corresponding author.  
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There are different types of clustering that can be grouped based on the problem 
they intend to solve, the general strategy they use, or others. For example Jain et al. 
[11] have organized the clustering methods into five opposing approaches which are 
agglomerative verses divisive, hard verses soft, monothetic verses polythetic, deter-
ministic verses stochastic and incremental verses non incremental. Recently, individ-
ual clustering has been used verses consensus clustering.  

Consensus clustering involves two main steps: (i) partitions generation and (ii) 
combination using the consensus function. In the first step, as many as possible indi-
vidual partitions will be generated. In the combination step, there are two main ap-
proaches: objects co-occurrence based and median partition based approaches. In the 
first approach, the idea is to determine which must be the cluster label associated to 
each object in the consensus partition. To do that, it is analyzed how many times an 
object belongs to one cluster or how many times two objects belong together to the 
same cluster. The consensus is obtained through a voting process among the objects. 
So, each object should vote for the cluster to which it will belong in the consensus 
partition. Co-association matrix and Voting based methods are examples of this ap-
proach. In the second consensus function approach, the consensus partition is ob-
tained by the solution of an optimization problem, the problem of finding the median 
partition with respect to the cluster ensemble [12]. 

There are many voting-based consensus clustering methods [13-19], in which the 
consensus partition is derived by seeking an optimal relabeling of the ensemble parti-
tions. In general, the optimal relabeling of the ensemble partitions is addressed 
through a pairwise relabeling of each ensemble partition with respect to a representa-
tive partition [19]. Then, the voting process is used to assign object to the higher 
voted cluster in order to obtain the consensus partition [18-19]. 

For clustering of chemical structures datasets, it is most unlikely that any single 
method will yield the best classification under all circumstances, even if attention is 
restricted to a single type of application [20]. Chu, et al. [20] used consensus similari-
ty matrix methods on sets of chemical structures and concluded that the consensus 
clustering methods can outperform the Ward's method. However, based on the im-
plemented methods, it was not the case if the clustering is restricted to a single con-
sensus method. In addition, Saeed et al. [21] examined the use of the graph-based 
consensus clustering method, Cluster-based Similarity Partitioning Algorithm (CSPA) 
[22], for clustering of MDDR dataset and concluded that it can improve the effective-
ness of individual clusterings and provide robust and stable clustering. However, an 
adaptive cumulative voting-based aggregation algorithm is used in this paper to im-
prove the effectiveness of combining multiple clusterings of chemical structures. The 
algorithm is efficient and has linear computational complexity in the number of data 
objects n, whereas co-association-based consensus methods are quadratic in n [12]. 

2 Materials and Methods 

2.1 Dataset 

The MDL Drug Data Report (MDDR) database [23] was used for experiments. This 
database consists of 102516 molecules. The MDDR subset dataset was chosen from 



 Adaptive Cumulative Voting-Based Aggregation Algorithm 307 

the MDDR database which has been used for many virtual screening experiments [24-
26]. The MDDR dataset contains eleven activity classes (8294 molecules), which 
involves homogeneous and heterogeneous (i.e., structurally diverse) active molecules. 
Details of this dataset are listed in Table 1. Each row in the table contains an activity 
class, the number of molecules belonging to the class, and the diversity of the class, 
which was computed as the mean pairwise Tanimoto similarity calculated across all 
pairs of molecules in the class. For the clustering experiments, two 2D fingerprint 
descriptors were used which were developed by Scitegic’s Pipeline Pilot [27]. These 
were 120-bit ALOGP and 1024-bit ECFP_4 fingerprints. 

Table 1. MDDR Activity Classes for DS1 Data Set 

Activity Index Activity class Active molecules Pairwise similarity 
 

Mean 

31420 Renin Inhibitors   1130 0.290 
71523 HIV Protease Inhibitors 750 0.198 
37110 Thrombin Inhibitors   803 0.180 
31432 Angiotensin II AT1 Antagonists 943 0.229 
42731 Substance P Antagonists 1246 0.149 
06233 Substance P Antagonists 752 0.140 
06245 5HT Reuptake Inhibitors 359 0.122 
07701 D2 Antagonists 395 0.138 
06235 5HT1A Agonists 827 0.133 
78374 Protein Kinase C Inhibitors 453 0.120 
78331 Cyclooxygenase Inhibitors 636 0.108 

2.2 Partitions Generation 

The partitions were generated by using six individual clustering algorithms on each 
2D fingerprint. These algorithms were single linkage, complete linkage, average lin-
kage, weighted average distance, Ward and K-means clustering methods. The thre-
sholds of 500, 600, 700, 800, 900 and 1000 were used to generate partitions with dif-
ferent sizes (number of clusters). Every individual clustering method was applied by 
using Jaccard distance measures in order to generate one ensemble (includes six parti-
tions) for each 2D fingerprint.  

2.3 Adaptive Cumulative Voting-Based Aggregation Algorithm 

The cumulative voting based aggregation algorithm consists of two steps; the first one 
is to obtain the optimal relabeling for all partitions, which is known as the voting 
problem. Then, the voting-based aggregation algorithm is used to obtain the aggre-
gated (consensus) partition. The adaptive voting-based aggregation algorithm, which 
was described by Ayed and Kamel [18-19], was used for combining the ensembles 
that were generated in the previous step. 

Let χ denote a set of n data objects, and let a partition of χ into k clusters be 
represented by an n×k matrix U such that ∑ q = 1

k ujq = 1, for ∀ j. Let u = {Ui}i = 1
b 

denote an ensemble of partitions. The voting-based aggregation problem is concerned 
with searching for an optimal relabeling for each partition Vi with respect to  
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representative partition U0 (with k0 clusters) and for a central aggregated partition 
denoted as Ū that summarises the ensemble partitions. The matrix of coefficients Wi, 
which is a ki × k0 matrix of wlq

i coefficients, is used to obtain the optimal relabeling 
for ensemble partitions. 

Let H(C) denote the Shannon entropy associated with cluster C, which is some-
times written as H(p(c)). Defined over the cluster labels of the partition Ū, H(C) 
measures the average amount of information associated with C and  is defined as a 
function of its distribution p(c) as follows [28]: 

 

H(C) = -  ∈Cc cpcp )(log)(                                                   (1) 

 
Let I (C;X) denote the mutual information between C and X. I (C;X)  measures the 
amount of information that the random variable C contains about X, and vice versa. It 
is defined as: 

I(C;X)= H(C) - H(C|X)                                                       (2)  
 

It is noted that for a hard partition Ui, we have I(Ci;X) = H(Ci), since the value of Ci is 
completely determined by the value of X (i.e., H(Ci|X) =0). It follows that I(C;X) is 
bounded from above by H(C); I(C;X) ≤ H(C), where H(C)= H(C0). Thus, the initially 
selected reference partition determines the following measures: the entropy associated 
with the aggregated clusters, the initial value of the mutual information I(C0;X) , and 
the upper bound on the amount of information that random variable C contains about 
X. This result motivates the use of a selection criterion for the initial reference parti-
tion based on the mutual information I(Ci;X), which is equal to H(Ci) for hard parti-
tions (all individual clusterings used in this paper are hard clusterings). 

Therefore, the fixed-reference approach is used, whereby an initial reference parti-
tion is used as a common representative partition for all the ensemble partitions and 
remains unchanged throughout the aggregation process. The algorithm incorporates 
the selection criterion for the initial reference partition, which is the one with highest 
entropy H(Ci), then sorting the ensemble partitions in descending order of their entro-
pies. The adaptive cumulative voting based aggregation algorithm is described as 
follows: 
 

Adaptive Cumulative Voting-based Aggregation Algorithm 
1: Re-order u, s.t. Ui are sorted in decreasing order of H(Ci) based on Eq. 1 
2: Assign U1 to U0 

3: for i =2 to b  do 
4:       Wi  = ( iU T iU ) -1 iU T U0 

5:        Vi  = iU Wi 

6:        U0 = 
i

i 1−
 U0 + 

i

1
 Vi 

7: end for 
8: Ū = U0. 
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2.4 Performance Evaluation 

The results were evaluated based on the effectiveness of the methods to separate ac-
tive from inactive molecules using two measures: the F-measure [29] and Quality 
Partition Index (QPI) measure [30]. If the cluster contains n compounds, that a of 
these are active and that there is a total of A compounds with the chosen Activity. The 
precision, P, and the recall, R, for that cluster are [20]: 

  
n

a
P =                                                                      (3) 

  
A

a
R =                                                                      (4) 

RP

PR
F

+
=

2
                                                               (5) 

This calculation is carried on each cluster and the F-measure is the maximum value 
across all clusters.  

Also, an active cluster is defined as a non-singleton cluster for which the percen-
tage of active molecules in the cluster is greater than the percentage of active mole-
cules in the dataset as a whole. Let p be the number of actives in active clusters, q be 
the number of inactives in active clusters, r be the number of actives in inactive clus-
ters (i.e., clusters that are not active clusters) and s be the number of singleton actives. 
The high value occurs when the actives are clustered tightly together and separated 
from the inactive molecules. The QPI is defined to be [8]: 

srqp

p
QPI

+++
=                                                      (6) 

3 Results and Discussion 

The two ensembles were combined using the adaptive cumulative voting-based con-
sensus clustering (A-CVAA) and graph-based consensus clustering (CSPA). 

The mean of F-measure and QPI values were averaged over the eleven activity 
classes of the dataset. Figures 1-4 show the effectiveness of MDDR dataset clustering 
for ALOGP and ECFP_4 fingerprints.  

Visual inspection of F-measure and QPI values in Figures 1-4 enables comparisons 
to be made between the effectiveness of two consensus clustering methods and the 
Ward’s method for clustering of chemical structures. In addition, two fingerprints 
were used for the experiments in order to study the effectiveness of consensus  
clustering on different representations of molecular dataset.  
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Fig. 1. Effectiveness of clustering MDDR dataset using F-Measure: ALOGP Fingerprint 

 

Fig. 2. Effectiveness of clustering MDDR dataset using F-Measure: ECFP_4 Fingerprint 
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Fig. 3. Effectiveness of clustering MDDR dataset using QPI: ALOGP Fingerprint 

 

Fig. 4. Effectiveness of clustering MDDR dataset using QPI: ECFP_4 Fingerprint 

 
 



312 F. Saeed et al. 

In Figures 1-2, the performance of adaptive cumulative voting-based aggregation 
algorithm (A-CVAA) outperformed the Ward’s method and the graph-based consen-
sus clustering method (CSPA) using F-measure for both ALOGP and ECFP_4 finger-
prints. The performance of CSPA was inferior to others methods. 

In addition, both A-CVAA and CSPA showed similar performance and they out-
performed the Ward’s method using QPI measure for ALOGP (Figure 3). However, 
when using ECFP_4 fingerprint, A-CVAA consensus clustering outperformed the 
CSPA method using QPI measures and showed a similar performance to the Ward’s 
method (Figure 4). 

4 Conclusion and Future Work 

The results of the experiments show that the adaptive cumulative voting-based aggre-
gation algorithm (A-CVAA) can efficiently improve the effectiveness of combining 
multiple clusterings of chemical structures with linear computational complexity 
O(n), rather than O(n2) using CSPA or other co-association based consensus methods. 
The performance of A-CVAA consensus clustering outperformed the Ward’s method 
using both F and QPI measures for ALOGP fingerprint. While, in case of using 
ECFP_4, A-CVAA outperformed the Ward’s method using F-measure and both me-
thods showed similar performance for QPI measure. In the future work, other voting-
based consensus clustering methods will be examined for combining multiple cluster-
ings of chemical structures. 
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Abstract. The linear notations are more compact than connection tables so they 
can be useful for storing and transmitting large number of chemical structures. 
Implicitly they contain the information needed to compute all kinds of molecu-
lar structures and, thus, molecular properties derived from these structures. In 
this DOSM is a new method of obtaining a rough description of 2D molecular 
structure from its 2D connection graph in the form of character string. Our me-
thod is based on the fragmentation of DOSM strings into overlapping substrings 
of a defined size that we call LINGO-DOSM. The integral set of LINGO-
DOSM derived from a given DOSM string, LINGO-DOSM allows rigorous 
structure specification using very small and simple rule. In this paper, we study 
the possibility of using the textual descriptor for describing the 2D structure of 
the molecule. Simulated virtual screening experiments with the MDDR data-
base show clearly the superiority of the LINGO-DOSM descriptor compared to 
many standard descriptors tested in this paper.  

Keywords: Molecular database retrieval, Molecular descriptor, Molecular simi-
larity Structures and substructure searching.  

1 Introduction 

The search for compounds similar to a given target ligand structure and compounds 
with defined biophysical profiles are two important principles of the modern drug 
discovery process. Both tasks make use of molecular descriptors with differing com-
plexity (atomic, topographic, substructure fingerprints, 3D, biophysical properties, 
etc.) leading to different representations of the same molecule [1]. such descriptors 
can then be used as input for QSPR models and intermolecular distance calculations 
[2]. The development, implementation, and application of molecular descriptors and 
the subsequent mathematical treatment of the information contained in these descrip-
tors have become an area of intense theoretical and practical interest in recent [2-4]. 

Molecular databases are searched for molecules similar to those with known bioac-
tivities in the hope that they will exhibit similar biological profiles. This concept is 
commonly termed bioisosterism. The intermolecular similarity value depends hereby 
on the molecular description and the distance calculation employed, and relatively 
small structural changes, especially in ring systems, can cause large deviations in the 
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similarity values. The biological similarity metrics depends finally on the problem 
given which means that the same small structural changes introduced in a given mole-
cule might have different effects in the biological activities depending on the target. 
In our experience different methods work better for different targets, and various  
methods should be employed independently instead of using consensus scoring. 

A wide range of structural descriptors are based on 2D and 3D structures [5].To 
process large databases 2D descriptors are preferred for computation speed reasons. 
Such descriptors, for example MDL fingerprints [6] are built on a predefined set of 
substructures, whose presence or absence is recorded as one bit in a bit-string. The 
building of such keys is a computationally expensive graph-theoretical NP-complete 
problem. However, the resulting keys allow very rapid molecular comparisons. It 
must be underlined that structural information is lost due to the limited number of 
predefined substructures and the binary representation. Hashed fingerprints overcome 
the latter problem by generating an exhaustive list of structural fragments according 
to a certain rule set [7]. The very large number of fragments potentially generated 
does not allow the assignment of an individual bit to each fragment, and, instead, 
several different substructures are represented by one bit using a pseudo randomizing 
algorithm. This leads to a new problem described as fragment collision [8]. This 
process reduces the accuracy of the fingerprint but allows the use of a much larger 
number of fragments.  

However, the most common similarity approaches use molecules characterized by 
2D fingerprints that encode the presence of 2D fragment substructures in a molecule. 
The similarity between two molecules is then computed using the number of substruc-
ture fragments common to a pair of structures and a simple association coefficient[ 9]. 

 The shape similarity between two molecules can be determined by comparing the 
shapes of those molecules, finding the overlap volume between them and then using a 
similarity measure (e.g. Tanimoto) to calculate the similarity between the molecules. 
However, most of the works in shape-based similarity approaches have depended on 
the 3D molecular shape[6]. Recently, the use of field-based or shape-based approach-
es has been increased [10].  The shape comparison program Rapid Overlay of Chemi-
cal Structures (ROCS) [11] is used to perceive similarity between molecules based on 
their 3D shape. The objective of this approach is to find molecules with similar bioac-
tivity to a target molecule but with different chemotypes, i.e. scaffold hopping. How-
ever, a disadvantage of 3D similarity methods is that the conformational properties of 
the molecules should be considered and therefore these methods are more computa-
tionally intensive than methods based on 2D structure representation. The complexity 
increases considerably if conformational flexibility is taken into account. In 2D struc-
ture representation, the molecular structure is represented by a large number of struc-
tural descriptors in a numerical form (integer or real). Among these, descriptors  
computed based on a molecule graph are widely used in modeling physical, chemical, 
or biological properties. The simplest 2D descriptors are based on simple counts of 
features such as hydrogen donors, hydrogen bond acceptors, ring systems (such as 
aromatic rings) and rotatable bonds, whereas the complex 2D descriptors are com-
puted from complex mathematical equations such as 2D fingerprints and topological 
indices 12-13. They characterize molecular structures according to their size, degree 
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of branching and overall shape where the structural diagram of molecules is  
considered as a mathematical graph, but not the contour of molecule shape.  

Due to the multi-faceted nature of biological activities, there is a high possibility 
that there are no single and best molecular descriptors that can uniquely represent the 
molecules [14]. This possibility has encouraged many researchers to continue to de-
velop new molecular descriptors.  Therefore, developing new molecular descriptors 
that can give a comparable or better result than the existing descriptors is highly  
desirable. 

In this paper, we introduced a new Descriptors of Outline Shape of Molecules 
(DOSM) that was inspired by research in information retrieval on the use of contour-
based shape descriptor for image retrieval systems. DOSM is a new method to obtain 
a rough description of the 2-D molecular structure from its outline shape. DOSM is a 
textual descriptor which allows rigorous structure specification by use of a very small 
and natural grammar. Our method is based on the fragmentation of DOSM strings 
into overlapping substrings of a defined size that we call LINGO-DOSM. The integral 
set of LINGO-DOSM derived from a given DOSM string. 

2 Materials and Methods 

The new descriptor DOSM is a textual descriptor using printable characters for 
representing molecules based on their shapes. In this paper, the outline shape (for the 
whole molecule) and the internal region (inside molecule rings) are exploited to cal-
culate a rough description of the 2-D structure molecule. The proposed method uses a 
connection table to extract the information needed to represent the molecule shape. A 
specific language has been developed to describe the shape features; descriptors writ-
ten in this language are invariants to scale change and rotation. DOSM is a true lan-
guage, albeit with a simple vocabulary (atom and bond symbols) and only a few 
grammar rules. However, part of the power of the DOSM is that it is highly sensitive 
to molecular structure changes. In this work, the graph denotes the 2D molecular 
structure. This is essentially the 2D image chemists draw to describe the molecule. 
Here, only the labeled molecular graph (i.e. atoms and bonds) and all possible paths 
between every atom pair are taken into account. 

A corresponding shape to a 2D molecule structure is generally composed by a 
main region (representing the outline shape) and one or many internal regions 
(representing areas inside rings) obtained after visiting all the atoms in the connection 
table of a molecule. In addition to the geometry of its outline, we take into account the 
geometry and the position of its internal regions. This additional information for 
shape description is important to identify and represent the molecule rings in the 
DOSM descriptor context. It is also very useful for shape comparison in the similarity 
calculation between two molecules from their 2D graph. 

The process of generating the shape descriptor of any molecule starts with deter-
mining the top left atom in the molecule graph. The atom name is represented in the 
descriptor as the grammar described below. Then, we move in a clockwise direction 
to the next atom. The bond type and direction of the movement are represented before 
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we visit and represent the next atom. The same procedure is repeated until we visit 
again the starting atom.  

Once the starting atom is visited again, the description of the outline shape of the 
molecule graph is completed. The atoms and bonds within the internal regions (rings) 
need to be visited again to represent the internal region. However, the process of ge-
nerating the DOSM is composed of a number of specification rules as explained  
below.  

The language used for writing the DOSM descriptor consists of a series of characters 
and symbols. There are five generic encoding rules corresponding to the specification of 
atoms, bonds, ring closure, direction angle and disconnected parts. Some of these rules 
are similar to the rules used in SMILES strings [15]. Atoms are represented by their 
atomic symbols, usually two characters. The second character of the atomic symbol 
must be entered in lower case. If the atomic symbol is just one letter we add a blank 
space to the end of the atomic symbol, e.g., "Br", "C1","N ", "O ". 

 

Fig. 1. The external and internal visiting movement in a 2D graph 

The single, double, and triple bonds are represented by the symbols "-", "=", and 
"#", respectively. The internal regions (rings or cycles structures) are specified by 
enclosing their description in parentheses (Figure 2 for example). 

 

                                     

Fig. 2. Example of the representation of internal regions (cyclic structures) 

                                
  

Fig. 3. The disconnect parts representation 

(C - C = C - C = C – C -

C -C -C -C -C -C -N -C -C -
C -C -C -(C -C -C -C -C -C -
).C -C -C =0 =C =0 =c =O -
C -C -C -
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If the molecule graph is composed of more than one part (disconnected struc-
tures), the description of the disconnected compound is written as individual struc-
tures separated by "." (Period)  as shown in Figure 3.  

LINGO-DOSM Generation: A q-LINGO is a q-word string with word is 2 character 
lengths, including letters, and symbols, obtained by stepwise fragmentation of a 
DOSM molecular representation. For a given molecule, A total number of (n/q) sub-
strings of length q are extracted from a DOSM string of length n. In this work we use 
q= 4 unless indicated otherwise and the q- prefix is omitted. The molecule-specific 
LINGO-DOSM profile is defined as the ensemble of LINGO-DOSMs and their cor-
responding number of occurrences and does not depend on the order of appearance of 
LINGO-DOSMs in the DOSM string. The LINGO-DOSM generation process is 
summarized in Figure 4. 

 

Fig. 4. LINGO-DOSMs generation process 

Some changes in the original DOSM code are introduced. Thus, “Cl” and “Br” are 
substituted by “L” and “R”, respectively, and delete all space between character, and 
double the point represented the disconnected part, after that extract all the rings be-
tween “(” and “)”, and convert all the character represented the rings from capital 
letter to small letter for example “(C -C =C -C -C =C -)” become “(c-c=c-c-c=c-)” 
and delete the parentheses, the last step is to add the first (q-1)words at the end of 
each string we get, for example “c-c=c-c-c=c-“ become “c-c=c-c-c=c-c-c=c-”    This 
steps reduces the number of possible LINGO-DOSMs and improves statistical  
sampling in the QSPR models. 
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3 Experimental Design 

In this section, we present experiments that show the usefulness of the new descriptor 
LINGO-DOSMs, when used for similarity-based virtual screening. To evaluate the 
LINGO-DOSMs descriptor, LINGO-DOSMs was compared with six different de-
scriptors (fingerprints) from Scitegic’s Pipeline Pilot16 and PaDEL-descriptor 
[19]software. These were 120-bit ALOGP, 166-bit MACCS and 1024-bit Path finger-
prints (EPFP4) from Scitegic’s Pipeline Pilot and 1024-bit CDK (CDKFP), 1024-bit 
CDK graph only (GOFP), and 881-bit Pubchem fingerprints (PCFP) from the PaDEL 
software.  

Experiments were conducted over the most popular cheminformatics database: the 
MDL Drug Data Report (MDDR) [10] which has been used in our previous studies 
[19]. This database consisted of 102516 molecules and contains 11 activity classes, 
which involve structurally homogeneous and heterogeneous actives, as shown in Ta-
ble 1. Each row in the tables contains an activity class, the number of molecules be-
longing to the class, and the diversity of the class, which was computed as the mean 
pairwise Tanimoto similarity calculated across all pairs of molecules in the class.  

Table 1. MDDR Activity Classes for MDDR Data Set 

Activity Activityclass Active Pairwise similarity 
31420   renin inhibitors   1130 0.290 
71523    HIV protease inhibitors 750 0.198 
37110   thrombin inhibitors   803 0.180 
31432   angiotensin II AT1 antagonists 943 0.229 
42731   substance P antagonists 1246 0.149 
06233   substance P antagonists 752 0.140 
06245   5HT reuptake inhibitors 359 0.122 
07701   D2 antagonists 395 0.138 
06235   5HT1A agonists 827 0.133 
78374   protein kinase C inhibitors 453 0.120 
78331   cyclooxygenase inhibitors 636 0.108 

 
Intermolecular Similarity Calculation: Based on the LINGO-DOSMs profiles of 
the two molecules A and B to be compared, intermolecular similarities were com-
puted using the integral Tanimoto coefficient of the form 

 

Where NA,i is the number of LINGO-DOSM of type i in molecule A, NB,i is the num-
ber of LINGO-DOSM of type i in B, and l is the number of LINGO-DOSM contained 
in either molecule A or B. Molecules having the same types and numbers of LINGO-
DOSM will show Tc = 1. We call the L LINGO-DOSM profile based Tc “LINGO-
DOSMsim”. 
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The second screening system was based on the Tanimoto (TAN) coefficient, which 
has been used for ligand based virtual screening for many years and which can hence 
be considered as a reference standard. TAN was used with six types of descriptors 
(fingerprints) in this study.  

The screening experiments were performed with 10 reference structures selected 
randomly from each activity class. The recall results were averaged over each such set 
of active molecules, where the recall is the percentage of the actives retrieved in the 
top-1% or the top-5% of the ranked list resulting from a similarity search. 

4 Results and Discussion 

The main objective of this work is to identify the possibility of using the LINGO-
DOSM descriptor in similarity-based virtual screening and then identifying the re-
trieval effectiveness of using such a descriptor. In this study, we compared the re-
trieval effectiveness of LINGO-DOSM against six different types of descriptors on 
the MDDR database. Selecting the best descriptors is based on their use in predicting 
the property/activity of a molecule from another molecule that is considered similar to 
it, either by using a certain similarity method, clustering or using its k-nearest neigh-
bours 21.For those descriptors, and for predicting the activity class of molecules, the 
best descriptors are those yielding the highest number of correct predictions (mole-
cules with similar activity class), taking into account the total number of molecules 
having that activity class in the database used.The results for the searches of MDDR 
are shown in Tables 2-3, using cutoffs of both 1% and 5% respectively.  

Each row in a table corresponds to one activity class; shows the recall for the top 
1% and 5% of a sorted ranking when averaged over the ten searches for this activity 
class. The penultimate row in a table corresponds to the mean value for that descriptor 
when averaged over all of the activity classes for a dataset. The descriptor with the 
best recall rate in each row is strongly shaded, and the recall value is bold-faced, any 
descriptor with an average recall within 5% of the value for the best descriptor is 
shown lightly shaded. The bottom row in a table corresponds to the total number of 
shaded cells for each descriptor type across the full set of activity classes. 

Table 2. Retrieval results of top 1% for data set MDDR 

Activity   
Index  

LINGO-
DOSM GRFP PCFP ALOGP MACCS EPFP4 CDKFP 

31420 61.10 12.17 26.13 22.06 28.65 34.75 41.8 
71523 26.10 8.68 9.61 13.72 14.71 14.29 19.6 
37110 17.37 14.89 12.38 9.26 17.99 18.8 18.74 
31432 38.63 15.12 15.55 16.52 24.52 22.81 25.75 
42731 11.86 7.71 9.63 6.05 8.18 10.08 12.27 
6233 11.46 5.58 6.8 7.98 8.8 8.35 9.47 
6245 4.66 3.94 4.11 3.66 4.94 5.61 7.21 
7701 10.38 4.19 4.62 5.86 7.39 6.75 7.77 
6235 10.34 4.37 4.27 6.22 6.91 6.55 8.29 
78374 12.01 6.88 13.16 7.81 6.02 8.01 10.64 
78331 5.8 3.94 5.13 4.11 6.33 4.94 5.72 
Mean  19.06 7.95 10.13 9.39 12.22 12.81 15.21 
Shaded  8 0 1 0 2 1 2 
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Table 3. Retrieval results of top 5% for data set MDDR 

Activity   
Index  

LINGO-
DOSM GRFP PCFP ALOGP MACCS EPFP4 CDKFP 

31420 84.82 30.59 45.95 45.08 55.41 76.76 80.27 
71523 50.11 20.17 19.73 33.38 29.97 33.31 37.92 
37110 28.19 27.83 27.99 26.71 34.7 39.96 37.26 
31432 75.27 33.91 33.73 39.37 48.29 41.01 51.46 
42731 21.62 14.92 19.32 12.91 19.36 20.71 23.2 
6233 25.73 14.34 17 20.47 24.07 20 19.92 
6245 10.92 9.89 10.08 10.59 11.06 12.65 17.88 
7701 22.99 9.92 11.62 13.6 22.34 17.69 18.86 
6235 26.43 13.84 13.51 14.71 20.33 17.82 19.21 
78374 18.30 13.74 18.1 14.71 11.73 12.59 15.11 
78331 10.16 8.87 11.23 9.97 14.35 9.37 10.55 
Mean  34.04 18 20.75 21.95 26.51 27.44 30.15 
Shaded  9 0 0 0 1 1 1 

 
Visual inspection of the recall values and the number of shaded cells in Tables 1 

and 2 enables comparisons to be made between the effectiveness of the LINGO-
DOSM descriptor and the various other descriptors. In addition, a more quantitative 
approach using the Kendall W test of concordance was used to determine which of 
the descriptors performed best 22. This test was developed to quantify the level of 
agreement between multiple sets of rankings of the same set of objects, here and in 
previous works 19]. We used this approach to rank the effectiveness of different de-
scriptor types. In the present context, the activity classes were considered as judges 
and the recall rates of the various descriptor types as objects. The outputs of the test 
are the value of the Kendall coefficient and the associated significance level, which 
indicates whether this value of the coefficient could have occurred by chance. If the 
value is significant (for which we used cut-off values of (0.01 or 0.05), then it is poss-
ible to give an overall ranking of the objects that have been ranked. The results of the 
Kendall analyses are reported in Table 4 and describe the top 1% and 5% ranking for 
the various descriptor types. In Table 5, the columns show the data set type, the value 
of the coefficient, the associated probability, and the ranking of the descriptor. The 
descriptors are ranked in decreasing order of screening effectiveness (if two descrip-
tors have the same rank then they are ordered on the basis of the mean recall, i.e. the 
mean values from the main tables of results). We shall use the 5% MDDR results (in 
Table 4) to illustrate the processing that took place.  Here, the mean figures suggest 
that the LINGO-DOSM descriptor has the best overall performance at the 5% cut-off. 
In addition, according to the total number of shaded cells in Table 4, LINGO-DOSM 
is the best performing descriptor across the 11 activity classes. We can hence con-
clude that the overall ranking of the seven descriptors are:  

LINGO-DOSM >CDKFP>MACCS>EPFP4>ALOGP>CFP>GRFP.  

Table 4. Rankings of various types of descriptors Based on Kendall W Test Results: Top 
1&5% 

 

Recall type W P Ranking 

Top 1 % 0.642 <0.01 LINGO-DOSM> CDKFP> MACCS> EPFP4 >PCFP>ALOGP>GRFP 

Top  5% 0.473 <0.01 LINGO-DOSM >CDKFP>MACCS>EPFP4>ALOGP>PCFP>GRFP 
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Table 5. Numbers of Shaded Cells for Mean Recall of Actives Using Different Descriptors: 
Top 1% and 5% 

 LINGO-DOSM> GRF PCFP ALOGP MACC EPFP CDKF 
Top 1% 8 0 1 0 2 1 2 
Top 5% 9 0 0 0 1 1 1 

 
The good performance of LINGO-DOSM is not restricted to the top 5% for 

MDDR, since it also gives one the best results for the top-1% for MDDR. Using the 
mean recall value as an evaluation criterion could be impartial to some descriptor type 
but not others, and that is because some of the activity classes may contribute dispro-
portionally to the overall value of mean recall. To avoid this bias, the effectiveness 
performance of different descriptors has been further investigated based on the total 
number of shaded cells for each descriptor across the full set of activity classes, as 
shown in the bottom rows of Tables 4. These shaded cell results are listed in Table 5.  

Visual inspection of the results in Table 5 (left-hand column) shows very clearly 
that the LINGO-DOSM descriptor can provide a level of performance that is general-
ly superior to the other descriptors. Finally, it should be noted here in this paper that 
the main purpose of using several types of descriptor in the experiments was not a 
performance comparison, but to show that our new descriptor LINGO-DOSM is ca-
pable of representing and characterizing the molecule structure, and to show the pos-
sibility and feasibility of its use for similarity-based virtual screening. However, the 
retrieval performance for any descriptor depends on the type of similarity approach 
used. Hence, we believe that using different text similarity searching approaches with 
the LINGO-DOSM descriptor will yield different results which may be much better 
than the current results. 

5 Conclusions  

In this paper, we present a new shape-based 2D molecular descriptor, LINGO-DOSM 
that represents a rough description of 2D molecular structure from its outline shape in 
a textual form. Experiments with the MDDR database show clearly the superiority of 
the LINGO-DOSM compared to many standard descriptors tested in this study. Expe-
riments also show that the LINGO-DOSM allows for an effective screening search to 
be carried out. 
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Abstract. Study of cellular senescence from images in molecular level plays an 
important role in understanding the molecular basis of ageing. It is desirable to 
know the morphological variation between young and senescent cells. This 
study proposes an ensemble support vector machine (SVM) based classifier 
with a novel set of image features to predict mouse senescence from HE-stain 
liver images categorized into four classes. For the across-subject prediction that 
all images of the same mouse are divided into training and test images, the test 
accuracy is as high as 97.01% by selecting an optimal set of informative image 
features using an intelligent genetic algorithm. For the leave-one-subject-out 
prediction that the test mouse is not involved in the training images of 20 mice, 
we identified eight informative feature sets and established eight SVM classifi-
ers with a single feature set. The best accuracy of using an SVM classifier is 
71.73% and the ensemble classifier consisting of these eight SVM classifiers 
can advance performance with accuracy of 80.95%. The best two feature sets 
are the gray level correlation matrix for describing texture and Haralick texture 
set, which are good morphological features in studying cellular senescence.  

Keywords: Aging, cellular senescence, feature selection, genetic algorithm, 
HE-stain, image analysis, prediction, SVM.  

1 Introduction 

Research of cellular senescence has been studied for more than 40 years. There are 
many literatures which point the differences between young and senescent cells in 
molecular level. In morphological way, the changes on surface of senescent cells are 
observed. With quantification of variation, seldom studies were proposed to solve the 
problem of identifying senescence from images in molecular level. Predicting the 
hierarchy of senescence by HE-stain images plays an important role in studying cellu-
lar senescence. 
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An increasing proportion of the healthcare budget is devoted to the growing geria-
tric population, so it is essential to understand the molecular basis of ageing and iden-
tify possible avenues for therapeutic intervention [1]. Cellular senescence has been 
studied since the research [2] which showed that the senescent cells enlarged more 
than twofold relative to non-senescent counterpart. In addition to losing the ability to 
divide, cells in the senescent state exhibit dramatic alterations in morphology, mass, 
and dynamics of their subcellular organelles, and thereby display structural and func-
tional differences compared to proliferating cells. These differences include an en-
larged and flat cellular morphology, increased reactive oxygen species (ROS) produc-
tion [3], and the accumulation of resultant ROS-mediated damage products such as: 
(1) lipofuscins and granular particles [4], (2) altered mass and functionality of mito-
chondria and lysosomes [5], and (3) certain cytosolic and nuclear markers such as 
senescence associated-b-galactosidase activity (SA-b-Gal) and senescence-associated 
heterochromatin foci (SAHF) [6].  

For predicting mouse senescence and further analyzing the molecular basis of age-
ing, we used HE-stain liver images categorized into four classes (1 month, 6 months, 
16 months, and 24 months) obtained from a public dataset. To design an accurate 
classifier for senescence prediction, there are three essential tasks: 1) identification of 
an informative image feature set, 2) determination of selecting an efficient classifier, 
and 3) development of an effective strategy for coping with the leave-one-subject-out 
prediction considering the variation of mouse aging. 

Considering the aforementioned three tasks, we propose an optimized image fea-
ture selection method using an intelligent genetic algorithm for automatically identi-
fying an informative image feature set. At first, we established a number of feature 
sets which maybe relate to morphology of senescent cells. The feature selection and 
classifier design are done at the same time. By comparing the widely-used support 
vector machine (SVM) with the selected feature set, SVM is adopted in the conse-
quent study. Finally, this study proposes an SVM-based classifier with a novel set of 
grey-level image features to predict mouse senescence from HE-stain liver images. 

2 Related Work 

In these alterations showed in senescent cells, some could be displayed by hematox-
ylin and eosin staining, i.e. lipofuscin [7]. The accumulations of highly cross-linked 
protein are thought to relate to chronic oxidative stress and a failure to degrade dam-
aged and denatured proteins [8]. Besides the highly oxidized insoluble proteins, se-
nescence-induced nuclear defects resulted from accumulation of lamin A/C show the 
differences between young and old individuals [9]. In morphological perception, the 
large cell change frequently found in liver biopsy specimens from old subjects would 
represent senescent hepatocytes with HE stain [10].  

Pasquinelli et al verified the possible influence of age in healthy liver parenchyma 
on DwI-related parameters: apparent diffusion coefficient, perfusion fraction, diffu-
sion and pseudodiffusion coefficient [11]. Fonseca et al identified structural remode-
ling in human saphenous veins by applying histochemistry, fluorescence staining and 
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quantitative image analysis to specifically assess intimal area, intimal cellularity and 
intimal collagen content and organization [12]. In the study of Udono et al, they men-
tioned that high content screening (HCS)-based image analysis is becoming an impor-
tant and powerful research tool. An automated and quantitative cellular image-
analysis system was employed in their study to quantify the cellular senescence phe-
notypes induced in normal human diploid fibroblasts, TIG-1 cells, and found to be a 
powerful tool in the cellular senescence study [13]. 

On the other hand, there are some literatures that proposed a computational method 
for both quantitatively predicting and analyzing. Driscoll et al show a novel, auto-
mated and high throughput nuclear shape analysis that quantitatively measures curva-
ture, area, perimeter, eccentricity and additional metrics of nuclear morphology for 
large populations of cells [14]. Choi et al used automated segmentation and shape 
analyses, with pre-defined features and with computer generated components, to 
compare nuclei from various premature aging disorders caused by alterations in nuc-
lear proteins [15]. Shamir et al proposed to use the image texture entropy as an objec-
tive measurement that reflects the structural deterioration of the C. elegans muscle 
tissues during aging [16]. Johnston et al considered changes in overall morphology to 
quantitatively track tissue architecture during adulthood and aging in the C. elegans 
pharynx, the neuromuscular feeding organ [17]. All of the related works are listed in 
Table 1. 

Table 1. Related work of studying cellular senescence 

 

3 Design Procedure 

The original HE-stain images were preprocessed such as noise remove and grey level 
transformation. From Fig. 1, the core technique IBCGA and SVM with feature selec-
tion were used for determining the optimized feature set with best accuracy. The fea-
ture extraction tool is developed for extracting the features from the bio-medical or 
tissue images by using the inheritable bi-objective combinatorial genetic algorithm 
(IBCGA) [18][19] as the core technique. The feature extraction tool designed by au-
thors is a general purpose tool in the image informatics field and can automatically 
extract the image features categorized into three parts: shape features, texture features 
and wavelet features. The shape features include boundary moment, Zernike moment, 

References Aging 
related Main type of method Prediction Objects of study 

[11] Yes Biological No Human saphenous vein 
[12] Yes Biological No Human diploid fibroblast 
[13] Yes Biological and mathematical No Human liver parenchymas 

[14] Yes Biological No Human diploid fibroblast and 
mouse tail fibroblast 

[15] Yes Biological and computational No Human dermal fibroblast 

[16] Yes Computational No Nuclei of human cells and 
mouse model 

[17] Yes Computational No Pharynx of C. elegans 

Ours Yes Computational Yes Mouse liver biopsy specimen 
images of HE stain 
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Morphological, Regional property and Tchebichef moment. The texture features in-
clude Haralick, Gray level co-occurrence matrix (GLCM), Gabor filter, Tamura, Gra-
nularity, Intensity and Fourier; wavelet feature includes Haar and Daubichies. In addi-
tion, each feature set has its own parameter setting to be defined depending on usages 
and applications, such as degree, radius, histogram bin, max distance or distance gap. 
For different predicting aims, across subject and leave one subject out are designed to 
prediction and analysis HE-stain images.  

 

 

Fig. 1. Design procedures of the system. The proposed feature sets are used to design and  
evaluate the proposed method. 

3.1 Selecting an Informative Feature Set 

The core of IBCGA optimizes classification accuracy and minimizes number of fea-
tures [18]. The intelligent genetic algorithm uses a divide-and-conquer strategy and an 
orthogonal array crossover to efficiently solve large-scale parameter optimization 
problems. IBCGA can efficiently explore and exploit the search space of C(n, r) = 
n!/[(n-r)!r!]. IBCGA can efficiently search the space of C(n, r ± 1) by inheriting a 
good solution in the space of C(n, r) [18]. The proposed chromosome encoding 
scheme of IBCGA consists of both binary genes for feature selection and parametric 
genes for tuning SVM parameters. 

The fitness function is the guide for IBCGA to acquire solutions with best perfor-
mance. The fitness function of IBCGA is the 5-CV overall accuracy. IBCGA with the 
fitness function f(X) can simultaneously obtain a set of solutions, Xr, where r=rstart, 
rstart+1, …, rend in a single run. The algorithm of IBCGA with the given values rstart 
and rend is described as follows: 

Step 1) (Initiation) Randomly generate the initial population of Npop individuals. All 
the n binary genes have r 1’s and n-r 0’s where r = rstart. 

Step 2) (Evaluation) Evaluate the values of fitness for all individuals using f(X). 
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Step 3) (Selection) Use the traditional tournament selection which chooses the win-
ner from two randomly selected individuals to form a mating pool. 

Step 4) (Crossover) Select pc·Npop parents from the mating pool and perform ortho-
gonal array crossover on the selected pairs of parents where pc is the cros-
sover probability. 

Step 5) (Mutation) Apply the swap mutation operator to the randomly selected 
pm·Npop individuals in the new population where pm is the mutation probabili-
ty. To prevent the best fitness value from deteriorating, mutation is not  
applied to the best individual. 

Step 6) (Termination test) If the stopping condition for obtaining the solution Xr is 
satisfied, output the best individual as Xr. Otherwise, go to Step 2). In this 
study, the stopping condition is to perform 60 generations. 

Step 7) (Inheritance) If r < rend, randomly change one bit in the binary genes for each 
individual from 0 to 1; increase the number r by one, and go to Step 2). Oth-
erwise, stop the algorithm. 

3.2 Ensemble SVM Classifiers 

In this study, the number of mice is relatively small, compared with the complex of 
recognition problems in the HE-stain liver images. For coping with the unknown sub-
ject problem, the ensemble SVM classifier consisting of k SVM classifiers and a vot-
ing method is developed to advance the prediction accuracy. 

(1) SVM classifiers: The prediction accuracy is highly related to the selected feature 
set for every SVM classifier. The used types of features include: 1) GLCM, 2) 
Haralick, 3) Local Diff, 4) Cheby Statis, 5), Fourier 6) Multi scale, 7) Moments, 
and 8) Radon. Each SVM classifier uses one type of features. 

(2) Voting method: Different classification results of the query sequences will be 
obtained from the outputs of the k independent SVM classifiers, and then these 
results are integrated using the simple voting method.  

FSj = 


 =

=
= otherwise

jCi
k

i ,0

,1
,

1

ττ ,                          (1) 

where k (=8 in this study) is the number of SVM classifiers, j=1, 2, …, C (C=4 in this 
study) is the class label, Ci is the predicted class label by the ith SVM classifier. The 
final class is determined by argmax {FS1, FS2, FS3, FS4}. 

4 Dataset 

The mouse liver biopsy specimen images are provided by IICBU 2008 [19]. Fifty 
color images per liver were manually acquired using a Carl Zeiss Axiovert 200  
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microscope and 40x objective. Therefore, 1500 images from 30 livers were collected, 
and each image was converted into a gray-scale TIFF image. We use both male- and  
female-mouse of 1 month, 6 months, 16 months and 24 months in ad-libitum diet 
(Table 2), and all the images were HE-stain images. A single mouse has prepared all 
imaging and staining for leading to a small variability. Finally, there are 1027 images 
from 21 mice to be used for analysis. 

In this study, two prediction methods are investigated for understanding the infor-
mative image features and the relationship between cell morphology and cellular se-
nescence. For the across-subject prediction that all images of the same mouse are 
randomly divided into training (5/6) and test images (1/6). For the leave-one-subject-
out prediction that the test mouse is not involved in the training images of 20 mice. 
The prediction accuracy is the mean of 21 predictions where each mouse is served as 
a test mouse. 

Table 2. The number of individuals in each classes and number of images for each individauls 

 Class no. 
 1 2 3 4 

Individual 4 6 5 6 

Images 
50 50 50 50 15 50 61 

51 
50 51 50 

50 50 50 50 50 50 50 49 50 50 

5 Results 

5.1 Across-Subject Prediction 

Table 3 shows the results of 30 independent runs. The averaged training and test accu-
racies are 98.80% and 97.01%, respectively. With the same dataset, the results of 
using the existing Wnd-charm feature set are shown in Table 4. The results show that 
the averaged training and test accuracies are 93% and 88%, respectively. The result 
reveals that the proposed method is better than the Wnd-charm method due to the 
feature selection of IBCGA. In the Wnd-charm method, the 601 features were chosen 
from default 4008 characteristics by using the Fisher score. However, IBCGA choos-
es 89.5 features on average as a feature set. From the features selected in the 30 runs 
(Table 4), there are four features which appear more than 15 times. The top 4  
frequently-selected features are listed in Table 5.  
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Table 3. Results of 30 independent runs with the number of features selected by IBCGA 

Run number 
Training 
accuracy 

Test accura-
cy 

No. of 
elected 
features 

1 99.07% 97.56% 42 
2 98.84% 96.34% 94 
3 98.38% 96.95% 133 
4 99.19% 95.12% 75 
5 98.03% 96.95% 111 
6 98.73% 96.95% 57 
7 98.61% 96.95% 74 
8 98.61% 96.34% 38 
9 98.96% 96.95% 139 

10 98.84% 98.78% 100 
11 98.73% 97.56% 78 
12 98.73% 97.56% 88 
13 98.49% 98.78% 123 
14 98.84% 97.56% 104 
15 98.03% 96.34% 69 
16 98.73% 97.56% 148 
17 98.73% 97.56% 111 
18 99.07% 98.17% 39 
19 99.07% 98.17% 49 
20 98.38% 96.34% 98 
21 99.30% 98.17% 33 
22 98.73% 95.73% 149 
23 99.19% 95.12% 40 
24 99.07% 95.73% 52 
25 99.54% 97.56% 141 
26 98.84% 96.34% 133 
27 98.61% 95.12% 114 
28 99.19% 97.56% 47 
29 98.84% 95.73% 79 
30 98.73% 98.78% 126 

Average 98.80% 97.01% 89.5 

Table 4. The training and test results by using the Wnd-charm method 

 Training Independent test 
Accuracy 93% 88% 

Table 5. The top 4 feature sets with the highest selection frequency 

Feature name (feature ID) 
No. of appearances in 
the feature selection 

Gabor_Standard deviation 3 (982) 16 
Debeucies4_'W_h6' (1025) 16 

Granularity_Standard deviation pixel distance 1 (1071) 19 
Granularity_Standard deviation pixel distance 3 (1073) 17 
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Fig. 2. Box plots of the four top-ranked features 

Fig. 2 shows the box plot statistics of the top 4 features, and two of the top 4 fea-
tures (features 1071 and 1073) are the texture characteristics from the dataset. 

5.2 Feature Selection 

IBCGA can automatically choose feature sets with preferred sizes from all candidate 
features. Fig. 3 shows the feature selection results with accuracy. Finally, we choose 
10 features as one feature set with accuracy of 93.29%. 

 

 

Fig. 3. Feature selection from 1 to 10 features using IBCGA 

5.3 Ensemble Classifier 

For the leave-one-subject-out prediction that the test mouse is not involved in the 
training images of 20 mice, we identified eight informative feature sets and estab-
lished eight SVM classifiers with a single feature set, shown in Table 6. The best 
accuracy of using an SVM classifier is 61.90% and the ensemble classifier consisting 
of these eight SVM classifiers can advance performance with accuracy of 80.95%. 
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The best two feature sets are the gray level correlation matrix for describing texture 
and Haralick texture set, which are good morphological features in studying cellular 
senescence. 

Table 6. Leave-one-subject-out prediction results 

Feature GLCM Haralick Local Diff. Cheby Statis 
ACC 61.90% 57.14% 19.05% 47.62% 

 
Feature Cheby Fourier Multi scale First 4 moments Radon Ensemble 
ACC 19.05% 38.10% 28.57% 33.33% 80.95% 

 
The two best features are discussed as follows: 

1. Gray level correlation matrices (GLCM) 
GLCM set was used for describing texture of tissue [21]. It could express the relation 
between pixels. The probability value in GLCM will directly use as texture features. 
The level for histogram with 32 bins is usually the multiple times of 8. So here we set 
level to 8 and maximum distance to 5, which allows the total feature number to 1280. 

2. Haralick texture set  
Haralick texture set was published by Haralick, R.M. at 1973 [21]. Haralick defines 
fourteen statistical measurements calculated from GLCM. In this study, additional 
four statistical formulae are also used. Because it is based on GLCM, so the parameter 
settings are the same with those of GLCM. 

6 Conclusions 

We have proposed an ensemble support vector machine (SVM) based classifier with a 
novel set of image features to predict mouse senescence from HE-stain liver images 
categorized into four classes. The informative image features are obtained using the 
optimized feature selection algorithm IBCGA. The GLCM and GLCM-based Hara-
lick texture set are good morphological features in studying cellular senescence. The 
ensemble SVM classifier performs well, compared with existing methods. For the 
leave-one-subject-out prediction, the ensemble approach can efficiently advance accu-
racy, compared with the non-ensemble approach. This study investigates classifiers 
and various sets of features on grey-level images. The future work is to investigate 
color-based feature sets for further analyzing the senescent cells. 
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Abstract. In this paper, a new algorithm is proposed which is inspired by 
human intelligence named YOYO Blind Man Algorithms (YOYO-BMA). The 
main idea of YOYO-BMA is the combination of human intelligence with 
features of yoyo. In the proposed algorithm, it is supposed that there are some 
men in a dark room, which are named blind men. They look for the optimum. 
Each man has at least a yoyo to use as assistant. Men search problem space 
using their yoyos. This new algorithm is compared with 5 other different 
algorithms and the results show the better performance of YOYO-BMA 
compared with the other ones. 

Keywords: Optimization, Evolutionary Algorithm, YOYO Blind Man 
Algorithm, YOYO-BMA, Blindness Operator, Human intelligence, yoyo, 
Meta-heuristic algorithm. 

1 Introduction 

Evolutionary algorithms (EA) [1] are inspired by Darwin’s evolution theory. They 
have many applications to solve NP-hard1 problems in various fields of science. Some 
of the well-known proposed evolutionary algorithms are as follow; First, genetic 
algorithms that inspired by natural genetic variation and natural selection [2, 8], 
second, simulated annealing is a technique that simulates the annealing process [7]. 
Third, the other algorithm, particle swarm optimization (PSO) is proposed by Edward 
and Kennedy in 1995 which is inspired by social intelligence of animals, such as bird 
flocking or fish schooling [6]. Artificial bee colony algorithm is based on the 
intelligence of honey bee swarm [5]. The evolutionary algorithms are inspired by 
nature; while the YOYO-BMA is inspired by human intelligence .It is believed that 
the power of human intelligence is stronger than evolution. So, the algorithms 
inspired by human intelligence may have better performance compared to 
evolutionary algorithms. This paper is the first one that introduces an algorithm used 
human intelligences as its operators directly. This paper proposes a new class of 
algorithms for optimization which are inspired by human intelligence, unlike the 
                                                           
1 Non Polynomial hard.  
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evolutionary algorithms which are inspired by the nature. The YOYO-BMA is 
combinations of human intelligence and features of yoyo. In fact, some men try to 
solve a problem using their talent and some assistant objects. The new algorithm is 
called YOYO Blind Man Algorithm (YOYO-BMA).  

The rest of this paper is arranged in this order; section 2 is devoted to explain the 
YOYO-BMA. The YOYO-BMA is tested with some benchmark functions and 
analyzed in section 3, and finally the conclusion is presented in section 4. 

2 The Yoyo Blind Man Algorithm 

In this part, the YOYO-BMA is introduced. YOYO-BMA is a new optimization 
algorithm which is inspired by human intelligence used features of yoyo to solve 
problems. In the proposed algorithm, it is supposed that there are some men in a dark 
room. There is no light in the room and men can’t see their environment. So, we call 
them blind men, but they are not blind necessarily. Each man has some instruments in 
his hands which are used to search in the room. They have to find optimum using 
their instruments. Instruments are some utilities which guide men to find optima. 
Instrument can be any arbitrary object such as Stick, Billy, Cane, Ball, Rope, Yoyo 
and etc. In this paper, we plan to use yoyo as men’s instruments because of its flexible 
movement. In fact, yoyo is selected only as an example.  

Figure 1 illustrates the flowchart of Yoyo-BMA. The algorithm is explained in this 
part in order to the flowchart. The BMA starts with an initial random population. 
Each individual is a 1×D array, each element of which is corresponded to one 
dimension of problem. The individuals are defined in this order 

1 2( , ,..., )
D

Individual I I I=  
(1) 

D is the number of dimensions of the problem, and Ii indicates the ith dimension of the 
problem. Next, the population should be classified into two categories; men and 
yoyos. Therefore, in order to divide the population, the cost of each individual is 
calculated based on a cost function. 

1 2
_ ( ( , ,..., ))

i i D
Cost Cost function Individual I I I=  

(2) 

Costi reflects the cost of ith individual. When the costs of individuals are calculated, 
NMen of them with the least cost are selected as men and the rest of individuals are 
considered as yoyos. Among men, one with the least cost is selected as boss. In fact, 
boss is the most powerful individual. It is supposed that boss is probably near to the 
global optima. So, boss is the main leader of the algorithm. The ordinary men are 
useful to escape from local traps. 

After that, yoyos distribute among men. In the proposed algorithm, the arbitrary 
numbers of hands are considered for each man. Therefore, yoyos are distributed 
randomly among men based on the number of their hands. These yoyos are called 
hand-yoyos. After distributing hand-yoyos, some extra yoyos are remained. The 
additional yoyos are possessed by boss called hanging-yoyos. This kind of yoyos are 
located around the boss in order to explore his neighbors more than other spaces.  
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Select Men and Boss

End 
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NO 
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Divide Hand yoyo among men

Select new Boss
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Fig. 1. The flowchart of YOYO-BMA 
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Then yoyos start to move toward men. But, it is essential to explain some key 
points, before defining the yoyos movement. A yoyo has two different directions of 
movement. Sometimes it gets far away from its player and sometimes it gets closer. 
Therefore, a player first shoots yoyo, and then yoyo move back toward the player. In 
fact, yoyos move to explore different directions in the search space. Figure 2 
illustrates yoyo’s different directions of movement.  

 

Fig. 2. Different direction of yoyo’s movement 

Yoyos are shot when they are distributed among men. In fact, when yoyos get 
close enough to men, each one shoots all his hand-yoyos together. The hanging-yoyos 
are not considered to be shot. The shoot operator is defined to disperse the population 
when they converge to men’s position. The shoot operator acts in this order. 

() _

_ () [1, ]
i YOYO

if Rand Shoot threshold then

yoyo Random Position i N

<

= ∈
 (3) 

Rand() produces a random positive value less than 1, Shoot_threshold is an arbitrary 
positive number less than 1, Random_Position() is a function that sets yoyos 
coordinate randomly, and NYOYO  is the number of yoyos. In fact, shoot operator 
specifics a new random position for a yoyo. 

As it mentioned, yoyos start to move toward their owner after shooting. While men 
are playing with their yoyos, their positions are motionless and they move yoyos 
through different dimensions. The movement of yoyos toward men is simulated in 
this order:  

( ( ) ( ))

_ () _

_ ( ) ( ) _

i j

i i

dist yoyo k Man k

move step dist rand Step size

new yoyo k yoyo k move step

= −

= × ×

= −

 (4) 

yoyoi(k) is the kth dimension of ith yoyo, Mani(k) is the kth dimension of jth Man. It is 
considerable that yoyoi belonges to Manj. dist indivates the distance between man and 
yoyo, Step_size is a positive number less than one, move_step  indicates the maximum 
step size of yoyo movement. New_yoyoi is the new position of ith yoyo.  

Since the boss play an important leadering role in the algorithm, he should be 
chosen precisely. In order to make a good choice, men are compared to each other and 
the best one is chosen as new boss in each iteration. New boss get the control of 
hanging-yoyos. The boss hangs up the hanging-yoyo around him in this order: 

Shoot 

Get close 
Blind man 

 
yoyo 
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( )

_ ( , , ..., (), ..., )
1 2

i randi D

Hanging yoyo Boss I I I rand I
i D

α

=

= + ×
 

(5) 

randi(D) is a function which returns an integer number over [1,D], α is an arbitrary 
value that determines the distance between the boss and hanging_yoyo, rand() is a 
function which returns a random float value over [0,1], and hanging_yoyo is an 
additional yoyo which is hung to the boss. In fact, coordinate of each hanging_yoyo is 
the same as the boss, except in one dimension. Therefore, each hanging_yoyo moves 
toward the boss just from this dimension. Suppose that this dimension is kth 
dimension.  

( ( ) ( ))

_ ( () _ )

_ ( ) ( ) _

i

i i

dist yoyo k Boss k

move step dist rand Size step

new yoyo k yoyo k move step

= −

= × +

= +

 (6) 

yoyoi(k) is the kth dimension of ith yoyo, Boss(k) is the kth dimension of boss. It is 
considerable that yoyoi belonges to boss. dist is the distance between boss and yoyo, 
Step_size is a positive number less than one, move_step indicates the extent of yoyo 
movement. New_yoyoi is the new position of ith yoyo. The movement of hanging-yoyo 
and hand-yoyo are nearly the same. The difference is that hand-yoyos move on a 
curve, but hanging-yoyos move on a line. The other difference is that hand-yoyos 
move by longer steps compared to the hanging-yoyos. 

It is possible for the algorithm to face situations in those a yoyo reaches a position 
with less cost compared to its owner. In this case, the owner changes his position to 
the position of the yoyo. 

The process of moving is continued until the end of algorithm. In the middle of this 
process, the blindness and rupture operators are processing too. In the proposed 
algorithm, it is supposed that men are in a dark room, so they can’t see the 
environment. Therefore they should act like a blind man when they start to move. The 
blindness operator is usually used only by boss, and there is no necessity to be used 
by other men. It is because that the goal of this operator is more exploration around 
the best obtained result. In order to understand the blindness operator action, close 
your eyes and try to walk. A blind man usually moves one of his legs around himself 
and looks for a safe step. When he finds a safe step, he takes one step straight ahead. 
Otherwise, he looks for a safe step in the other directions. In an optimization problem 
a position with less cost compared to the current position is considered as a safe place. 
So, a man should look for a less cost position compared to its current position as a 
safe step. In order to simulate the blindness operator, NBlind of dimensions are selected 
randomly based on equation (7). 

( /10 )

_ ( , )

Blind Dim

Blind Dim

N Randi N

selected Dim RandDim N N

ω= ×

=
 (7) 
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NBlind is the number of dimensions which are selected to take a step. Randi(A) is a 
function which returns a random integer value on [1, A]. ω is a positive number less 
than 100 which specifies the percentage of the number of dimensions through which 
the boss has to walk that determines the maximum number of NBlind. RandDim(NBlind, 
NDim) is a function which selects NBlind integer random number over [1, D], and 
selected_Dim is a 1×NBlind array which holds this random numbers. Then, NBlind 
number of blindness steps are created based on equation (8). 

_ ( , _ , , )

[ ] ( [ ] ( 1,1) ) ^ (1, )

[1, ] _ ( , )

i

Blind Dim

Blind step Blindness Boss Selected Dim

Boss j Boss j Rand Randi

i N j Selected Dim i N

γ λ

γ λ

=

= + × − ×

∈ =

 (8) 

Blindness is an operator which calculates Blind_Steps. γ is step size, Rand(-1, 1) 
returns a value over [-1, 1], Randi(1, λ) returns a positive value less than λ, and 
Boss[j] indicates the jth dimension of the boss. There are NBlind  different Blind_Steps, 
each moves through one dimension. Safe_steps are steps that satisfy equation (9). In 
fact, Safe_steps are steps which have less cost compared to the boss. 

_ { _ ( ) cos _ ( _ ( )) cos _ ( )}Safe step Blind step i t function Blind step i t function Boss= <  (9) 

When Safe_steps are calculated, only the best of them will be performed. The best 
safe_step is the least cost step in comparison with the other steps.  

_ _ (cos _ ( _ ))Best Safe step Min t function Safe step=  (10) 

Finally the Best_safe_step will be applied by the boss. The blindness operator is the 
heart of the YOYO-BMA. In the proposed algorithm in order to search better and 
scape from local optima, there is a probability for each yoyo that may be ruptured. A 
yoyo move to a random position when it is ruptured. In other word a yoyo position is 
changed randomly if it is ruptured and the rupture operator act in the same way. This 
operator act the same as mutation in genetic algorithm. 

 The yoyo algorithm stops when its stop condition is satisfied. Stop condition can 
be anything, but in the proposed algorithm, it is considered as the number of 
generations. Figure 3 illustrates the pseudo code of YOYO-BMA. 

YOYO Blind Man Algorithm 
1. Create a random population 
2. Divide population to men and yoyos, and select Boss 
3. Distribute yoyo among men 
4. Shoot yoyos 
5. yoyos move toward their owner 
6. select new boss 
7. if boss move to a new position then set hanging-yoyos again around him 
8. If a yoyo reach a better position than its owner’s position, the owner move 

to yoyo’s position 
9. Move boss by blindness operator 
10. rupture 
11. if the stop condition is not satisfied go to 4 
12. end 

Fig. 3. pseudo code of YOYO-BMA 



 An Introduction to Yoyo Blind Man Algorithm (YOYO-BMA) 341 

3 Evaluation and Experimental Result 

In this paper, a new algorithm is introduced, named YOYO Blind Man Algorithm. 
The proposed algorithm was tested on 20 benchmark functions provided by CEC2010 
special session and competition on large-scale global optimization [11]. The 
benchmark suite includes separable, partially separable, and fully non-separable 
functions. Some of the used parameters are selected differently in a function from the 
other functions. The dimension of function was D=1000 and 25 runs of algorithm 
were needed for each function. 

The obtained results (error values f(x) – f(x*)) are presented in table 1. The 
algorithm tested with three Function Evaluations (FEs); 1.2E+5, 6.0E+5, and 3.0E+6. 
FEs acts nearly the same as generation. From the results, it can be seen that  
YOYO-BMA achieves desirable results on 6 functions, F1, F2, F3, F7, F12, and F17. 
The error of obtained results for these 6 functions is nearly zero. The proposed 
algorithm achieves acceptable results on 8 functions, F8, F10, F11, F13, F15, F16, 
F18, and F20.  

We compare the mean results obtained by YOYO-BMA with the ones obtained by 
EOEA [12], MA-SW-Chains [9], DMS-PSO-SHS [14], DECC-G [13], and iDElsgo 
[4]. Table 2 presents a comparison on YOYO-BMA with 5 other algorithms. As can 
be seen, YOYO-BMA can find the best Result on eleven functions F1, F2, F7, F8, F9, 
F12, F13, F14, F17, F19, and F20, and it finds the absolute result in F1 and F2. As 
can be seen in table 2, YOYO-BMA can averagely achieve the best result.  

Table 1. Results of YOYO-BMA 
  

Metric 

FEs= 
1.2E+05 

FEs= 
6.0E+05 

FEs= 
3.0E+06 Metric 

FEs= 
1.2E+05 

FEs= 
6.0E+05 

FEs= 
3.0E+06 

Fun1 Mean 4.82E+05 1.81E-17  0 Fun11 Mean 1.94E+02 1.94E+02 1.94E+02 
SD 2.69E+05 7.32E-17  0 SD 7.05E-01 7.05E-01 7.05E-01 

Fun2 Mean 2.66E-11 0 0 Fun12 Mean 1.61E+03 2.77E-01 1.21E-09 
SD 3.54E-11 0 0 SD 3.77E+02 5.66E-02 1.15E-10 

Fun3 Mean 4.38E-09 1.87E-12 1.62E-12 Fun13 Mean 2.32E+03 4.10E+02 3.36E+02 
SD 3.97E-09 2.56E-13 2.76E-13 SD 5.92E+03 5.97E+02 5.99E+02 

Fun4 Mean 2.56E+12  4.68E+11 9.55E+10 Fun14 Mean 1.18E+08 3.73E+07 9.80E+06 
SD 4.40E+11 3.39E+11 9.52E+10 SD 1.59E+07 4.14E+06 2.17E+06 

Fun5 Mean 4.23E+08 4.23E+08 4.23E+08 Fun15 Mean 8.08E+03 8.08E+03 8.08E+03 
SD 6.08E+07 6.08E+07 6.08E+07 SD 2.84E+02 2.84E+02 2.84E+02 

Fun6 Mean 1.83E+07 1.79E+07 1.73E+07 Fun16 Mean 3.88E+02 3.88E+02 3.88E+02 
SD 7.23E+05 7.45E+05 9.49E+05 SD 9.91E-01 9.91E-01 9.91E-01 

Fun7 Mean 1.06E+08 1.25E+03 3.22E-04 Fun17 Mean 1.19E+04 1.22E+01 8.23E-06 
SD 1.52E+08 6.73E+02 4.65E-05 SD 3.49E+03 6.97E+00 9.87E-06 

Fun8 Mean 2.15E+07 3.02E+05 3.37E+02 Fun18 Mean 7.52E+04 5.01E+04 1.66E+03 
SD 3.23E+07 5.55E+05 3.93E+02 SD 1.00E+05 6.94E+04 1.71E+03 

Fun9 Mean 4.99E+07 1.47E+07 4.33E+06 Fun19 Mean 1.58E+06 3.57E+05 2.13E+04 
SD 1.07E+07 4.43E+06 1.57E+06 SD 3.75E+05 4.76E+04 5.16E+03 

Fun1
0 

Mean 4.29E+03 4.29E+03 4.29E+03 Fun20 Mean 1.39E+03 1.11E+02 6.76E+00 
SD 2.92E+02 2.92E+02 2.92E+02 SD 1.72E+02 1.37E+02 1.17E+01 
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Table 2. Algorithm Comparison 

Error (average) at FEs=3.0E+06 Rank 
 Alg.1 Alg. 2 Alg. 3 Alg. 4 Alg. 5 Alg. 6 

Fun
1 

Fun
2 

Fun
3 

Fun
4 

Fun
5 

Fun
6 

 EOEA MA-SW 
CHAINS 

iDElsgo Dms-
PSO-SHS 

DECC-G YOYO-
BMA 

F1 2.20E-23 2.10E-14 8.86E-20 5.51E-15 2.86E-07 0 2 5 3 4 6 1 

F2 3.62E-01 8.10E+02 1.25E-01 8.51E+01 1.31E+03 0 3 5 2 4 6 1 
F3 1.67E-13 7.28E-13 3.81E-12 5.52E-11 1.39E+00 1.62E-12 1 2 4 5 6 3 

F4 3.09E+12 3.53E+11 8.06E+10 2.45E+11 1.51E+13 9.55E+10 5 4 1 3 6 2 

F5 2.24E+07 1.68E+08 9.72E+07 8.35E+07 2.38E+08 4.23E+08 1 4 3 2 5 6 

F6 3.85E+06 8.14E+04 1.70E-08 8.27E-02 4.80E+06 1.73E+07 4 3 1 2 5 6 
F7 1.24E+02 1.03E+02 1.31E-02 1.95E+03 1.07E+08 3.22E-04 4 3 2 5 6 1 

F8 1.01E+07 1.41E+07 3.15E+06 1.29E+07 6.70E+07 3.37E+02 3 5 2 4 6 1 

F9 4.63E+07 1.41E+07 3.11E+07 8.72E+06 3.18E+08 4.33E+06 5 3 4 2 6 1 

F10 1.08E+03 2.07E+03 2.64E+03 5.53E+03 1.07E+04 4.29E+03 1 2 3 5 6 4 
F11 3.86E+01 3.80E+01 2.20E+01 3.24E+01 2.33E+01 1.94E+02 5 4 1 3 2 6 

F12 1.37E+04 3.62E-06 1.21E+04 6.12E+02 8.87E+04 1.21E-09 5 2 4 3 6 1 

F13 1.24E+03 1.25E+03 7.11E+02 1.12E+03 3.00E+03 3.36E+02 4 5 2 3 6 1 

F14 1.65E+08 3.11E+07 1.69E+08 1.75E+07 8.07E+08 9.80E+06 4 3 5 2 6 1 
F15 2.14E+03 2.74E+03 5.84E+03 4.07E+03 1.18E+04 8.08E+03 1 2 4 3 6 5 

F16 8.26E+01 9.98E+01 1.44E+02 9.67E+01 7.51E+01 3.88E+02 2 4 5 3 1 6 

F17 7.93E+04 1.24E+00 1.02E+05 3.83E+03 2.89E+05 8.23E-06 4 2 5 3 6 1 

F18 2.94E+03 1.30E+03 1.85E+03 2.25E+03 2.30E+04 1.66E+03 5 1 3 4 6 2 
F19 1.84E+06 2.85E+05 2.74E+05 1.16E+06 1.11E+06 2.13E+04 6 3 2 5 4 1 

F20 1.97E+03 1.07E+03 1.53E+03 3.51E+02 3.98E+03 6.76E+00 5 3 4 2 6 1 

Average        3.5     3.25      3       3.35      5.35  2.55 
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 a) F1: at EFs=1.2E+05  b) F3: at EFs=1.2E+05 

E
rr

or
 

E
rr

or
 

 

 c) F6: at EFs=1.2E+05  d) F15: at EFs=1.2E+05 

Fig. 4. The Convergence graph at FES=1.2E+05 
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The convergence curves of YOYO-BMA for the following four selected problems: 
F1, F3, F6, and F15, are presented in figure 4. The convergence graphs for the other 
benchmarks were nearly the same as these four graphs. As can be seen in figure 4, the 
convergence speed of YOYO-BMA algorithm is very fast and it can achieve its result 
in a desirable time. In this paper the convergence graphs is presented at FEs= 1.2E+05 
because the speed of convergence is high and the graphs at EFs=3.0E+06 are not 
obvious. 

From the obtained results, it can be seen that YOYO-BMA achieves the desirable 
results for the scalable group, but the results of the fully-nonseparable group are not 
that good. But, by comparing the results of fully-nonseparable group obtained by 
YOYO-BMA with the other algorithm, it can be seen that YOYO-BMA achieves 
better results.  

4 Conclusion and Future Works 

The presented paper introduced a new algorithm inspired directly by human 
intelligence which is called YOYO-BMA. The proposed algorithm supposes that 
there are some men in a dark room, and they look for optima. The men are not blind 
necessarily, but they cannot see their environment, because of which they are called 
blind men. In other word, YOYO-BMA is an algorithm which simulates treatment of 
human in lightless situations. There are some assistant yoyos possessed by men used 
to find optima. In fact, the proposed algorithm gets the benefit of the entire 
intelligence of human. Using their mind power and their yoyos, men try to find 
optima. The results show that the proposed algorithm solved all benchmark suites 
with high consistency. The results of YOYO-BMA were compared with 5 different 
algorithms. From the comparison, it can be seen that YOYO-BMA can averagely 
achieve better results compared to the other algorithms in all functions. Therefore, it 
can be seen that maping the human intelligence in search algorithm may lead to better 
results compared to the other intelligence methods such as evolutionary algorithm 
inspired from nature.   

In the experiments, we consider yoyos as men assistant instruments, but there are 
many different instruments in the real world. By defining new assistants for men or 
even using a combination of difference assistants, some new algorithms can be 
proposed. More investigations will be conducted to define new instruments for the 
men in the future works. 
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Abstract. The use of parallel and distributed systems has become very
common in the last decade. Dividing data is one of the challenges in
these types of systems. Divisible load theory (DLT) is one of the pro-
posed methods for scheduling data distribution in parallel or distributed
systems. Many researches have been done in this field, but scheduling a
multi-installment heterogeneous system with two-level hierarchical topol-
ogy in which communication mode is blocking has not been addressed.
In this paper, we find the proper size of task for each sub tree. Finally,
in the experiments section, we show that the proposed methods work
correctly and give us the best scheduling.

1 Introduction

Methodologies, such as Markovian queuing theory, circuit theory and divisible
load theory (DLT), have been presented for data distribution in parallel and
distributed systems. DLT is based on a specific type of data known as divisible
load data [1]. Arbitrarily divisible data are a large amount of data that can be
arbitrarily divided into desirable independent parts as each part can be pro-
cessed separately from the others. Many scientific and engineering applications
have this characteristic. Some of these applications include massive experimental
data processing, image processing, video processing, mathematical applications,
network scheduling, and biological applications [2].

Different models were investigated in DLT researches, each of which made
some assumptions. An installment system with blocking and non-blocking mode
communication [3], a system with different processor available time (SDPAT)
[4], non-dedicated systems [5], and others are some examples of the investigated
models. One of the new subjects in DLT research is job scheduling in a system
with two-level hierarchical topology.

In this paper, we present a scheduling method to schedule jobs in a heteroge-
neous multi-installment system with two-level hierarchical topology. A formula
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and Informatics, Institute of Mathematical Research (INSPEM), Universiti Putra
Malaysia.
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for calculating the proper size of the task assigned to each sub tree is proposed.
Knowing the size of task for each sub tree, we can independently schedule each
sub tree by using the presented closed-form formulas. Finally, we will show that
the proposed formulas are true, and the system’s performance is the best.

The remainder of this paper is organized as detailed below. Section 2 presents
related works. Our model and notations are introduced in the third section. In
section 4, the proposed method, a formula for calculating the proper size of task
for each sub tree is presented. The results of experiments and their analysis
appear in section 5. The last section provides the conclusion.

2 Related Works

During the last decade, many studies regarding DLT have been performed. Each
of these researches focused on some properties of DLT and defined some assump-
tions about the environment. Closed-form formulas are more preferred because
we can use them in more complex systems (such as multi-source, hierarchical
and non-dedicated systems) to achieve new formulas.

Multi-source systems are similar to tree system. Because each of branches is
an independent source. In 2009, two new researches were carried out regarding
job scheduling in multi-source systems [6,7]. Moges and his colleagues presented
a strategy for job scheduling in a system with two sources in which the network
topology is one-level tree. They proposed a closed-form formula for job scheduling
in a system with concurrent data transfer. In their model, all the workers are
connected to all the sources, and during data transferring, workers get each
part of their data from one of the sources. Their method can only be applied
on a system with two sources. It is not usable for more sources because they
do data transferring concurrently where the communication method is in non-
blocking mode. Their system is one installment, and because the transferring is
done concurrently, the order of communication is not important. Also, they do
not have any strategy for limiting the number of used processors because their
workers do not have overhead; hence, they can use all the processors without
any restriction.

Jia et al., proposed a method for job scheduling in a multi-source system
with arbitrary network topologies [6]. They addressed a generalized divisible
load scheduling problem for handling loads from multiple sources on arbitrary
networks. They proposed two strategies, static scheduling strategy (SSS), for
scheduling the systems in which as the time progresses, no new loads arrive,
and dynamic scheduling strategy (DSS), in which some new load perhaps ar-
rives during the task processing. Their research was based on graph partitioning
(GP), and all the tasks are a graph for their system. They used non-blocking
mode communication, but the communication was done by one port for both
sending and receiving. Their system was one installment and network topology
was arbitrary.
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Table 1. Notations

Notation Description

W Total size of data

Wi Total size of data for the P s
i

Vi Size of each installment for the P s
i

ni Number of installments for the P s
i

mi Number of processors for the P s
i

l Number of node in level 1

αj
i The size of allocated fraction to processor Pi in each internal

installment in the branch j

βj
i The size of allocated fraction to processor Pi in the last installment

in the branch j

wj
i Ratio of the time taken by processor Pi in the group j, to compute

a given load, to the time taken by a standard processor, to compute
the same load

zji Ratio of the time taken by Pi in the group j, to communicate a
given load, to the time taken by a standard link, to communicate

the same load

sji Computation overhead for processor Pi in the group j

oji Communication overhead for processor Pi in the group j

T (Wi) The response time for a task with size Wi

3 Preliminaries

3.1 Notations

In this paper, several notations are used. The notations and their definitions are
described in Table 1.

3.2 Model

In this research, we assume that we have some groups of clients. The node of
branch number i is called P s

i .
We investigate scheduling a two-level tree network topology. For the two-level

tree network topology, we use a model as shown in Fig. 1.

3.3 A Review on the Presented Formula for Multi-installment
Systems

In our previous paper [8], some closed-form formulas for different steps of job
scheduling in a heterogeneous multi-installment system, which includes over-
heads, were presented. In this section, we review them as we need them in the
next few sections.
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Fig. 1. Two-Level Hierarchical Network Topology

For scheduling internal installments Eq.(1) can be used:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δi =
z1+w1

zi+wi

Φi =
o1+s1−oi−si

zi+wi

α1 =
1− 1

V

∑m
i=2 Φi

1+
∑

m
i=2 Δi

αi = α1Δi +
1
V Φi

(1)

The last installment can be scheduled using Eq.(2).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

δi+1 = si−(si+1+oi+1)
wi+1+zi+1

εi+1 = wi

wi+1+zi+1

Ei =
∏i

j=2 εj

Γi =
∑i

j=2(δj
∏i

k=j+1 εk)

βi = Eiβ1 +
1
V Γi, i = 2, . . . ,m

β1 =
1− 1

V

∑m
i=2 Γi

1+
∑

m
i=2 Ei

(2)
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In the above formulas, m is the proper number of processors. We use Eq.(3) for
calculating its value.

W ≥
(
(1 +

∑m
i=2 Δi)(

∑m
j=2(Φjzj + oj)− s1)

w1 −
∑m

j=2(Δjzj)
+

m∑
i=2

Φi

)2

.

(z1 + w1)(
∑m−1

i=2 Ei −
∑m

i=2 Δi)

(1 +
∑m−1

i=2 Ei)[(z1 + w1)
∑m

i=2 Φi − (1 +
∑m

i=2 Δi)(o1 + s1)]

(3)

The proper number of installment is another important parameter for job schedul-
ing in a multi-installment system. The formula used for calculating this param-
eter is given by Eq.(4).

W (z1 + w1)(
∑m−1

i=2 Ei −
∑m

i=2 Δi)

(1 +
∑m−1

i=2 Ei)[(z1 + w1)
∑m

i=2 Φi − (1 +
∑m

i=2 Δi)(o1 + s1)]
= (n+ 1)2 (4)

4 The Proposed Method

One question should be answered in this research; 2. How much is the data
assigned to each root for processing?. Before answering these questions, we must
have a closed-form formula to calculate the response time of a scheduled general
system.

4.1 Response Time Function for a General System

DLT is based on the concept that for the best response time, all the processors
should finish their tasks at the same time instant. Hence, we need to know the
response time in a general multi-installment system. The response time for a
multi-installment system includes required time for internal installments and
last installment.

T (W1) =n1

⎛⎝m1∑
j=2

(α1
jV1z

1
j + o1j ) + α1

1V1z
1
1 + o11

⎞⎠
+

(
V1 −

∑m1

i=2 Γ
1
i

1 +
∑m1

i=2 E
1
i

)
(z11 + w1

1) + (o11 + s11)

(5)

As one of the unknown variables in this research is the size of assigned data
to each group, we change this formula to one based on W1. We define a new
variable as

τ1 =

√
1

(1 +
∑m1

i=2 Ei)
.√

(1 +
∑m1

i=2 Δi)(z1 + w1)− (1 +
∑m1

i=2 Ei)
∑m1

j=1(Δjzj)

(1 +
∑m1

i=2 Δ
1
i )(
∑m1

j=2(Φ
1
jz

1
j ) +

∑m1

j=1 o
1
j)−

∑m1

i=2 Φ
1
i

∑m1

j=1(Δ
1
jz

1
j )

(6)
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From Eq.(6) and Eq.(4), we find that n1 + 1 =
√
W1τ1. After rewriting Eq.(5),

we have

W1

∑m1

j=1(Δ
1
jz

1
j )

(1 +
∑m1

i=2 Δ
1
i )

+
√
W12τ1(

(1 +
∑m1

i=2 Δ
1
i )(
∑m1

j=2(Φ
1
jz

1
j ) +

∑m1

j=1 o
1
j )−

∑m1

i=2 Φ
1
i

∑m1

j=1(Δ
1
jz

1
j )

1 +
∑m1

i=2 Δ
1
i

)

−
(1 +

∑m1

i=2 Δ
1
i )(
∑m1

j=2(Φ
1
jz

1
j ) +

∑m1

j=1 o
1
j)−

∑m1

i=2 Φ
1
i

∑m1

j=1(Δ
1
jz

1
j )

1 +
∑m1

i=2 Δ
1
i

− (z11 + w1
1)
∑m1

i=2 Γ
1
i

1 +
∑m

i=2 E
1
i

+ (o11 + s11) = T (W1)

(7)

Three new symbols are defined to make Eq.(7) simpler.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F1 =−
(1 +

∑m1

i=2 Δ
1
i )(
∑m1

j=2(Φ
1
jz

1
j ) +

∑m1

j=1 o
1
j)

1 +
∑m1

i=2 Δ
1
i

+

∑m1

i=2 Φ
1
i

∑m1

j=1(Δ
1
jz

1
j )

1 +
∑m1

i=2 Δ
1
i

− (z11 + w1
1)
∑m1

i=2 Γ
1
i

1 +
∑m

i=2 E
1
i

+ (o11 + s11)

G1 = 2τ1

(
(1+

∑m1
i=2 Δ1

i )(
∑m1

j=2(Φ
1
jz

1
j )+

∑m1
j=1 o1j)−

∑m1
i=2 Φ1

i

∑m1
j=1(Δ

1
jz

1
j )

1+
∑m1

i=2 Δ1
i

)
H1 =

∑m1
j=1(Δ

1
jz

1
j )

1+
∑m1

i=2 Δ1
i

(8)

We can rewrite Eq.(7), the response time function for a multi-installment system,
as

H1W1 +
√
W1G1 + F1 = T (W1) (9)

4.2 Closed-Form Formula for Two-Level Hierarchical Systems

Two-level hierarchical network topology is the simplest topology in trees family.
In this topology, we have a source in level zero and some nodes in level one. We
assume that each of the nodes in level one is the source of an independent group
in level two. Hence, if we know the size of task for each node in level one, we
can easily schedule the system by using Eq.(1) and Eq.(2).

We attempt to find the size of the data assigned to each branch so that all
the branches finish their tasks simultaneously. The response time for each branch
can be found by using Eq.(9). The running time for each branch is different from
the running time of each source in a general multi-source system. The time of
participation of each branch in the task is equal to its response time plus the
time of communication between the root of the branch and the main root, as
shown in Eq.(10).⎧⎪⎪⎨⎪⎪⎩

H1W1 +G1

√
W1 + F1 = H2W2 +G2

√
W2 + F2 +W2z

2
2 + o22

H2W2 +G2

√
W2 + F2 = H3W3 +G3

√
W3 + F3 +W3z

3
3 + o33

. . .

Hl−1Wl−1 +Gl−1

√
Wl−1 + Fl−1 = HlWl +Gl

√
Wl + Fl +Wlz

l
l + oll

(10)
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By using these equations, we can calculate Wi based on W1.

Wi = ZiW1, i = 2, 3, . . . , l − 1 (11)

We know that

W1 +W2 +W3 + · · ·+Wl =

l∑
i=1

Wi = W (12)

Hence, W2 = W − (1 +
∑l

i=3 Zi)W1.

To make the formulas simple, we define Ψtree = (1 +
∑l

i=3 Zi).

H1W1 +G1

√
W1 + F1 =H2(W − ΨtreeW1) +G2

√
W − ΨtreeW1 + F2

+ z22(W − ΨtreeW1) +
√
W − ΨtreeW1 + o22

(13)

We solve this equation to find the value of W1.

[H1 + (Hl + z22)Ψtree]W1 +G1

√
W1 + [F1 − (Hl + z22)W − Fl − o22]

−Gl

√
W − ΨtreeW1 = 0

(14)

We define two new symbols and rewrite Eq.(14).{
Htree = H1 + (Hl + z22)Ψtree

Ftree = F1 − (Hl + z22)W − Fl − o22
(15)

HtreeW1 +G1

√
W1 + Ftree −Gl

√
W − ΨtreeW1 = 0 (16)

− (HtreeW1)
2 + (WG2

l − F 2
tree) + (G2

1 − 2FtreeHtree

− ΨG2
l )W1 = 2GlG1

√
WW1 − ΨtreeW 2

1

(17)

Three new symbols are necessary to make the Eq.(17) simpler.⎧⎨⎩
Ptree = WG2

l − F 2
tree

Ttree = G2
l − 2FtreeHtree − ΨtreeG

2
l

Xtree = GlG1

(18)

Eq.(17) can be written as

[Ptree − (HtreeW1)
2 + TtreeW1]

2

= (2Xtree

√
WW1 − ΨtreeW 2

1 )
2

(19)

After defining five new symbols, we have a simple quartic equation, Eq.(21).⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Atree = H4

tree

Btree = −2H2
treeT

Ctree = T 2
tree − 2PtreeH

2
tree + 4X2

treeΨtree

Dtree = 2PtreeTtree − 4X2
treeW

Etree = P 2
tree

(20)
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AtreeW
4
1 + BtreeW

3
1 + CtreeW

2
1 +DtreeW1 + Etree = 0 (21)

Eq.(21) is a quartic equation that can be solved using Ferrari’s method. The root
of this equation, which is larger than zero and satisfies Eq.(12) is acceptable.

5 Experiment Result and Discussion

For the experiments, we used a simulator implemented by C++, which ran with
Linux-based operating system, Suse 11.1. A set of 50 processors with attributes
produced randomly, was used as input for simulator. A set of jobs was used as
the second input. Value of w was ten times as large as z value for all processors.
This means that communication speed was much faster than computation speed.

5.1 Evaluating Quartic Method for Tree Topology

We attempted to show that the Quartic Method works correctly in tree topology,
and has a response time that is the shortest. As mentioned earlier, four questions
should be answered while scheduling multi-installment systems. In this section,
therefore, we checked whether the Quartic Method offers the best value for each
of the parameters, the proper number of processors, the proper number of in-
stallments, and the proper size of task for the internal and last installment. We
did three sets of experiments to show the method gives us the best value for
each parameter.

As can be seen in Fig. 2, the calculated value obtained for the size of task for
each of the branches by using the Quartic Method (zero point in the graphs) is
much better than the other points. In this experiment, we manually changed the
size of the assigned task to each branch, and the response times for the changed
sizes of tasks were calculated and shown in the graphs. We reduced 5%, 10%
and 15% of the task assigned to the first branch, and added them to the second
branch. We also added these percentages of the size of the tasks assigned to the
first branch, and reduced the percentages in the second branch.

By using an experiment similar to the above experiment, we can evaluate the
Quartic Method’s efficiency in calculating the proper number of installments.
Fig. 3 shows that due to the same reason as was mentioned for the calculated
size of task for each processor, it is clear that the Quartic Method presents the
best proper number of installments for a heterogeneous multi-installment system
with a two-level hierarchical network topology.

The Quartic Method can be evaluated for its ability to find the proper number
of processors with a similar experiment. The results of this experiment can be
seen in Fig. 4. As shown in the graphs, we manually added one, two, three and
four processors to the calculated proper number of processors, and also reduced
the same number of processors. The zero points show the response times for the
proper number of processors calculated using the Quartic Method.
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Fig. 2. Response Time vs Differences with the Calculated Size of the Assigned Task
using the Quartic Method for Different Sizes of Jobs

Fig. 3. Response Time vs Differences with the Calculated Proper Number of Install-
ments using the Quartic Method for Different Sizes of Jobs
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Fig. 4. Response Time vs Differences with the Calculated Proper Number of Processors
using the Quartic Method for Different Sizes of Jobs

6 Conclusion

Job scheduling in a multi-installment system with two-level hierarchical topology
had not been addressed before this study. In this study, we explored job schedul-
ing in a heterogeneous multi-installment system, which include overheads. A
quartic equation for finding the proper size of the task for each node in level
1 was solved by one of the known methods. After this, we used the proposed
closed-form formula for job scheduling in multi-installment systems for each sub
tree, independent of others. Our experiments showed the calculated size for each
sub tree is the optimum size.
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Abstract. In this article; Intelligent Water Drops (IWD) algorithm is
adapted for feature selection with Rough Set (RS). Specifically, IWD is
used to search for a subset of features based on RS dependency as an
evaluation function. The resulting system, called IWDRSFS (Intelligent
Water Drops for Rough Set Feature Selection), is evaluated with six
benchmark data sets. The performance of IWDRSFS are analysed and
compared with those from other methods in the literature. The outcomes
indicate that IWDRSFS is able to provide competitive and comparable
results. In summary, this study shows that IWD is a useful method for
undertaking feature selection problems with RS.

Keywords: Feature Selection (FS), Rough Set (RS), Intelligent Water
Drops (IWD).

1 Introduction

Feature Selection (FS) refers to the process of selecting the minimum subset of
features that preserves the meaning of the original features [3]. An irrelevant
feature is a feature that is weakly correlated to the decisional feature, which
can be removed with little or no effect to the given outcomes. A redundant
feature is a feature that is highly correlated with other features, and it does not
carry significant knowledge when it is added to the entire set of features. If the
irrelevant and redundant features can be removed, the dimension of the data
set can be reduced without significantly affecting the knowledge represented by
the entire features [19]. Moreover, learning and classification accuracy can be
improved by simple, easy, and understandable presentation of the underlying
rules, which are formulated from fewer numbers of features [10].

The main elements of an FS algorithm include subset generation, subset eval-
uation, and the stopping criterion [9]. Subset generation is the search technique,
which is used to explore the search space. Subset evaluation then uses an eval-
uation approach to assess the goodness of the subset of features. The stopping
criterion is used to terminate the search process. FS problem is a combinatorial
NP-hard problem [19]. This is because the numbers of alternatives are propor-
tional to the number of features in the data set. As an example, if we have a
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c© Springer-Verlag Berlin Heidelberg 2013



Intelligent Water Drops Algorithm for Rough Set Feature Selection 357

data set with N features, FS can be seen as a search process over a search space
with 2N possible subsets of features. Although exhaustive search techniques can
be used to find the optimal subset of features, it is impractical in the presence
of large number of features. To manage the complexity of the search process,
many search strategies such as heuristic and metaheuristic methods have been
proposed [1,5,8,17,18]. A detailed taxonomy and the associated algorithms of FS
can be found in [9].

Rough Set Theory (RST) is a mathematical theory introduced by Pawlak in
1982 [12], which was used as a tool for analyzing incomplete or uncertain data.
RST is popular for feature selection. It is characterized by its ability to evaluate
features indiscernibility without needing any external information. Indeed, RST
is used to analyze only the hidden information within a data set to find the
minimal knowledge representation. RST has been successfully used with many
search algorithms for feature selection in order to measure the goodness of the
selected subsets [1,5,8,17,18].

The Intelligent Water Drops (IWD) algorithm is a meta-heuristic method in-
troduced by Shah-Husseini [16]. It is a nature-inspired optimization algorithm.
IWD imitates some of the natural phenomena of a swarm of water drops with
the soil onto the river bed. Within the last 5 years, IWD has been very success-
ful in many discrete optimization problems [4,6,11,13,16] and machine learning
tasks [15]. IWD has recently been adapted for continuous optimization prob-
lems [14]. This success is partly owing to the fundamental advantages of IWD
over other traditional optimization techniques [13,15,16]. IWD has a simple and
easily understandable mathematical model. It can be adapted easily for many
optimization problems, and is applicable to both discrete and continuous prob-
lems. It converges fast to the optimal solution. It considers the construction of
solution in the population based on information given by experience (gained
from the previous iteration of the search) rather than considering refinement of
the existing population.

In this paper, the IWD is adapted with the rough set for feature selection.
The resulting model is called Intelligent Water Drops algorithm for Rough Set
Feature Selection (IWDRSFS). IWDRSFS is evaluated with 6 benchmark data
sets obtained from [7]. Many of these data sets come from the UCI machine
learning repository [2]. The numbers of the input features vary between 13 and
56. The results from IWDRSFS are compared with those from local search-based
methods, such as hill climbing, as well as population search-based methods such
as ant colony and the genetic algorithm.

The rest of the paper is organized as follows. Section 2 provides a brief in-
troduction to RST and RS dependency for feature selection. Section 3 describes
the detailed modeling and implementation of IWD for feature selection. The
experiments and the associated results are presented in section 4. Conclusions
and suggestions for future work are highlighted in section 5.
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2 Rough Set Theory and Feature Dependency for Feature
Selection

RST is an approximation approach developed to deal with incomplete knowl-
edge Pawlak [12]. The fundamental concept of RST is the approximation of the
uncertain set (knowledge) with a pair of precise sets, called the lower and upper
approximations. The lower approximation is a set that describes objects that are
definitely belonging to the subset of interest, while the upper approximation is
a set that describes objects that are possibly belonging to the subset of interest.
The pair of lower and upper approximations as a tuple is defined as a Rough Set
(RS)[12].

Let IS= (U,A
⋃
D) be an information system, U is a non-empty finite set of

objects (universe), A is a non empty finite set of conditional features, and D is
the decisional feature. For any S ⊆ A there exists an equivalence relation called
the S -indiscernibility relation that can be used to group objects into classes
which are called equivalence classes denoted as [x]s. Each class contains the set
of objects that have the same vector of features values in S. Let X ⊆ U. X be a
target equivalence class (concept) induced by the decisional feature D. X cannot
be expressed directly by [x]S because X may include an object that is not in [x]S
and vice versa. RST is able to approximate this uncertainty by comparing the
equivalent classes induced by the conditional features with the target equivalence
class. RST defined the lower and upper approximations to find the positive
region, which is a set that includes objects that can certainly be classified by a
feature or subset of features.The positive region can be employed to find feature
dependency, and is denoted as γS(Q). γS(Q) is used to measure the strength of
the relation (correlation) between two set of features S, and Q. If γS(Q) = 1,
then Q is totally dependent on S, and denoted as (S⇒ Q). If γS(Q) < 1 then Q
is partially dependent on S with a degree γS(Q), and is denoted as (S ===⇒

γS(Q)
Q).

Finally, if γS(Q) = 0, then Q and S are independent. The detailed information
on RS can found in [9].

The main idea of FS with RS is to remove features that do not have sig-
nificant effects on feature dependency. So, the FS algorithm aims to search for
the minimum subset of features, S, that has feature dependency equals to the
dependency of the full features C, i.e. γS(Q) ≈ γC(Q), where S ⊆ C.

FS problems require finding one subset of features that has feature dependency
equals to the dependency of the full set of features. The ideal FS algorithms
aim to find all subsets of features that satisfy the abovementioned condition.
However, finding all subsets of features is computationally expensive. Therefore,
an efficient search algorithm is required to find the optimal subset of features by
considering the maximum dependency and minimum subset size.

3 Intelligent Water Drops for Feature Selection

In nature, water drops have to overcome obstacles and barriers in the environ-
ment in order to find the shortest path from its source to the destination. Water
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drops prefer to follow the direction of the easy path, i.e. a path with less soil.
Water drops are transferred from one point to another with a velocity. During
the move, water drops carry an amount of soil gained from the bed of the path.
Changes on the soil carried by the water drops, the soil in the path, and the
velocity, encourage water drops to move through the shortest path that has less
soil and, at the same time, to reinforce other water drops to follow the same
path.

The key properties of water drops are soil and velocity. During the trip of the
water drops, a certain amount of soil from the bed of the path will be carried
together. The change on the soil carried by the drops is proportional to the
inverse of the velocity in a nonlinear way. Specifically, during the lifetime of
the water drops, the velocity will be changed with a value that is nonlinearly
proportional to the inverse of the soil between two points in the path. Thus,
water drops on a path with less soil become faster, and the soil on the path
is decreased. Changes of the soil and velocity have an influential role on the
probability of selecting the direction of flow. The probability of selecting the
next path is inversely proportional to the soil of the available paths. As a result,
a path with low soil has a higher probability of being the selected path. The
whole process will converge when the probability of selecting the shortest path
equals to 1.

The following subsections describe the detailed modeling and implementation
of IWD for feature selection.

3.1 Modeling of Feature Selection as the IWD Environment

FS aims to select a subset S from the full set of features C where the knowledge
represented by C is contained in S. The process of searching for the optimal sub-
set using IWD is modeled as a complete undirected graph G= (V, E ), where V
is number of nodes (i.e. features) connected by set of edges E. An edge represents
the choice of the next feature. An edge holds an amount of soil that represents the
hardness of the local path (edge between two features). A number of water drops
are spreaded randomly to the set of features, where every drop is allocated with a
different feature. Water drops can be used as agents that construct the solutions
(population). A water drop starts to move from its source, i.e., the first allocated
feature, to the next until it completes a path. A selection mechanism is required
by IWD to determine the direction of the next local path, as described in section
3.2. Every water drop has a list k has a list V IWDk

C , which is used to record the

visited features. V IWDk

C is the solution k, which is constructed by the water drop
IWDk . The population is a set of solutions which are constructed by the entire

water drops i.e. T IWD =
{
V IWD1

C ,V IWD2

C , ...,V IWDk

C , ...,V
IWDNIWD

C

}
, where

NIWD is the maximum number of water drops.
In this article, RS dependency is used as the evaluation function to assess the

goodness of the partial solution.
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3.2 The Proposed IWDRSFS Model

In the following we present the main phases and steps of the proposed IWDRSFS
model.

Initialization Phase. The initialization phase is used for initializing the static
and dynamic parameters of the water drops and to spread the water drops on
their sources.

i. Initializing the static parameters
Static parameters are parameters that assume specific initial values at the
beginning of the search, and they remain unchanged during the whole pro-
cess. The static parameters of the proposed IWDRSFS model are:

– NIWD : a set of water drops, which represents the set of solutions.
– Velocity updating parameters(av, bvcv) : set of parameters used for

updating the velocity of the water drops (equation 5).
– Soil updating parameters (as, bs, cs) : set of parameters used for

computing the amount of changes in the soil of the local path (equation
6).

– MaxIter: the maximum number of iterations for a water drops before
terminating the IDW algorithm.

– initSoil: the initial value of the local soil.

ii. Initializing the dynamic parameters

Dynamic parameters are parameters that are initialized at the beginning of
the search, and are updated dynamically during the lifetime of search.

– VIWDk
C : a list of visited features for each water drop k,

– intiVelIWDk : the initial velocity of water drop k at the beginning of
the search.

– SoilIWDk : the initial soil of water drop k, at the beginning of the search,
where 1 ≤ k ≤ NIWD.

dynamic parameters should be reset to their default initial values at the
beginning of iteration.

iii. Spread drops on their sources
Water drops are spread randomly to the set of features, where every drop
k is allocated with a different feature, which is considered as the source of
water drop. V IWDk

C is updated by adding the source.

Construction Phase. The main goal of the construction phase for every water
drop is to complete its solution starting from the source (the first point the water
drop is spread on). The construction phase is completed by the fluency of all
water drops amongst the features using the following four steps:

i. Edge selection mechanism
A water drop k, which is resided in the current feature i can determine the
next feature j, which is not in the visited list (V IWDk

C ) using the probability
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pIWDk
i (j ) as shown in equation ( 1). V IWDk

C ) is updated by adding the
selected edge.

pIWDk

i (j ) =
f (soil(i , j ))∑

l/∈V
IWDk
C

f (soil(i , l))
(1)

where f(soil(i, j)) = 1
ε+g(soil(i,j)) , ε is a small positive number prevents the

division by zero in f(.)

g(soil(i , j )) =

⎧⎪⎨⎪⎩
soil(i , j ) if min

∀l/∈V
IWDk
C

soil(i , l) � 0,

soil(i , j ) − min
∀l/∈V

IWDk
C

soil(i , l) Otherwise.

Where soil(i , l) refers to the amount of soil on the local path between fea-
tures i, and j. The function min (.) returns the minimum value among all
available values for its argument.

ii. Update the velocity and local soil
The velocity of the drop k at time t + 1 is denoted as velIWDk(t + 1). It is
changed every transit from feature i to feature j using equation (2).

velIWDk(t+ 1) = velIWDk(t) +
av

bv + cv ∗ soil(i , j )
(2)

where av, bv, cv are the static parameters used to represent the non-linear
relationship between the velocity of a water drop k, ( i.e. velIWDk), and the
inverse of soil onto the local path, (i.e. soil(i, j)). soil(i, j) and the amount
of soil carried by the drop k (i.e. soilIWDk) are updated by �soil(i, j)
using equations (5), (6) respectively. �soil(i, j) refers to the amount of
soil removed from the local path and carried by the drop. �soil(i, j) is
nonlinearly proportional to the inverse of velIWDk as shown in equation (3).

�soil(i, j) =
as

bs + cs ∗ time(i , j : vel IWDk (t + 1 ))
(3)

where, as, bs, cs are the static parameters used to represent the non-
linear relationship between �soil(i, j) and the inverse velIWDk . time(i, j :
velIWDk(t+1)) refers to the time needed for a drop k to transit from feature
i to feature j at time t+1. It can be calculated using equation (4).

time(i , j : vel IWDk (t + 1 )) =
HUD(i, j)

velIWDk(t+ 1)
(4)

where HUD(i, j) is the heuristic desirability of the edge between features i
and j. In this work, the RS dependency is used to evaluate the goodness of
the path between two features.

soil(i , j ) = (1− ρn) ∗ soil(i,j) − ρn ∗ �soil(i, j) (5)

soilIWDk = soilIWDk +�soil(i, j) (6)

where ρn is a small positive constant between zero and one.
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Reinforcement Phase. A solution with the minimum number of features
amongst T IWD, called the iteration best solution (i.e T IB), is selected using
equation (7). For each iteration, if T IB is shorter than the best solution found
so far, the total best solution i.e (T TB) is replaced with T IB. Otherwise T TB is
kept unchanged. To reinforce water drops in the subsequent iterations to follow
T TB, , the soil of all edges (i.e. the global path soil) exist in T IB is updated
using equation (8).

TTB = arg min
∀l∈TIWB

q(x) (7)

where q(.) is the function that is used to evaluate the quality of the solutions. In
feature selection, it refers to the number of features in a solution (i.e. cardinality
of the solution).

soil(i, j) = (1 + ρIWD) ∗ soil(i,j) − ρIWD ∗
1

q(TIWB)
(8)

where q(T IB) is cardinality of T IB, and ρIWD is a positive constant.

Termination Phase. Construction and reinforcement phases are repeated until
the termination criterion (i.e. the maximum number of iterations, MaxIter) is
satisfied. At any iteration, if T IB is better than T TB, T TB is replaced by T IB

otherwise T TB is kept unchanged, as shown in equation (9). The IWD dynamic
parameters are reset to their default values at the beginning of each iteration.

TTB =

{
T IB ifq(T IB ) < q(TTB )
TTB Otherwise.

(9)

4 Experiments and Results

The proposed IWDRSFS model was evaluated using six benchmark data sets
obtained from [7], because they had been preprocessed, such as discretizing real
valued features, treating the missing values, and removing outlier instances. Most
of these data sets came from the UCI machine learning repository [2]. The cho-
sen data sets had different degrees of difficulties, e.g. the numbers of features
(dimensions) varied from low (13) to high (56), and the numbers of samples were
small for high dimensional data sets, as shown in Table 1.

The IWDRSFS model was implemented using the Java programming lan-
guage. The experiments were conducted using an Intel Pentium 4 core 2 Quad
2.66 GHz personal computer. The parameter setting of IWDRSFS is summarized
in Table 2.

RS dependency was used as the evaluation function to measure the goodness
of the partial solution, where a dependency of 1 was used as the stopping criterion
for a complete solution.

Table 3 shows the results of IWDRSFS for the six data sets. The results of
IWDRSFS are compared with those from four state-of-the-art RS methods for
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Table 1. The main properties of the data sets

No. Data sets Abbreviations No. of features No. of samples

1 Artificial domains concept M-of-N 13 1000
2 Statlog German credit data CREDIT 20 1000
3 Letter recognition LETTERS 25 26
4 Dermatology DERM 34 366
5 Water Treatment Plant WQ 38 521
6 Lung Cancer LUNG 56 32

Table 2. IWDRSFS Parameter settings

Description Parameters Values

NIWD Number of features
av, bv, cv 1000, 0.01, 1

Static parameters as, bs, cs 1000, 0.01, 1
initSoil 100
MaxIter 250
ε, ρIWD, ρn 0.01, 0.9, 0.9

V
IWDk
C Empty

Dynamic parameters intiV elIWDk 4
soilIWDk 0

FS, as published in [8]. They included the RS attribute reduction algorithm based
on the greedy hill-climbing technique (RSAR), entropy-based data reduction
(EBR), ant colony rough set attribute reduction (AntRSAR), genetic algorithm
rough set attribute reduction (GenRSAR). For each data set, the experiment
was repeated 20 times.

AntRSAR, GenRSAR, and IWDRSAR are multi-solution methods (i.e., every
run may provide a different solution with different dimension). The results of
AntRSAR, GenRSAR, and IWDRSAR in Table 3 are presented as a number with
parenthesized superscript. The number refers to the dimension of the solution
(i.e. a smaller subset size is better a larger subset size). The superscript refers
to the number of runs that provides the corresponding dimension. On the other
hand, RSAR and EBR are single solution methods, i.e. they provide the same
solution even with different runs. So, the RSAR, and EBR results are presented
as a single number.

As shown in Table 3, IWDRSFS outperformed RSAR and EBR in all data sets,
except for CREDIT where RSAR performed better than IWDRSFS. Comparing
IWDRSFS with GenRSAR; out of the six data sets; IWDRSFS found better
solutions in three data sets (i.e., 4, 5, and 6), and comparable solutions in the
remaining data sets (i.e. 1, 2, and 3). Comparing with AntRSAR, IWDRSFS
produced comparable results for 4 data sets (i.e. 1, 3, 4, and 6).

In general; the results indicate that IDWRSFS outperforms local-based search
methods (RSAR, and EBR) and are comparable with population-based search
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Table 3. Results of 20 runs of IWDRSFS for six UCI datasets. The results are com-
pared with those from four state of the art methods as published in [8].

No. of Comparative methods IWDRSAR
No. Dataset Features RSAR EBR AntRSAR GenRSAR

1 M-of-N 13 8 6 6 6(6)7(12) 6(18)7(2)

2 CREDIT 20 9 10 8(12)9(4)10(4) 10(6)11(14) 10(12)11(8)

3 LETTERS 25 9 9 8 8(8)9(12) 8(16)9(4)

4 DERM 34 7 6 6(17)7(3) 10(6)11(14) 6(2)7(3)8(5)9(5)10(5)

5 WQ 38 14 14 12(2)13(7)14(11) 16 13(3)14(17)

6 LUNG 56 4 4 4 6(8)7(12) 4(6)5(12)6(2)

methods (AntRSAR and GenRSAR). The success of IWDRSFS for FS is owing
to the characteristic of exploration, where the solutions from different places in
the solution space are explored. Then, the search process is guided by the strat-
egy that maintains the history of the search learned in the previous iterations.

5 Conclusions

This article has proposed a new FS method, i.e. IDWRSFS that combines the
IDW algorithm with RS. IWD is used as the search procedure, and RS depen-
dency is used as the subset evaluation function. IWDRSFS has been evaluated
using six benchmark data sets. The empirical evaluation has shown that IW-
DRSFS is suitable for FS with RS, whereby good solutions have been produced.
A performance comparative study with four RS-based FS methods has been car-
ried out. The results of IWDRSFS are generally better than those from RSAR
and EBR. Furthermore, the results of IWDRSFS are comparable with those
from GenRSAR and AntRSAR.

While IWDRSFS has shown good results for FS, future work to improve the
robustness of IWDRSFS by adapting a local search method and tuning the IWD
parameters can be conducted. In addition, further investigations to verify the
usefulness of IWDRSFS for real-valued data sets are required.

Acknowledgements. This research is supported by the grant with id no.
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Abstract. Pixel-based scale saliency (PSS) work bases on information
estimation of data content and structure in multiscale analysis; its theo-
retical aspects as well as practical implementation are discussed by Kadir
et al [11]. Scale Saliency framework [10] does not work only for pixels
but other basis-projected descriptors as well. While wavelet atoms, lo-
calization in both time and frequency domain, are possible alternative
descriptors, no theoretical analysis and practical solutions have been pro-
posed yet. Our contribution is introducing a mathematical model of uti-
lizing wavelet-based descriptors in a correspondent Wavelet-based Scale
Saliency (WSS). It treats wavelet sub-band energy density of two popular
discrete wavelet transform (DWT) and dual-tree complex wavelet trans-
form (DTCWT) as basis descriptors instead of pixel-value descriptors for
saliency map estimation. Then, ROC, AUC, and NSS quantitative anal-
ysis are comparing WSS against PSS as well as other state-of-the-art
saliency methods ITT [9], SUN [18], SRS [8] on N. Bruce’s database [4]
with human eye-tracking data as ground-truth. Furthermore, qualitative
results, different saliency maps, are analyzed case by case for their pros
and cons; especially their short-comings in specific situation or insensible
results for human perception.

1 Introduction

After Itti et al proposes his multi-scale constrast-based saliency methods, sev-
eral other mechanisms are suggested for modeling human visual attention (HVA)
such as SUN object-based visual attention [18], Spectral Residual Saliency (SRS)
[8], etc. In recent years, researchers have also used achievements of information
theory and statistical image processing for HVA modeling as well. Pixel-based
scale saliency (PSS) by Kadir et al [11] on the basic of Gilles principles [13]
is among the earliest works of information-based saliency method. Then, the
research direction is rapidly developed thanks to Niel Bruce’s effort on An In-
formation Maximization (AIM) theory [4], Gao et al ’s work in Discriminative
Information Saliency (DIS) [7], etc. Furthermore, the Entropy-based Saliency
framework (ENT) [1,12] simplifies information estimation process and broadens
applicable boundary from still images to dynamic videos with its spatio-temporal

A. Selamat et al. (Eds.): ACIIDS 2013, Part II, LNAI 7803, pp. 366–376, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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extension. Most information-based saliency approaches are motivated from as-
sumption that information theory plays important role in HVA. In other words,
human attention might be attracted to highly informative location in scenes.
This informative measurement in turn could be estimated by different methods
on various descriptors; intensity values in PSS [11], DCT coefficients in ENT
[12], ICA components in AIM [4] and WAVELET atoms in DIS [7]. In accor-
dance with descriptors, ENT and PSS employ histogram construction or Parzen
kernel for information estimation; meanwhile, AIM estimates self-information
through neural-network, and DIS uses decision theory to optimize discriminat-
ing information from classifying descriptors into center or surrounds classes.
Noteworthy, PSS is so far the only approach emphasizing on spatial as well
as structural information or difference of information across scales; however, it
is noise-prone, rotation-variant and inefficient due to information estimation of
high-dimensional data.

Projection-based atoms are recommended as alternative descriptors by Kadir
et al [11] [10] since their sparse data representation not only boosts practical per-
formance but also provides deeper theoretical understanding of scale saliency and
multi-scale structural information.Moreover, itwouldmake scale saliency the first-
ever saliency framework capable of using both pixel-value and basis-projection de-
scriptors. Therefore, our main contribution is proposing two scale saliency com-
putation methods, WSS and MIS, with different wavelet sub-band energy density
descriptors. Wavelet atoms are utilized because of their compact time-frequency
localization; however, they depend on particular morphological shapes of mother
wavelets. To justify this dependence, two wavelet descriptors based on discrete
wavelet transform (DWT) and dual-tree complex wavelet transform (DTCWT)
are considered in the sub-section 3. Along with wavelet-based descriptors, suit-
able mathematical models are derived for the proposed approaches in the sub-
section 4; moreover, it also unveils inherence of WSS and MIS in the stream of
information-based saliency methods. Simulations on Neil Bruce Image database
[5] provide quantitative evaluation of WSS and MIS against PSS, ITT, SUN, and
SRSmodels. In addition, judging saliency maps against normal human perception
provide qualitative measurement on different sample images. These above evalu-
ation are briefly documented in the section 5. The final section summarizes main
contributions of this paper and discuss some future research directions.

2 Scale Saliency

YD (sp,x) = HD (sp,x)WD (sp,x) (1)

HD (sp,x) = −
∫
d∈D

p (d, sp,x) log2 (p(d, sp,x) d(d) (2)

WD (sp,x) = s

∫
d∈D

∣∣∣∣δp (d, sp,x)δs

∣∣∣∣ d(d) (3)

sp = {s|δHD (s,x)

δs
= 0;

δ2HD (s,x)

δs2
< 0} (4)
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This section briefly reviews a few fundamental principles of original scales saliency
which is defined as a product of maximum feature-space entropy and its inter-
scale dependency across scales with above mathematical model. Feature-space
saliency, (HD) in the equation 2, is measured by its Shannon entropy of pixel-
values descriptor (d) at a specific scale or sampling window size (sp) for each
image location (x). Shannon entropy satisfies first four criteria of multi-scale
entropy [15] filtering to estimate information from feature space, but not at-
tend the fifth criterion about structural correlation. The entropy only concerns
about uncertainty of features distribution, not their spatial arrangement. There-
fore, PSS is incomplete with only feature-space information (HD), it needs to
measure feature correlation across scales (WD) as well. Inter-scale saliency, the
equation 3, actually does reveal some feature correlation due to being defined as
derivatives across scales of probability distribution function from feature-space.
As in any multi-scale analysis, characteristic scale has profound effect on out-
put results. PSS chooses (sp) such that most significant information should be
contained inside the window of that scale. Beside being rich in information, sig-
nificant features need to be consistent across scales as well, hence final saliency
value is defined as feature-space saliency HD weighted by WD, the equation 1.
Lets apply the above concept on a general form of signal R = I + N , where I
is ideal noise free signal, R is the measured signal with noise N . Assumed no
dependencies between random noise and the ideal signal with large features, the
equation 1 can be written as.

YD (R) = (HD (I) +HD (N))(WD (I) +WD (N))

Since probability distribution of random noise is scale-invariant, inter-scale
saliency of noise component is zero. WD(N) = ΔsiHD (N) = 0. Meanwhile, sig-
nificant features across scales has strong correlation between consecutive scales
WD(I) = ΔsiHD (I) > 0. Therefore, Saliency value of real signal YD can be
rewritten as.

YD (R) = (HD (I) +HD (N))WD (I)

Obviously, scale saliency purely depends on inter-scale saliency of useful signal
WD(I). This briefly explains basic motivation behind scale saliency work as well
as how inter-scale scale is able to describe structural correlation of image fea-
tures. Further mathematical analysis and experiments results can be found in
[11] [10]. The original scale saliency [11] uses pixel-value descriptors which are
simple, intuitive, and straight forward interpretation of image data. Moreover,
its combination with circular sampling window provides isotropic information
analysis, independent of any morphological shape inside sampled regions. Nev-
ertheless, pixel descriptors also have their drawbacks such as noise-sensitivity,
high computational cost and significant bias in entropy estimation. With pixel
descriptors, histogram and approximated Parzen kernel play basic roles of con-
structing pixel-value descriptors’ PDF and estimating entropy, and their estima-
tion bias and speed performance greatly depend on manual tuning of histogram
numbers of bins or Parzen size kernel. In addition, they as well restrict extension
of scale saliency to higher dimensional data. Suau [17] overcomes these problems
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when bypassing PDF construction stage and using direct multivariate-data-
adaptive information estimation technique [16]. However, the non-pdf approach
[17] hinders computation of inter-scale saliency, defined as derivative of PDF s
across scales, the equation 3. The problem can be overcame by adapting set-
theory-based solution of Kadir [10] for inter-scale saliency WD computation into
kd-tree structure. Nevertheless, the solution is no longer straight-forward and un-
necessarily complex; therefore, it motivates our development of (WSS), a more
coherent, simple and intuitive information-based scale saliency with sub-band
energy descriptors.

3 Wavelet Sub-band Descriptor

Last section has clarified basic advantages of wavelet transform in information
estimation of local energy density distributions. Kadir et al [11,10] has actually
argued possible usage of spectral distribution as saliency measure. Accordingly,
a simple, flat, non-salient image region would be fully described by a single sub-
band; meanwhile, complex data and structure regions would have required more
sub-bands descriptors. Therefore, information amount at a spatial location would
be proportional to complexity of the distribution; then, basis-projected sub-
bands are potential alternative descriptors. Due to uncertainty principles of time-
frequency distribution, wavelet sub-band energy descriptors need treating as
discrete variables. Following available mathematical definition of PSS for discrete
pixel descriptors, we roughly sketch mathematical models of WSS.

YEp(sp,x) � HE(sp,x)WE(sp,x) (5)

HE(s,x) � −
∑
e∈E

pe,s,xlog2pe,s,x (6)

WE(s,x) � s2

2s− 1

∑
e∈E

|pe,s,x − pe,s−1,x| (7)

HE(sp − 1,x) < HE(sp,x) > HE(sp + 1,x)} (8)

where E = {e1, e2, . . . em} is a set of sub-band energy (e) wrt location and scales
parameter (x, s). A general concept of sub-band descriptor has been formulated;
then, specific details of DWT and DTCWT descriptors will be discussed in
the rest of this section. Lets consider wavelet coefficients (wi), the equation 9,
generated by 2-D discrete real-wavelet transform with three sub-bands vertical
(v), horizontal (h) and diagonal (d) sub-bands at each particular dyadic scale
(s). Square of (wi) is sub-band energy density descriptors (e), the equation 10.

wi[f(x, y, sj)]|i={v,h,d},sj∈S = f (x, y) ∗ ψs,i (x, y, sj) (9)

Pe{wi[f(x, y, sj)]}|i={v,h,d},sj∈S = |wi[f(x, y, sj)]|2 (10)

At each level of decomposition, DWT has three separated sub-bands. Proposed
that the maximum decomposition level is 4 or 5, each image can be totally de-
scribed with 12 or 15 sub-bands. DWT needs much less descriptors than normal
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number of pixel values for any gray-scale image; however, it suffers from the
shift-variance drawback.

With ∃x, y, sj ,wi, Δ(x), Δ(y) : (11)

wif(x, y, sj) �= wif(x+Δ(x), y +Δ(y), sj) (12)

Pe{wif(x, y, sj)} �= P{wif(x+Δ(x), y +Δ(y), sj)} (13)

Consequently, data projection on DWT basis relies on both signal values and its
relative location, which contradicts to the fourth criteria for good information
measurement of Starck et al [15]: “Entropy must work in the same way regard-
less of descriptors’ locations”. Therefore, utilization of shift-variant descriptors
might lead to different information estimation for the same data at two differ-
ent locations. In wavelet literature, the shift-variance is solved by extension to
complex wavelet methods; for instances, recently developed dual-tree complex
wavelet transforms (DTCWT) [14], and its derivation Quaternion wavelet trans-
form (QWT) [6]. Either of the above shift-invariant wavelet transform depends
on a dual-tree approache in which two different wavelet filter-banks ,{ψg, ψh},
are specially designed to form analytical complex pairs.

(x, y, s) = ψg(x, y, s) + jψh(x, y, s) (14)

ψh(x, y, s) ≈ H (ψg(x, y, s)) (15)

The magnitudes of projected-complex coefficients are proven to be shift-invariant;
therefore, its derived energy density of the sub-bands are as well shift-invariant.
In this paper, we propose usage of QWT scheme [6] instead of DTCWT [14] due
to its strong relation to Quaternion Fourier Transform (QFT). In fact, Chan et
al [6] points out equivalence between local QFT and QWT which is analogous to
STFT and DWT relation. Therefore, QWT descriptors can be easily integrated
and explained in the proposed methods.

4 Information Measurement

As the last section introduces four possible sub-band descriptors in accordance
with different wavelet transforms. Hence, PDF of energy density at each scale
sj can be computed as follows. With i = {v, h, d})} and 1 <= j <= m :

p{Pe} =
Pe{wi[f(x, y, sj)]}∑

j

∑
iPe{wi[f(x, y, sj)]}

(16)

Equation 16 estimates information at each location (x, y) across different sub-
bands, i = {v, h, d} (DWT, DTCWT) from the smallest scale, j = 1, to the
currently considered scale, j = m. First scale possesses smallest wavelet kernels
for analyzing finest image details. Then, sampling windows are doubled after
each level; coarser features are generated. Noteworthy, scales are doubled in the
proposed methods rather than increased by a unit in PSS. In addition, probabil-
ity distribution function (PDF ) has horizontal axis with increasing scales j from
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level 1 ( smallest wavelet atom ) to level m ( currently largest wavelet atom).
With PDF in the equation 16 is computed a feature-space entropy as follows.

H (x, y, sm) = −
∑

pi(x, y, sj) log pi(x, y, sj) (17)

Where pi(x, y, sj) is a short form of pi (P{wi [f(x, y, sj)]}) and i = {v, h, d}
and 1 <= j <= m. The equation 17 computes feature-space entropy HE of
sub-band energy descriptors for WSS and MIS as the equation 6 does for PSS.
The rest of scale saliency task is identifying computational details of inter-scale
saliency WE ; in other words, determining how the equation 7 should be in-
terpreted with wavelet-based descriptors. In the equation 7, WD is measured
as total variation in probability distribution of descriptors at two consecutive
scales, and a specific pixel-value descriptor (d) can appear in both distributions.
It complicates information estimation process for WD. Meanwhile, the proposed
descriptors have unique sub-bands at each level, it simplifies construction of sub-
band probability distribution for different levels. However, the uniqueness makes
the equation 3 inappropriate for sub-band features since it is inappropriate to
find differentiation of two PDF on two different set of descriptors. Therefore, an
alternative interpretation of inter-scale saliency need developing. Lets consider
p(M) as PDF of all sub-bands up to the current m level, sub-bands D from
next level m+1. The D descriptors will modify the current p(M) into p(M |D),
and distance between a prior model and a modified model can be measured by
Kullback-Leibler divergence as follows.

K(P (M |D), P (M)) =

∫
M

P (M |D) log
P (M |D)

P (M)
(18)

Noteworthy, it is similar to Itti’s Bayesian Surprise Saliency (BSS) metric [2],
and the surprise model can be extended for multiple sub-band descriptors or
evidences in BSS. The equation 18 becomes mutual information between the
current model (M) and a set of new evidences (D). In other words, expectation
of surprise for adding new sub-bands into the current model is their mutual
information, shown in equation 20.

MI(D,M) =

∫
D

K(P (M |D), P (M)) (19)

=

∫
D,M

P (D,M) log
P (D,M)

P (M)P (D)
(20)

Therefore, the mutual information in the equation 20 is chosen as inter-scale
saliency for successive dyadic scales since it actually implies averaged ”bayesian
surprise” [2] saliency of sub-bands across scales. Furthermore, mutual informa-
tion as inter-scale saliency measurement well emphasizes structural coherence of
data across scales. If there are consistent features across consecutive scales such
as edges or joints and, they will increase mutual information between two con-
secutive scales. Otherwise noises have no mutual information across scales as its
self-information is zero, I(N,N) = 0. It is remarkable that mutual information
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satisfies the fifth criterion of the good information estimation by Starck et al
[15]. The only remaining step is identifying how the mutual should be calculated
in discrete cases. Following formula shows relations between mutual information
and entropy with i = {v, h, d}.

MI(D,M) = H(D) + H(M) − H(D,M) (21)

H(M) = −
∑

{j≤m}
pi(x, y, sj) log pi(x, y, sj) (22)

H(D) = −
∑

{j=m}
pi(x, y, sj) log pi(x, y, sj) (23)

H(D,M) = −
∑

{j≤m+1}
pi(x, y, sj) log pi(x, y, sj) (24)

The mutual information can be directly calculated as difference between sepa-
rated entropy of M,D (H(D)+H(M)) and joint entropy H(D,M), the equation
21; meanwhile, H(D), H(M), H(D,M) can be easily estimated by simple math-
ematical equations 22,23,24. The joint entropy H(D,M) can be reused as H(M)
for a next processing scale due to uniqueness property of the descriptors. Pro-
posed mathematical principles on wavelet-domain sub-band energy descriptors
are summarized in the equation 25 as product of maximum feature-space saliency
and inter-scale saliency, or product of mutual information between consecutive
levels and maximum sub-band entropy.

H(Mx,y,sp) = −
∑

pi(x, y, sp) log pi(x, y, sp)

MI(Dx,y,sp ,Mx,y,sp−1) = H(D) +H(M)−H(D,M)

H(Msp−1,x,y) < H(Msp,x,y) ∧H(Ms,x,y) > H(Msp+1,x,y)

Y (Mx,y,sp) = H(Mx,y,sp) ∗MI(Dx,y,s,Mx,y,sp−1) (25)

Where i = {v, h, d} ∨ i = B2(wi), 1 <= j <= m. A characteristic scale sp is
chosen to maximize information of model H(M(s, x, y)). Lets imagine that an
image at a prior scale contains only noise, meanwhile at later scales it actually
contains useful structures. With bias of Shannon entropy toward noise, WSS
choose a prior scale which fails to enclose most useful structure. To overcome
this drawback, we propose alternative approach, MIS in which sp is selected so
as to maximize inter-scale saliency or average ”Bayesian surprise”. MIS inherits
almost all mathematical principles of WSS, equation 25 but choose a character-
istic scale sp according to the maximum value of inter-scale saliency WD instead
of feature-space saliency HD.

MI(Ds−1,Ms−2) < MI(Ds,Ms−1)

MI(Ds,Ms−1) > MI(Ds+1,Ms)

Experiments and results of MIS and WSS are detailed in the next section for
evaluating and comparing proposed methods against state-of-the-art solutions.
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5 Discussion and Results

This section leads a discussion to pros and cons of the proposed methods. WSS1,
WSS2 with correspondent descriptors, DWT and DTCWT, are examined with
scale selection mechanism WSS. If MIS approach is chosen instead, saliency so-
lutions are named MIS1 and MIS2 accordingly. Both WSSs and MISs are com-
pared against PSS [11], ITT model [9], AIM model [4], SUN model [18], and SRS
model [8]. Bruce and Tsotsos [5] database is chosen mainly due to availability
of their eye-tracking data which provides ground-truth for quantitative evalua-
tion of different saliency maps and human visual performance with appropriate
statistical tests (shuffled ROC, AUC, NSS). Noteworthy, all quantitative tests
have scrutinized data on the basis of eliminating center-bias or other unwanted
properties. While quantitative results give a general idea how each method be-
haves against human performance, qualitative comparisons with visual saliency
maps reveal performance on individual samples and whether saliency methods
give reasonable match to human perception or not.

5.1 Quantitative Results

The quantitative performance is characterized by shuffled Receiver Operating
Characteristics (ROC) curves, Area Under ROC Curve (AUC), and Normalized
Scanpath Saliency (NSS) as numerical results. To ensure accuracy and fairness of
results analysis, we employ open-source evaluation codes for shuffled AUC and
NSS [3]. Noteworthy, saliency maps are standardized around median instead
mean of distributions; moreover, shuffled AUC is introduced to limit center-
bias in eye-fixation evaluation. Images from Niel Bruce’s database are varied
from outdoor context to indoor environment, accompanied with eye-tracking
data of 20 human subjects. The ground-truth data are recorded in carefully set-
up psychological experiments. Furthermore, the database has been repeatedly
used in other saliency methods’ evaluation though it is relatively small with 120
images.

Table 1 shows performances of six different methods from top-bottom order:
ITT, AIM, SRS, SUN, WSS1, WSS2, PSS. All WSS methods are better than
PSS performance and comparable to ITT method. Especially, a computational
time of WSS1 (1.2689s) is approximately 7 times less than that of PSS (7.1092s),

Fig. 1. ROC Curve of (a) WSS , (b) MIS methods (left-to-right order)
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Table 1. AUC & NSS

MTH ITT AIM SRS SUN WSS1 WSS2 MIS1 MIS2 PSS
AUC 0.694 0.724 0.584 0.718 0.678 0.663 0.703 0.692 0.586
NSS 0.277 0.124 0.198 0.208 0.334 0.300 0.318 0.302 -0.392

while PSS is implemented in C++, and WSSs are totally written in MATLAB.
Quantitative performances of MIS methods, figure 1(b) and table 1 are even
better than those of WSS. Their AUC results are comparable to other state-
of-the-art methods like AIM, SRS, and SUN; meanwhile, their performances in
NSS criteria surpass the others. Both MIS and WSS, which is highly sparse
but quite accurate saliency maps according to eye fixation map, outperform the
other methods in the low false-positive-rate region.

5.2 Qualitative Results

Qualitative samples in figures 2(a),2(b),2(c) are composed of original samples,
ITT, MIS1, and MIS2 maps in left-right, top-bottom order. Saliency maps of
only three methods are displayed due to lack of space and similarity of generate
saliency maps. For first two samples, similar saliency maps are generated and
quite matched to human perception, the figure 2(a); however, slight difference
can be spotted as well. For example, ITT identifies a white button as partly
salient while MIS1 and MIS2 misses it in figure 2(a). Moreover, MIS1 and MIS2
behave slightly differently as well in the figure 2(b). Finally, reasonable results
can not be obtained from any methods like the figure 2(c). It usually happens if
images are flooded with complex textures.

Fig. 2. Saliency Maps of (a) Image 1, Image (b) 2, (c) Image 3 (left-to-right order)

6 Conclusion

In this paper, we propose the extension of scale saliency from pixel descriptors to
sub-band energy density descriptors of DWT and DTCWT wavelet transform.
Comparing to pixels, the proposed descriptors are much more sparse representa-
tion with other properties such as shift-invariance, best-basis approaches; how-
ever, they are biased toward morphological shapes of mother wavelets. Along
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with new descriptors are proposed, an innovative coherent information frame-
work, and its strong relations with Bayesian Surprise Model [2] are emphasized.
Beside solid theoretical development, the experimental results show competi-
tiveness of the proposed methods against other state-of-the-art models and sur-
passes the original scale saliency model PSS quantitatively and qualitatively. In
future research, theoretical analysis will be extended to include prior informa-
tion or top-down information, perceptual grouping and other visual attention
operations.
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Abstract. Due to control different infrastructures of networked computers in 
cyber security, intrusion detection system has been an important task 
essentially. Today, an effective intrusion detection system utilizes 
computational methods as machine learning techniques to improve detection 
rate with lowest false positive rate; however large number of irrelevant features 
as an optimization problem decrease this rate. This study using Binary Search 
Gravitational Algorithm (BGSA) as a feature selection method decreases 
irrelevant features in KDD 99 intrusion detection data set in order to improve 
Multi-layer perceptron performance. Results show that significant and relevant 
features increase performance of intrusion detection system near to 100% with 
lowest computational cost.  

Keywords: Intrusion Detection System, KDD 99 dataset, GSA, Feature 
Selection, MLP.  

1 Introduction 

Intrusion Detection Systems (IDS) are based on a set of applications which detect 
attacks before computer systems are being attacked by hackers. These systems are 
usually installed within the network segments in strategic places. Today, the security 
administrators have a difficult role in managing IDS because the systems and services 
have grown increasingly complex while the new attacks and vulnerabilities are 
continuously arising. Many IDSs are using database of well-known actions to 
compare the normal and abnormal data or activities for sending alerts when a match is 
detected [1, 2]. Intrusion detection systems are divided as network based and host 
based. Even though the base of these systems is the same, but their operation is 
different. Host-based intrusion detection system monitors accessed and executed files. 
Normally, it controls file systems, system logs and disk resources. On the other hand, 
network based system checks network traffic or exchanged packets between 
computers. There are various attacks that would be detected by host-based detection 
system such as denial of service (DOS) attacks. In the data monitoring, different 
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techniques have tried to search attack patterns. For example, anomaly detection 
systems apply normal behavior and identify deviations from this behavior. On the 
other hand, some techniques based on human input create useful models for normal 
behavior; however making attack signatures increase learning algorithm. The goal of 
learning algorithm is to divide normal and attack behaviors according to various 
features. One of the main issues in intrusion detection system is the large amount of 
data and features to decrease performance of algorithm and detection rate. Thus, 
selecting a set of relevant features is a serious problem in this field [3-8].  

In 1999, DARPA 98 lincoln Lab dataset was collected with 41 features to provide 
labeled datasets for comparing different IDS systems. Recently, machine learning 
techniques (Decision trees, clustering, neural network and support vector machine) 
have been employed on KDD 99 benchmark to detect DOS and probes attacks. In [3], 
Information Gain as a feature selection technique selects 12 most relevant features 
within 41 features for classification of different attacks based on decision trees 
classifier. However, low accuracy decrease performance of intrusion detection system 
[3]. In [5], Support Vector Machine (SVM), Multivariate Adaptive Regression 
Splines (MARSs) and Linear Genetic Programs (LGPs) investigate the best rank of 
features in intrusion detection system. The result of ranking features shows that the 
best accuracy belongs to LGP comparing other classifiers. In [7], Genetic Algorithm 
(GA) is applied to select relevant features with highest rank. They selected 12 relevant 
features that are caused 99% accuracy of detection system without false positive rate.  

In [6], Quantum particle Swarm Optimization (QPSO) and Support Vector 
Machine (SVM) increased performance of intrusion detection system using relevant 
features. In fact, the fitness of each particle is identified by SVM accuracy based on 
training set that uses only selected features. In [7], Genetic Quantum Particle Swarm 
Optimization (GQPSO) as a feature selection method decreased the number of 
irrelevant features and obtained the best performance comparing other feature 
selection methods such as QPSO and PSO algorithm. They believe that reduction of 
irrelevant features decrease detecting time and training time exactly.  

In [9], GA optimized SVM parameters and Selected relevant features in the same 
time for intrusion detection system. This method minimized the number of features to 
increase detection rate; however uniformity of features is the main issue that should 
be exchanged into a new feature space.  

The main objective of this study is to select a set of relevant features and evaluate 
the impact of these features on the computational cost, false positive, and accuracy of 
intrusion detection system using Binary Gravitational search Algorithm (BGSA) with 
an existing Multi-layer Perceptron Neural Network (MLPNN) classifier. This study 
attempts to prove that the high classification accuracy and low false positive are 
possible through feature reduction that results in lower features set dimensionality.  

The paper organization keeps on as follows: Section 2 explain proposed model and 
applied dataset in this study; section 3 gives details on the experimental setting and 
findings. Finally, section 4 winds up with some suggestions for future work.     
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2 Proposed Model  

The proposed BGSA algorithm in this paper selects a set of reliable features within 
extracted features in [3, 5, 6, 7, 9] that can have an effective influence on the MLP 
classifier accuracy. The main idea is to use the MLP accuracy over an evaluating set 
as the fitness function into searching the best solutions. Thus, fast classifier required 
to train all the possible subset of features. In addition, MLP can create more accuracy 
in comparison with other classifiers such as SVM. The flowchart of the proposed 
system is given by Figure 1. 

 

Fig. 1. The flowchart of the proposed system 

The proposed system is based on C-class (C=2 for intrusion detection system) in 
classification process. In fact, in the n-dimensional feature space, each feature is 
classified into the attack or normal class. The feature selection based on BGSA in the 
intrusion detection system is designed into the training and performance phases. For 
this purpose, the system separates the learning data and the testing data according to 
separated datasets; so corrected KDD of data set is used in the training phase and 
original KDD is applied in the testing phase. During the training phase, BGSA tries to 
select the best feature for each class under the best fitness function in. We partition 
the data into the two classes of normal attack (Prob, DoS, U2Su, R2L) patterns. 
BGSA is initialized with N masses in n-dimension space. In fact, GSA searches one 
feature for each class (attack and normal); so, normally the features selected by BGSA 
are m-dimensional vectors that are used as the classifier inputs. The mass positions 
identify the candidate solutions for the problem. Then, the fitness rate of the masses is 
calculated for mass computing in BGSA (Equation 2). The stopping condition shows 
the end of finding the best feature process. After that, these best features are applied 
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by performance phase as initial parameters of the MLP classifier. The performance 
phase starts its function by entered features from the training phase. Based on the 
performance phase, each class label helps the classifier to find new data or features 
using the defined distance measure.   

2.1 KDD Dataset 

The KDD 99 is based on the 1998 DARPA that creates a benchmark for evaluation 
different methodologies. Thus, a network is content of three target machine is 
necessary running different operating system. These three machines spoof various IP 
addresses for producing traffic. At last, all network traffic is recorded by sniffer using 
TCP dump format. During this process, normal traffic is categorized into one category 
and attacks are categorized into four categories as follows. 

(a) Probe 
(b) DoS 
(c) U2Su 
(d) R2U 

The KDD 99 intrusion detection benchmark is content of two characteristics, namely 
corrected KDD and original KDD that is detailed in Table 1. In this study, original 
KDD is applied for training set and corrected KDD is employed for testing set.   

Table 1. Characteristics of the KDD 99 Intrusion Detection datasets 

Dataset DoS Probe U2Su R2U Normal 
Corrected KDD 229853 4166 70 16347 60593 
Original KDD 3883370 41102 52 1126 972780 

2.2 Gravitational Search Algorithm 

Gravitational Search Algorithm (GSA) is a meta-heuristic optimization tool based on 
stochastic population, inspired by the Newton’s laws of gravity and motion [10].  The 
law of gravity was defined as “every massive particle in the universe attracts other 
massive one with a force that is directly proportional to the product of their masses 
and inversely proportional to the square of the distance between them” [11]. [10] 
believe that the classical algorithms are practically unable to represent a reasonable 
solution for solving optimization problems with high-dimensional search space and an 
exponential search space. Therefore, solving these problems is not practical by exact 
techniques. On the other hand, GSA-based approach provides an iterative method 
which simulates mass interactions and moves through a multi-dimensional search 
space under the influence of gravitation [13]. GSA and its binary Gravitational Search 
Algorithm (BGSA) have an effective efficiency in solving a set of nonlinear 
benchmark functions and optimization of engineering problems [12]. 

GSA acts in a continuous space for optimization of real-valued problems; but most 
of the optimization problems are set in the binary space, including feature selection, 
which is a binary encoded optimization problem in this paper.  
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Real-Valued Gravitational Search Algorithm (RGSA) 
 

Consider a GSA system with N objects in an n-dimensional space. In the RGSA the 
position of objects which are candidate solutions to the problem are described as:  

                               X = x ,…, x ,… ,x ,…),i=1,2...N                                              (1)                                             

where x  indicates j-th agent (object) position in the d-th dimension. 
Based on [13], when each swarm’s member fitness is computed, then the mass of 

each agent is calculated as follows: 

                                     M (t)=
f  ∑N f                                                    (2)                                             

where M (t) and fit t  signify the mass and the fitness value of the agent i at t, and, 
worst (t) is defined as follows (for a maximization problem): 

                                  worst t min fit t .                                                 (3) j 1, … , N                                                                                                                 
 

Calculating the acceleration of an agent should be considered total forces of heavy 
objects applied to it (Equation 4) by law of gravity (Equation 5).   

                         F (t)=∑ rand  , G t M MR x t x t                (4)   

                   a (t)=
F  M =∑ rand  , G t MR x t x t                 (5)                                        

Next, Equation 6 and Equation 7, the velocity added to its acceleration and the next 
position is also computed respectively.   

                                    v (t+1)=rand  v (t)+a (t)                                              (6)                                              

                                    x (t+1)=x (t)+v (t+1)                                                        (7)                                              

where randi and randj are two uniformly distributed random numbers in the interval 
[0, 1], ε is a small value, and R t  is the Euclidian distance between two agents i and 
j defined as R t =‖X   t , X t , kbest is the set of first K agents with the best 

fitness value and biggest mass. kbest is a function of time, it is initialized to K0 at the 
beginning and decreased with time. Here, K0 is set to N (total number of agents) and 
is decreased linearly to 1. The gravitational constant, G, is a decreasing Function of 
time where it is set to G0 at the beginning and is decreased exponentially towards 
zero at the last iteration as shown in Equation 8. 

                                    G = G exp
 T                                                             (8)                

where T is the total number of iterations. 
The Equations of updating force, acceleration and velocity are similar for both 

versions of GSA; but the BGSA is different in computation of the distance between 
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two agents. BGSA distance measurement is based on Hamming distance. Based on 
the above concepts, a proper probability function is defined in a small v  that shows 
the probability of changing x  value from 0 to 1 or contrariwise. Basically, This value 
must be near zero and for a large v , the probability of x  must be higher than that. 
They defined function Sv  to transfer v  into a probability function. Sv  should be 
restricted within interval [0,1] and increases with increasing v  to be defined 
according to Equation. 9. 

                                    S v (t+1))=|tanh v t                                                   (9)                                             

The movement of agents is done by Equation 10. 
For obtaining a better coverage rate, the velocity should be limited, v <v  . wherev is fixed to 6 [12-13]. 
If rand <S v (t+1)) then  x (t+1)= complement x (t)) 

                                   elsex (t+1)= x (t))                                                    (10)     

In BGSA G is decreased linearly with time according to Equation 11.  

                                         G(t)=G 1  T                                                            (11) 

where T is the total number of iterations or the total age of system. 

3 Experiments and Results 

For classification of attack and normal classes by MLP on BGSA feature selection 
method, a set of settings are used. The population size and the number of iteration are 
identified in N=5 and T=20 respectively. Equation 9 indicates that the gravitational 
constant G and α 1 and 20 respectively. In addition, Classification accuracy and the 
number of the selected features are the two criteria used to design a fitness function. 
Thus, the high fitness value needs high classification accuracy and a small number of 
features. The aim of this paper is to solve the proposed problem by creating a single 
fitness function which tries to choose a low number of attacked and normal features. 
As defined by Equation 12, in the fitness function, weight is defined ωF for the size 
of selected feature subset that plays the most important role for fitness function and 
also affects the weight of classification accuracy (ωA) . Where ωF is the weight for 
the number of the selected features,  is the weight of MLP classification accuracy 
and fi is the value of feature mask —“1”represents that feature i is selected (fi =1) and 
“0” represents that feature i is not selected (fi =0). 

                           fit  = ca ωA 1-
∑ f ωF                                               (12)                                             

                           ca =
TP TNTP FP FN TN 100                                                              (13)                                             

For fitness evaluation, the percentage of accuracy ( ca ) is important that is defined by 
Eq. (13). In this equation, the number of spam e-mails which are correctly predicted 
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as spam (TP), the number of spams which are predicted as non-spam (FN), the 
number of normal e-mails which are predicted as non-spam (TN) and the number of 
normal e-mails which are predicted as spam (FP).  

Table 2. Selected Features for MLP Classifier 

 

Table 3. ROC report of intrusion detection system using MLP classifier on KDD 99 

Method AUC 
(%) 

95% of CI 
(%) 

AUC 
(SdErr) 

P-Value CPU Time 
(S) 

MLP 
(GSA)  

100 100 0 <0.001 0.005 

GA  99 

PCA 99.23 

GQPSO 96.40 

QPSO 97.77 

IG 98 

In Equation 12,  is 0.2. The results of our system show that the fitness function 
proposed in GSA is equal to 100; for measuring performance of intrusion detection 
system in this paper, 10 runs are used to measure the performance. In fact, in any 
iteration, corrected data were used for training; while the original data are used for 
testing. MLPNN classifies the testing emails into the attack or normal classes.  

Note that the number of nodes equals to the size of input vector. In this study, an 
input vector is collected from a set of “0” and “1”. The nodes of hidden layer are 
tested from 3 to 15. Output layer followed two nodes; first node indicates attack class 
and second node is normal class. The transfer functions of hidden layer and output 
layer are ‘tansig’ and ‘purelin’, respectively. While the training function is ‘trainlm’ 
and the performance function is MSE. The network is trained for a maximum of 60 
epochs to 0.01 of error goal. Additionally, the small evaluation fitness allows 
classifier to have reliable and better results. In addition; this value reduces errors in 
comparison with other algorithms.  Note that table 3 shows the result of feature 
selection based on BGSA under MLP classifier on KDD 99 dataset that is run more 
than 10 times. According to this table, the BGSA and MLP results in this study are 
more reliable than the previous studies. Moreover, during this study, the number of 

Feature Description

destination bytes: number of bytes received by the source host
from the destination host
dst_host_same_srv_rate: % of connections to same service ports
from a destination host
source bytes: number of bytes sent from the host system to the
destination system
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the features selected for MLP classifier reduces from 41 to 3 in Table 2; while the 
number of the features of another study are between 12-41 features [3, 5, 6, 7, 9]. 

Table 3 explains that BGSA is more precise in feature selection and has an 
efficient performance comparing with other classifiers and some algorithms such as 
GA, PCA, GQPSO and QPSO [3, 5, 6, 7, 9]. Fig. 2 and Fig. 3 show the performance 
of BGSA based on MLP classifier. Based on Fig 3, the proposed detection system not 
only increase accuracy but decrease high-dimensionality and miss rate.  

 

Fig. 2. Training and testing regression of MLP classifier 

 

Fig. 3. ROC curve based on MLP classifier 

During the testing result in the detection system, the performance measurement is a 
necessary requirement that evaluates the accurate of detection system as well as the 
CPU time. In this important aspect, the number of features can change this time. Each 
detection system tries to decrease this time by decreasing the number of irrelevant 
features. Hence, the evolution of performance is applied to consider how the 
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irrelevant features affect the CPU time during feature selection and detection process. 
Thus, The CPU time, on the opposite, conducted to consider the impact of the number 
of features on the performance and computational cost. The time and cost are different 
with changing the number of features. Table 3 shows the CPU time of classification 
process for BGSA using MLP classifier.  

4 Conclusion  

In this paper, a BGSA algorithm as a feature selection method together with MLP-
based classifier in order to design an intrusion detection system that is able to 
decrease irrelevant features during the feature selection phase and make binary input 
vectors of classifier for higher rate of classification accuracy. This study compares the 
result of proposed system with another system, which applied PSO, GA, QPSO, 
GQPSO and PCA algorithm as a feature selection method, and indicates better 
computational performance and higher accuracy. The success of GSA in comparison 
with other algorithms is to explore and exploit efficiently without getting fixed in 
local optimum.  
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Abstract. This paper deals with the problem of signal recovery which is
formulated as a l0-minimization problem. Using two appropriate contin-
uous approximations of l0 − norm, we reformulate the problem as a DC
(Difference of Convex functions) program. DCA (DC Algorithm) is then
developed to solve the resulting problems. Computational experiments
on several datasets show the efficiency of our methods.

Keywords: Compressed Sensing, Sparse Recovery, l0 −norm, DC Pro-
gramming, DCA.

1 Introduction

Compressed Sensing or Compressive Sensing (CS) which was introduced by
Donoho [9] and Candes et al. [5] is an emerging area having significant interest
in data analysis. It can be used for compressing higher dimensional data sets to
lower dimensional ones for data analysis, signal processing and feature selection
applications. Since CS was introduced, it is applied in various fields including
radar imaging, signal extraction, aerial laser scanning, medical imaging, surface
metrology, through wall radar imaging, space based imaging, ground penetrat-
ing radar imaging in archeology, geophysics, oil-exploration, landmine detection,
forensics, civil engineering, etc.

Let us firstly give some basic definitions and notations in CS. For a complete
study of CS the reader is referred to [8] and the references therein. We rely on
a signal representation in a given basis {ψi}ni=1 for IRn. Every signal x ∈ IRn is

representable in terms of n coefficients {θi}ni=1 as x =
n∑

i=1

ψiθi. Arranging the

ψi as columns into the n × n matrix Ψ and the coefficients θi into the n × 1
coefficient vector θ, we can write that x = Ψθ, with θ ∈ IRn. In a general setting,
we refer to Ψ as the sparsifying dictionary [8].

A vector x ∈ IRn is called k − sparse in the basis or frame Ψ if there exists
a vector θ ∈ IRn with only k � n nonzero entries such that x = Ψθ. The set of
indices nonzero entries is called the support of θ and denote it by supp(θ).

If a signal is not sparse itself, we can sparsify it by choosing an appropriate
representation system. There exist various well known transforms to sparsify a
signal, for example Fourier, Cosine, wavelet, curvelet,...

A. Selamat et al. (Eds.): ACIIDS 2013, Part II, LNAI 7803, pp. 387–397, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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The research in CS can be classified into two major contribution areas. The
first one consists of the theory and applications related to finding a sensing
matrix A to ensure that it preserves the information of the signal x. The second
area includes reconstruction techniques for recovering the original sparse signal
x from its measurement y = Ax via a sensing matrix A.

In this paper, we consider the problem of sparse signal recovery. Suppose that
the signal x is already sparse. The problem can be stated as follows. Given a
sensing matrix A ∈ IRm×n (m << n) and a measurement vector y = Ax ∈ IRm.
We are to recover the sparse signal x ∈ IRn.

Since the linear system y = Ax is highly underdetermined, and has therefore
infinitely many solutions, the recovery sparse signal can be seen as finding mu-
tually the sparsest signal x being consistent with its measurement. This leads to
solving the �0-minimization problem:

(P ) α := min {||x||0 : Ax = y, x ∈ IRn} , (1)

where ‖x‖0 = #{i : xi �= 0, i = 1, . . . , n} is the sparsity of x.
An alternative version of (P), due to the hight underdetermination of the

linear system y = Ax, can be formulated as follows: finding a sparse signal
vector x which is as consistent with y as possible according to the square error
criterion. Then the resulting optimization problem is written as

(Pρ) αρ := min
{
‖Ax− y‖2 + ρ‖x‖0 : x ∈ IRn

}
. (2)

where ρ > 0, called the regularized parameter, represents a tradeoff between
error and sparsity.

It is well known that the problem of minimizing the zero-norm is NP-Hard
([1]). In the literature, several works in convex and nonconvex optimization ap-
proaches have been developed for solving the optimization problems dealing with
�0 norm in various contexts that include sparse signal recovery and feature se-
lection. Three of the best known strategies using convex approaches consist in
discarding the �0 term and adding the �1-norm (see, e.g. [19]) or the �2- norm
(see, e.g. [12]) or the both (see, e.g. [22]) to least-squares loss function. At the
same time, nonconvex continuous approaches were extensively developed in the
contex of feature selection in which the �0 term ‖x‖0 is approximated by a non-
convex function. Several approximations have been proposed. The first is concave
exponential approximation developed in [2]. Lately, other very used approxima-
tions are Smoothly Clipped Absolute Deviation (SCAD) ([11]), the logarithmic
approximation of Weston et al. [21], and the piecewise concave approximation
proposed by Le Thi et al. in [16]. A common point of these approximations is that
the resulting optimization problems are all DC (Difference of Convex functions)
programs and thereby one can investigate DCA, an efficient method in noncon-
vex programming framework for solving them. Works in this direction can be
found in [2] where the authors proposed SLA (Successive Linear Approximation)
algorithm, is a special version of DCA, for solving the resulting problem with
concave exponential approximation, in ([7]) where Candes et al. developed a log
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penalty method using the logarithmic approximation (this algorithm is known
under the name “reweighted �1 minimization”) and in [16,17] where Le Thi et
al. proposed a DCA scheme for the resulting optimization problem in case of
piecewise concave approximation ([16]) and of SCAD approximation ([17]).

Motivated by the success of DCA in the previous works we propose to develop
it for sparse signal recovering. We consider the problem (Pρ) in which the �0 term
is replaced by the piecewise concave approximation ([16]) and/or the SCAD
approximation ([17]). The resulting problems are reformulated as DC programs
and then solved by DCA.

The remainder of the paper is organized as follows. DC programming and
DCA are briefly presented in Section 2. Section 3 deals with DCA for solving
the two resulting optimization problems of sparse signal recovery. Finally, com-
putational results are reported in the last section.

2 Outline of DC Programming and DCA

DC programming and DCA which constitute the backbone of smooth/nonsmooth
nonconvex programming and global optimization were introduced by Pham Dinh
Tao in a preliminary form in 1985. These tools have been extensively developed
since 1994 by Le Thi Hoai An and Pham Dinh Tao (see e.g. [13,15] and the ref-
erences therein) and become now classic and increasingly popular (see the list of
references in [14]). They address the problem of minimizing a function f which
is the difference of convex functions on the whole space IRd or on a convex set
C ⊂ IRd. Generally speaking, a DC program is an optimisation problem of the
form :

α = inf{f(x) := g(x)− h(x) : x ∈ IRd} (Pdc)

where g, h are lower semi-continuous proper convex functions on IRd. The convex
constraint x ∈ C can be incorporated in the objective function of (Pdc) by using
the indicator function on C denoted by χC which is defined by χC(x) = 0 if
x ∈ C, and +∞ otherwise.

2.1 Generic DCA Scheme

The main idea behind DCA is to replace in the DC program (Pdc), at the current
point xl of iteration l, the second component h with its affine minorization
defined by

hl(x) := h(xl) + 〈x− xl, yl〉, yl ∈ ∂h(xl)

to give birth to the convex program of the form

(Pl) inf{g(x)− hl(x) : x ∈ IRn} ⇐⇒ inf{g(x)− 〈x, yl〉 : x ∈ IRd}

whose optimal solution is taken as xl+1. The generic DCA scheme is described
as follows.
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DCA scheme
Initialization: Let x0 ∈ IRd be a best guess, l = 0.
Repeat

– Calculate yl ∈ ∂h(xl)

– Calculate xl+1 ∈ argmin{g(x)− h(xl)− 〈x− xl, yl〉 : x ∈ IRd} (Pl)

– l = l + 1

Until convergence of
{
xl
}
.

2.2 DCA’S Convergence Properties

Convergence properties of DCA and its theoretical basis can be found in ([13,15]).
For instance it is important to mention that

– DCA is a descent method without linesearch: the sequences {g(xl)− h(xl)}
is decreasing.

– If the optimal value α of problem (Pdc) is finite and the infinite sequences
{xl} is bounded, then every limit point x∗ of the sequence {xl}is a critical
point of g − h, i.e. ∂h(x∗) ∩ ∂g(x∗) �= ∅.

– DCA has a linear convergence for DC programs.

For a complete study of DC programming and DCA the reader is referred to
[13,15] and the references therein.

3 Sparse Signal Recovery by DC Programming and DCA

Before developing DCA for solving the problem (Pρ) it is important to study
the relation between the two problems (P) and (Pρ). Intuitively, if ρ decreases to

zero, we attach more importance in ‖Ax− b‖22 and it seems normal that, if xρ is

a solution of (P ρ), ‖Axρ − b‖22 decreases and xρ becomes a good approximation
of a solution of (P ). The following proposition expresses it in a rigorous way.

Proposition 1. Assume that the linear system Ax = y admits a solution. Then

1. αρ ≤ ρα, ∀ρ > 0,

2. there exists ρ0 > 0, such that αρ = ρα and (P ) and (Pρ) have the same
solution set, ∀0 < ρ ≤ ρ0.

Proof. The property 1) comes from the fact that any feasible point x of (P ) is
feasible for (P ρ) and satisfies Ax = y.
The proof of 2) can be found in [18].

We develop now DC programming and DCA for solving (Pρ) via the piecewise
concave and/or the SCAD approximation of �0-term.
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3.1 The First DCA Scheme via the Piecewise Concave
Approximation

For t ∈ IR, let η be the function defined by

η(t, λ) = 1− e−λ|t|, (3)

where λ > 0 and e denotes the base of the natural logarithm. In what follows,
for a given λ, we will use η(t) instead of η(t, λ).

The piecewise concave approximation of �0-norm given in [16] is the follow-

ing: ‖x‖0 �
n∑

i=1

η(xi). It is easy to see that η(t) is a DC function of the form

η(t) = g1(t)− h1(t), where

g1(t) = λ|t|; h1(t) = λ|t| − 1 + e−λ|t|. (4)

Hence the resulting problem of (Pρ) via this approximation can be written as a
DC program (with γ := 1/ρ):

min
x∈IRn

{
F1(x) = G1(x)−H1(x) :=

(
γ

2
‖Ax− y‖2 +

n∑
i=1

g1(xi)

)
−

n∑
i=1

h1(xi)

}
(5)

where G1(x) :=
γ

2
‖Ax− y‖2 +

n∑
i=1

g1(xi), and H1(x) :=

n∑
i=1

h1(xi) (6)

are clearly convex functions. Hence, according to the generic DCA scheme, ap-
plying DCA on (5) amounts to computing the two sequences {vl} and {xl} such
that vl ∈ ∂H1(x

l) and xl is a solution to the next convex program

min

{
γ

2
‖Ax− y‖2 +

n∑
i=1

g1(xi)− 〈vl, x〉 : x ∈ IRn

}
. (7)

By introducing a new variable u ∈ IRn, we reformulate (7) in an equivalent form

min
x,u

{
γ

2
‖Ax− y‖2 +

n∑
i=1

ui − 〈vl, x〉 : λxi ≤ ui, −λxi ≤ ui, ∀i = 1, . . . , n.

}
(8)

which is in fact a linearly constrained convex quadratic program.

3.2 The Second DCA Scheme via a Modified SCAD Approximation

For δ > 2 and λ > 0, an alternative SCAD approximation of �0-norm is given in

[17] as following: ‖x‖0 �
n∑

i=1

φ(xi), where the function φ(t) is defined by

φ(t) =

{
λt if 0 ≤ t ≤ λ, − t2−2δλt+λ2

2(δ−1) if 0 ≤ t ≤ δλ, (δ+1)λ2

2 if t ≥ δλ,

φ(−t) if t < 0.
(9)
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It is easy to see that φ(t) can be expressed as a DC function of the form φ(t) =
g1(t)− h2(t), where the function h2(t) is given by:

h2(t) =

{
0 if 0 ≤ t ≤ λ, − (t−λ)2

2(δ−1) if 0 ≤ t ≤ δ, λt− (δ+1)λ2

2 if t ≥ δλ,

h2(−t) if t ≤ 0
(10)

which is clearly convex, and g1 is already defined in (4).
So the resulting problem of (Pρ) via this approximation is written as:

min
x∈IRn

{
F2(x) :=

γ

2
‖Ax− y‖2 +

n∑
i=1

(g1(xi)− h2(xi)) : x ∈ IRn

}
. (11)

Similar to F1, we can express F2 as a DC function of the form

F2(x) := G1(x) −H2(x), H2(x) :=

n∑
i=1

h2(xi) and G1 is given in (6). (12)

Hence, applying DCA to (11)-(12) amounts to computing the two sequences {xl}
and {vl} such that vl ∈ ∂H2(x

l) and {xl} solves the convex program (8).

3.3 Algorithms

We can now describe in detail the two DCA schemes for solving the sparse signal
recovery problem (Pρ).

DCA-1: DCA applied to (5) (piesewise concave approximation of �0-norm).
Initialization Let τ be a tolerance sufficiently small, set l = 0. Choose x0 ∈ IRn.
Repeat

– Step 1. Compute vl ∈ ∂H1(x
l) as follows:

vli = αλ(1 − ε−λxl
i) if xl

i ≥ 0, −αλ(1 − ελx
l
i) if xl

i < 0, ∀i = 1, . . . , n. (13)

– Step 2. Solve the program quadratic (8) to obtain xl+1.
– Set l = l + 1.

Until ‖xl+1 − xl‖ ≤ τ(‖xl‖+ 1).

DCA-2: DCA applied to (11) (SCAD approximation of �0-norm).
Apply DCA-1 in which Step 1 is replaced by
Step 1. Compute vl ∈ ∂H2(x

l) as follows:

vli =

{
0 if − λ ≤ xl

i ≤ λ, xi−λ
(δ−1) if λ ≤ xl

i ≤ δλ, xi+λ
(δ−1) if δλ ≤ xl

i ≤ −λ,
λ if xi > δλ, −λ if xi < −δλ, ∀i = 1, . . . , n.

(14)

Theorem 1. (Convergence properties of DCA)
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(i) DCA-1(resp. DCA-2) generates a sequence {xl} such that the sequence
{F1(x

l)} (resp. {F2(x
l)}) is monotonously decreasing.

(ii) the two algorithms DCA-1 and DCA-2 have a linear convergence.
(iii) The sequence {xl} generated by DCA-1 (resp. DCA-2) converges vers a

critical point of F1 := G1 −H1 (resp. F2 := G1 −H2).

Proof: (i) - (iii) are direct consequences of the convergence properties of general
DC programs.

4 Experiments and Results

Our algorithms were developed in Visual C++ 2008, and performed on a PC
Intel Core(TM)2 Quad CPU Q9505, 2.83 GHz and 4GB RAM. CPLEX 12.3
was used for solving the quadratic program (8). Numerical experiments were
performed on 5 datasets (Prb1 − Prb5) taken from well known toolbox Sparco
([20]).

For DCA-1 and DCA-2, the regularized parameter ρ is chosen in the set of val-
ues {0.0001; 0.0005; 0.001; 0.005; 0.01; 0.05; 0.1; 0.5; 1; 1.5; 2; 2.5; 5} while the pa-
rameter of l0 approximation λ (resp. δ) is taken from the set
{0.5; 1; 1.5, 2; 2.5; 3; 3.5} (resp. {4; 16; 25}). We stop DCA-1/DCA-2 with the
tolerance τ = 10−4.

We compare our algorithms with 4 other ones: GPSR (Gradient Projection for
Sparse Reconstruction) ([10]) and 3 algorithms L1eq ([3]), L1qc ([4]), L1dantzig
([6]) of l1 − magic package. All these 4 algorithms deal with the problem of
sparse signal recovery using l1 − norm.

MSE (Mean Square Error) was used to compare the performances of algo-
rithms. MSE is one of many ways to quantify the difference between values
implied by an estimator and the true values of the quantity being estimated.
The MSE is defined by: MSE = ||x0 − x||2/n. In Table 1, the MSE and zero-
norm of reconstructed signal of each algorithm are reported (we note NA when
an algorithm does not furnish a solution).

Table 1. Comparison of algorithms

DCA-1 DCA-2 GPSR L1dantzig L1qc L1eq

Prb1 ‖x‖0 601 617 89 393 517 NA
(‖x0‖0 = 4) MSE 0,330 0,522 2,069 0,699 0,421 NA

Prb2 ‖x‖0 71 71 67 735 71 71
(‖x0‖0 = 71) MSE 0,002 0,002 0,078 0,002 0,002 0,002

Prb3 ‖x‖0 268 252 42 290 NA NA
(‖x0‖0 = 63) MSE 0,020 0,015 0,022 0,018 NA NA

Prb4 ‖x‖0 521 542 468 445 NA NA
(‖x0‖0 = 191) MSE 0,000 0,001 0,025 0,013 NA NA

Prb5 ‖x‖0 12 14 208 1024 NA NA
(‖x0‖0 = 12) MSE 8,4E-01 6,7E-01 7,7E+01 8,0E-01 NA NA
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In Figure 1 - Figure 5, we report the comparative results of all algorithms on
each data (Prb1 − Prb5). Each figure contains: (a)-The original signal and re-
constructed signal by DCA-1, DCA-2, GPSR and L1Dantzig (L1Dantzig usually
gives best results out of 3 algorithms of l1−magic); (b)-The enlargement of the
image (a) at red circle; (c)-Coefficients of original signal and reconstructed sig-
nals by DCA-1, DCA-2 and (d)-Coefficients of original signal and reconstructed
signals by GPSR and L1Dantzig.

Fig. 1. Comparative result on Prb1

Fig. 2. Comparative result on Prb2

From the computational results, we observe that

– In many problems, L1eq and L1qc can not furnish a solution while our
algorithms always give a solution.

– In most of case (4 out of 5), our algorithms give better results of MSE than
GPSR, L1eq, L1qc, L1dantzig. For the dataset Prb2, we obtain the same
MSE as L1eq, L1qc, L1dantzig.

– The recovered signal obtained with DCA-1/DCA-2 is the closest one to the
original signal and coefficients vector.
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Fig. 3. Comparative result on Prb3

Fig. 4. Comparative result on Prb4

Fig. 5. Comparative result on Prb5

Conclusion. In this paper, we have proposed a efficient continuous nonconvex
optimization approach based on DC programming and DCA for the problem of
signal recovery. Using two appropriate approximation functions of zero-norm, we
formulated the problem as a DC program and then developed DCA to solve the
resulting programs. Numerical results on several datasets of well known toolbox
Sparco showed the effectiveness of the DCA based schemes.
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Université de Rouen (1997)

14. Le Thi, H.A.: DC programming and DCA,
http://lita.sciences.univ-metz.fr/~lethi/english/DCA.html

15. Le Thi, H.A., Pham Dinh, T.: The DC (difference of convex functions) Program-
ming and DCA revisited with DC models of real world nonconvex optimization
problems. Annals of Operations Research 133, 23–46 (2005)

16. Le Thi, H.A., Le Hoai, M., Van Nguyen, V., Pham Dinh, T.: A DC Programming
approach for Feature Selection in Support Vector Machines learning. Journal of
Advances in Data Analysis and Classification 2(3), 259–278 (2008)

17. Le Thi, H.A., Van Nguyen, V., Ouchani, S.: Gene Selection for Cancer Classification
Using DCA. In: Tang, C., Ling, C.X., Zhou, X., Cercone, N.J., Li, X. (eds.) ADMA
2008. LNCS (LNAI), vol. 5139, pp. 62–72. Springer, Heidelberg (2008)

18. Thiao, M.: Approches de la programmation DC et DCA en Data mining, Thèse de
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Abstract. Efficient design of wireless networks is a challenging task. Recently,
the concept of cross-layer design in wireless networks has been investigated ex-
tensively. In this work, we present a cross-layer optimization framework, i.e.,
joint rate control, routing, link scheduling and power control for multi-hop time
division multiple access (TDMA) networks. In particular, we study a central-
ized controller that coordinates the routing process and transmissions of links
such that the network lifetime is maximized. We show that the aforementioned
design can be formulated as a mixed integer-linear program (MILP) which has
worst case exponential complexity to compute the optimal solution. Therefore,
our main contribution is to propose a computationally efficient approach to solve
the cross-layer design problem. Our design methodology is based on a so-called
Difference of Convex functions algorithm (DCA) to provide either optimal or
near-optimal solutions with finite convergence. The numerical results are encour-
aging and demonstrate the effectiveness of the proposed approach. One of the
advantages of the proposed design is the capability to handle very large-scale
problems which are the usual scenarios encountered in practice.

Keywords: Cross-layer optimization, TDMA, DCA.

1 Introduction

Wireless networks have recently emerged as essential means of communications to pro-
vide reliable data communication among many users. In such networks, random de-
ployment and mobility of wireless nodes possibly result in scenarios when the traffic
source nodes are far away from their corresponding destination nodes. Therefore, multi-
hop transmission is necessary where nodes can forward other nodes’ information. Due
to interference between links, in this research, we adopt time division multiplexing
(TDM) to allocate transmission rights to wireless links. It should be noted that the op-
timal scheduling problem in TDMA-based networks is NP-complete [18] and can be
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usually reformulated as some sort of vertex coloring problems in graph theory [4]. Fur-
thermore, in a multi-hop network, power allocation, link scheduling, routing, and rate
control interact with each other. Thus, not only the design of medium access control
(MAC) schemes is of concern but also a cross-layer design across all layers is impor-
tant (see, e.g., [12] for an overview). Such a design methodology is shown to outper-
form the method of designing each layer by itself. Recently, cross-layer optimization
with different design objectives and constraints has received much attention from the
academia [7], [5], [1], [3].

In this work, we consider a cross-layer design problem to allocate time and power re-
sources to links in an interference-limited wireless network. Since each energy-limited
node either generates or relays information that needs to be communicated to a base sta-
tion, we aim at maximizing the network lifetime. The network lifetime is defined as the
earliest time when the first node dies. We show that the proposed design can be formu-
lated as a mixed integer-linear program (MILP) which is computationally intensive, es-
pecially for large-scale settings. By employing the exact penalty method, we first show
that the proposed MILP can be equivalently recast as a concave minimization problem.
Essentially, we show that even when binary variables are relaxed as continuous ones,
optimality is still be preserved. Next, we reformulate the concave minimization problem
in the form of a DC (Difference of Convex functions) program that consists of mini-
mizing a DC function on the whole space. We propose a technique which combines DC
Algorithm (DCA) and the traditional branch and bound (BnB) to solve the resulting
DC problem. Generally, DCA has linear convergence and achieves near-optimal solu-
tion. One of the powerful and distinct advantage of the proposed approach compared
to global optimization techniques is its ability to solve very large-scale problems. The
preliminary computational results are very encouraging and demonstrate the effective-
ness of the proposed method. To the best of our knowledge, the proposed mathematical
approach is the first of its kind in the areas of wireless communications and networking.

Cross-layer design in wireless networks over physical and MAC layers has been
well-studied. For example, [6] computes the joint link scheduling and power control to
reduce the power consumption for ad hoc networks. In this research, we consider the
system and interference model as in [13, 15]. [15] presents a joint link scheduling and
power control scheme for TDMA-based networks. Moreover, routing is assumed to be
fixed and the network throughout, i.e., sum of links’ throughput instead of the network
lifetime is maximized. A heuristic polynomial time algorithm to solve the proposed
MILP is presented. However, its performance is inferior to that of the optimal one. Our
proposed formulation can be seen as an extension to the work in [15] where we also
incorporate rate control, routing and network lifetime maximization with quality-of-
service (QoS) constraints on the end-to-end flows.

Optimal TDMA scheduling to maximize the average transmission rate or to min-
imize the cross-link interference given fixed link transmission powers is considered
in [14]. Unsurprisingly, the resulting formulation is also a MILP but no efficient solu-
tion approaches are proposed. However, none of the aforementioned papers consider
network lifetime or routing. In [19], the authors investigate the tradeoff between energy
consumption and performance in wireless sensor networks. Specifically, the interaction
between network lifetime maximization and rate allocation is studied.
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Usually, the routing algorithms in wireless networks try to minimize the total energy
consumption which may cause some particular nodes run out of energy quickly. There-
fore, network lifetime maximization-based routing is a good candidate to prolong the
network operation [2,13]. In [2], the proposed algorithm computes the routes and power
levels to maximize the network lifetime. Only local information on the network condi-
tion is required, and thus, distributed implementation is possible. Similarly, in [13], a
cross-layer design across physical, MAC and routing layers is proposed where each link
is able to vary its transmission rate and power. Moreover, a distributed joint routing and
MAC scheme is presented in [8] to maximize the lifetime of wireless sensor network.

2 System Description and Assumptions

Consider a multi-hop network with node set N . Uplink transmission is assumed where
there is one common traffic destination (not included inN ) for all the nodes which does
not have any traffic to other nodes. One example of the traffic destination is the traffic
sink in a wireless sensor network. Each node n ∈ N generates traffic at a rate rn. rn is
a integer number of unit rate, and is required to be no less than a minimal value rmin

n .
Let L denote the set of unidirectional links; bidirectional links can be represented by
two unidirectional links.

In a multi-hop network, links contend and/or interfere with each other. So it is ob-
vious that it may not be feasible to allow all the links to transmit at the same time.
In addition, since each node cannot transmit and receive simultaneously, its outgoing
and incoming links cannot be active at the same time. Further, in a unicast network, a
transmitter cannot transmit data to more than one receivers. In addition, any two simul-
taneous transmissions with a common receiver are not allowed due to collision in packet
reception. In TDMA-based transmission, time is partitioned into fixed-length frames,
and each frame is further divided into T time slots. The resource allocation in a frame
is the same as those in other frames. In each frame, a node may need to transmit in one
or more slots for its own traffic and/or relay traffic from other nodes. If a node transmits
in a slot, while its transmission power can be varied from [0, Pmax], its transmission
rate is fixed at a unit rate. In the TDMA-based network, a channel is specified by two
elements (j, l), j ∈ J , l ∈ L, where J = {1, 2, ..., J}. For the channel, the resource
allocation is denoted by (slj , P

l
j ), where slj = 1 means link l is active at slot j while

slj = 0 otherwise, and P l
j > 0 denotes the transmission power of link l at slot j if

slj = 1, P l
j = 0 otherwise. At each node, the difference of its outgoing traffic and its

incoming traffic should be the traffic generated by itself, i.e.,

∑
l∈O(n)

J∑
j=1

slj −
∑

l∈I(n)

J∑
j=1

slj = rn, n ∈ N (1)

where O(n) and I(n) are the set of outgoing links and incoming links at node n, re-
spectively. The values of sn for the non-source nodes are set to zero, or equivalently all
the traffic entering such nodes must be routed.
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The initial energy supply at node n is denoted as En. Obviously, we should have

[ ∑
l∈O(n)

J∑
j=1

P l
j +

∑
l∈I(n)

J∑
j=1

εls
l
j

]
· Tn ≤ En. n ∈ N (2)

where εl denote the energy needed to receive a unit of traffic over link l, Tn is the
lifetime (unit: number of frames) of node n. In this energy model, we assume that
transmit power is the dominant source of energy consumption at the transmitter.

In this research, the QoS requirement of each node should be guaranteed during the
network lifetime. Thus the network lifetime denoted T is to the moment when any node
dies. Specifically, T = minn∈N Tn.

Interference relations among the nodes and/or links can be modeled in various ways,
for example by using contention-based model [3, 8, 19] or the signal-to-interference-
plus-noise-ratio (SINR)-based model [13, 15] in which the latter is adopted in this re-
search. Specifically, if the link l ∈ L is active at slot j (i.e., slj = 1), the following
inequality should hold so as to guarantee the transmission quality of the link

SINRl
j =

P l
jhll∑

k 	=l P
k
j hkl + ηl

≥ γth (3)

where SINRl
j is the SINR for link l at slot j, hkl is the path gain from the transmitter

of link k to the receiver of link l, ηl is the noise power at receiver of link l, and and γth

is the required SINR threshold for accurate information transmission. We assume that
all wireless nodes are low-mobility devices and/or the topology of the network is static
or changes slowly allowing enough time for computing the new scheduler. An example
of such networks is a wireless sensor network for environmental monitoring with fixed
sensor locations. In this case, the need for distributed implementation is not necessary.

3 The Cross-Layer Optimization Framework

In this section, we propose a joint power allocation, link scheduling, routing and rate
control framework to maximize the lifetime of the network. From the preceding discus-
sions, the lifetime maximization cross-layer design problem can be posed as

max
P l

j , s
l
j , T

T (4)

[ ∑
l∈O(n)

J∑
j=1

P l
j +

∑
l∈I(n)

J∑
j=1

εls
l
j

]
· T ≤ En, n ∈ N (5)

∑
l∈O(n)

J∑
j=1

slj −
∑

l∈I(n)

J∑
j=1

slj = rn, n ∈ N (6)

rn ≥ rmin
n , n ∈ N (7)
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∑
l∈I(n̂)

J∑
j=1

slj =
∑
n∈N

rn (8)

∑
l∈O(n)

slj +
∑

l∈I(n)
slj ≤ 1, ∀n ∈ {N ∪ n̂}, j=1, . . . , J (9)

hllP
l
j ≥ γth

∑
k 	=l

P k
j hkl + γthηl +D(slj − 1), ∀l ∈ L, j = 1, . . . , J (10)

0 ≤ P l
j ≤ Pmaxs

l
j , ∀l ∈ L, j = 1, . . . , J (11)

slj ∈ {0, 1}, ∀l ∈ L, j = 1, . . . , J (12)

where n̂ denotes the common sink node for all data generated in the network,D is a very
large positive constant. The objective function is the network lifetime. Constraints (5)
require that the total energy consumed during the network lifetime for each node must
be less than the available energy. 1 Constraints (6) ensure that the data generated by
source nodes are routed properly. Constraints (7) guarantee that the rate for each node
is no less than a minimum rate. The minimum rates are possibly different for nodes and
are usually determined by the network QoS. Nodes which do not generate traffic have
rn = rmin

n = 0. Constraint (8) is the flow conservation at the traffic destination for all
the sources. Constraints (9) state that a node can not receive and transmit simultaneously
in one particular time slot. Constraints (10) make sure the SINR requirement is met: if
a link l is active in time slot j, then the SINR at receiver of link l must be larger than
the given threshold γth which also depends on the system implementation. Constraint
(10) is automatically satisfied if link l is not scheduled in time slot j. Constraint (11)
states that if a link l is scheduled for time slot j, i.e., slj = 1, then the corresponding
power value P l

j must be less than Pmax. Otherwise, P l
j obviously equals to zero. We

also impose binary integer constraints on slj . With q = 1
T , the problem becomes

min
P l

j , s
l
j , q

q (13a)

∑
l∈O(n)

J∑
j=1

P l
j +

∑
l∈I(n)

J∑
j=1

εls
l
j ≤ q.En, n ∈ N (13b)

The constraints in (6)–(12). (13c)

It can be seen that the cross-layer optimization problem (13a)–(13c) belongs to a class
of well-known mixed-integer linear programs (MILPs). The combinatorial nature of
the optimization (13a)–(13c) is not surprising and it has been shown in some previous
works, albeit with different objective functions and formulations [4, 13, 15]. Theoret-
ically, MILPs are NP-hard which is clearly inviable for practical scenarios when the
dimension is large. The cross-layer optimization problem (13a)–(13c) has worst case

1 We have assumed that the destination node is endowed with unlimited-energy.
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exponential complexity when BnB methods are used to compute the solution. More-
over, when modeling practical networks and depending on the number of links, nodes
and time slots, problem with large sizes may arise. As a result, it is extremely difficult
to schedule links optimally. Most research in literature is based on heuristic at the cost
of performance degradation, for example, see [4, 6, 15]. Here, we propose a method
to solve the problem(13a)–(13c) efficiently. We first apply the theory of exact penal-
ization in DC programming [10] to reformulate the MILP as that of minimizing a DC
function over a polyhedral convex set. The resulting problem is then handled by DCA.
The mentioned approach has been applied successfully in several large scale problems
(see [9, 11, 16, 17] and reference therein). The details are provided in the following
section.

4 An Efficient Algorithm for Near-Optimal Link Scheduling

By using an exact penalty result, we can reformulate the aforementioned MILP (13a)–
(13c) in the form of a concave minimization program. The exact penalty technique aims
at transforming the original MILP into a more tractable equivalent problem in the DC
optimization framework. Let S be the feasible set of the problem MILP (13a)–(13c). For
notational simplicity, we group all the power variables and link scheduling variables
in column vectors P = [P 1

1 , . . . , P
J
1 , P

1
2 , . . . , P

J
L ]

T , s = [s11, . . . , s
J
1 , s

1
2, . . . , s

J
L]

T

respectively where T denotes the transpose operator. We denote a new set K :=
{(P, s, q) ∈ S : s ∈ [0, 1]LJ}, and assume that K is a nonempty, bounded polyhe-
dral convex set in R

LJ × R
LJ × R. The cross-layer optimization problem (13a)–(13c)

can be expressed in the general form:

(Popt, sopt, qopt) = argmin
{
q : (P, s, q) ∈ S, s ∈ {0, 1}LJ

}
. (14)

Consider the function p(P, s, q) defined by p(P, s, q) =
∑

l∈L, j∈J min{slj , 1 − slj}.
It is clear that p is concave and finite on K , p(P, s, q) ≥ 0 for all (P, s, q) ∈ K , and{
(P, s, q) ∈ S : s ∈ {0, 1}LJ

}
=
{
(P, s, q) ∈ K : p ≤ 0

}
. Hence problem (14) can

be rewritten as (Popt, sopt, qopt)=argmin
{
q : (P, s, q) ∈ K, p(P, s, q) ≤ 0

}
.

The following theorem is in order.

THEOREM 1: (Theorem 1, [10]) Let K be a nonempty bounded polyhedral convex set,
f be a finite concave function on K and p be a finite nonnegative concave function on
K . Then there exists t̃0 ≥ 0 such that for t̃ > t̃0 the problem (Pt) α(t) = min

{
f(x)+

t̃p(x) : x ∈ K
}

and (P ) α = min
{
f(x) : x ∈ K, p(x) ≤ 0

}
have the same optimal

value and the same solution set.
Furthermore, if the vertex set of K , denoted by V (K), is contained in x ∈ K :

p(x) ≤ 0, then t̃0 = 0. If p(x) > 0 for some x in V (K), then t̃0 = min
{

f(x)−α(0)
S0

:

x ∈ K, p(x) ≤ 0
}

, where S0 = min
{
p(x) : x ∈ V (K), p(x) > 0

}
> 0.

PROOF: The proof for the general case can be found in [10].
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From Theorem 1 we get, for a sufficiently large number t̃ (t̃ > t̃0), the equivalent
concave minimization problem to (4)

min :
{
q + t̃p(P, s, q) : (P, s, q) ∈ K

}
= min :

{
g(P, s, q)− h(P, s, q)

}
(15)

where g(P, s, q) = XK(P, s, q), h(P, s, q) = −q − t̃
∑

l∈L, j∈J min{slj, 1 − slj}, and
XK(P, s, q) is 0 if (P, s, q) ∈ K , otherwise +∞ (the indicator function of K).

We have successfully transform an optimization with integer variables into its equiv-
alent form with continuous variables. Now, we investigate a DC programming approach
for solving (15). A DC program is that of the form

α := min
{
f(x) := g(x) − h(x) : x ∈ Rn

}
(16)

with g, h being lower semi-continuous proper convex functions on Rn, and its dual is
defined as

α := min
{
h∗(y)− g∗(y) : y ∈ Rn

}
(17)

where g∗(y) := max{xT y − g(x) : x ∈ Rn} is the conjugate function of g.
Based on local optimality conditions and duality in DC programming, the DCA con-

sists in the construction of two sequences {xk} and {yk}, candidates to be optimal
solutions of primal and dual programs respectively, in such a way that {g(xk)−h(xk)}
and {h∗(yk)−g∗(yk)} are decreasing and their limits points satisfy the local optimality
conditions. The idea of DCA is simple: each iteration of DCA approximates the con-
cave part −h by its affine majorization (that corresponds to taking yk ∈ ∂h(xk)) and
minimizes the resulting convex function.

Generic DCA scheme:
Initialization: Let x0 ∈ Rn be a best guess, 0← k.
Iteration k: Calculate yk ∈ ∂h(xk) and xk+1 ∈ argmin{g(x)−h(xk)−〈x−xk, yk〉 :
x ∈ Rn} (Pk) then k + 1← k.
Termination: Convergence of xk.

Convergence properties of DCA and its theoretical basis can be found in [11, 16, 17],
for instant it is important to mention that: DCA is a descent method (the sequences
{g(xk)−h(xk)} is decreasing) without linesearch; If the optimal value of problem (16)
is finite and the infinite sequence {xk} is bounded then every limit point x∗ of {xk}
is a critical point of g − h; DCA has a linear convergence for general DC programs;
DCA has a finite convergence for polyhedral DC programs ((16) is called polyhedral
DC program if either g or h is polyhedral convex).

We now describe the DCA applied to the DC program (15). By the very first defini-
tion of h, a sub-gradient (u, v, w) ∈ ∂h(P, s, q) can be chosen

(u, v, w) ∈ ∂h(P, s, q)← ul
j = 0; vlj = t̃ if slj ≥ 0.5,

otherwise vlj = −t̃; w = −1. (18)



Cross-Layer Optimization in Multi-hop TDMA Networks 405

Algorithm 1. (DCA applied to (15)): Let ε > 0 and (P 0, s0, q0). k = 0, er = 1.
while er > ε do
-Compute (uk, vk, wk) ∈ ∂h(P k, sk, qk) via (18).

-Solve the linear program:min{−vkT s+q : (P, s, q)∈K} to obtain (P k+1, sk+1, qk+1).
-Set er = ‖(P k+1, sk+1, qk+1)− (P k, sk, qk)‖, k = k + 1.
endwhile

Regarding the complexity of the proposed DCA, besides the computation of the sub-
gradients which is trivial, the algorithm requires one linear program at each iteration
and it has a finite convergence. The linear program has polynomial complexity. The
convergence of Algorithm 1 can be summarized in the next theorem [16].

THEOREM 2: (Convergence properties of Algorithm 1)
i) Algorithm 1 generates a sequence {(P k, sk, qk)} contained in V (K) such that the
sequence {g(P k, sk, qk)− h(P k, sk, qk)} is decreasing.
ii) If at iteration r we have sr ∈ {0, 1}LJ , then sk ∈ {0, 1}LJ and f(P k+1, sk+1, qk+1)
≤ f(P k, sk, qk) for all k ≥ r.
iii) The sequence {(P k, sk, qk)} converges to {(P ∗, s∗, q∗)} ∈ V (K) after a finite
number of iterations. The point {(P ∗, s∗, q∗)} is a critical point of Problem (15). More-
over such an (P ∗, s∗, q∗) is almost always a strict local minimum of (15).
PROOF: i) is a convergence property of general DC programs ( [16, 17]) while ii) and
iii) can be deduced from Proposition 2 in [9].

Since DCA works on the continuous problem (15), its solution may not be integer,
i.e. not feasible to (MILP). For obtaining an integer solution we combine DCA with
the branch and bound method in which a lower bound is computed by solving the cor-
responding relaxed linear problem. At each iteration we restart DCA from the optimal
solution of the relaxed problem. We stop the combined algorithm when the solution
furnished by DCA is feasible to (MILP).

Algorithm 2
Set R0 := [0, 1]L×J , k := 0.
Solve the linear relaxation problem of (MILP) to obtain an optimal solution (P 0, s0, q0)
and the optimal value β(R0).
If (P 0, x0, q0) is feasible of MILP then STOP else Solve (15) by DCA from (P 0, x0, q0)
to obtain (P , x, q).
If (P , x, q) is feasible of MILP, then STOP else set ! = {Ro}, goto the iteration step.
While (stop = false) do
-Set k := k + 1 and select a rectangle Rk such that β(Rk) = min{β(R) : R ∈ !}.
-Divide Rk in to two rectangles Rk0 and Rk1 via the index j∗ such that skj∗ = max{skj :

skj /∈ {0, 1}: Rki = {s ∈ Rk : sj∗ = i, i = 0, 1}.
-For each i = 0, 1 solve the corresponding relaxed linear problem to obtain an optimal
solution (P ki , ski , qki ) and the optimal value β(Rki).
-Launch DCA from (P ki , ski , qki) to obtain (P ki , ski , qki ).
-If (P ki , ski , qki ) is feasible of MILP, then STOP else ! ← ! ∪ {Rki ; i = 0, 1} \Rk

endwhile
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5 Computational Experiments

In this section, we provide preliminary computational results of our approach. We have
coded the Algorithm 2 in C++ programming language and tested the instances using
PC Pentium 4 3GHz, 1GB RAM. CPLEX 9.1 is used to solve the linear programs.
We test several network configurations with different number of nodes, links, minimum
data rate requirements, initial energy levels and so on. The maximum transmit power is
taken to be equal to Pmax = 5. The noise variance η = −20 dB. The SNR threshold γth

equals to 10 dB. Energy consumption for receiving data εl is assumed to be insignifi-
cant. The gains for each link are computed using the path loss model as hij =

1
10 [

1
d ] for

i �= j, and hii = [ 1d ] where d is the Euclidean distance between nodes. The factor of 1
10

can be viewed as the spreading gain in a CDMA system.
In Table 1 we report the comparative results between Algorithm 2 and the CPLEX

code applied to MILP. We use the following notations: N : the number of nodes in the
network; L: the number of links; J : the number of time slots; VarC: the number of
continuous power variables q, P l

j , j = 1, . . . , J, l = 1, . . . , L; VarB: the number
of binary scheduling variables slj , j = 1, . . . , J, l = 1, . . . , L; Con: the number of
constraints in the optimization problem (4)–(12); Value: the computing objective value
(q = 1

T ); CPU: the computing time given in seconds; iter: the number of iterations of
Algorithm 2. It is shown in the table that our proposed DCA achieves optimal solutions
for six testing instances and near-optimal solutions for the others. In all the cases, the
computational time for DCA-BnB is much less than that of CPLEX. The ability to han-
dle very large-scale problems make our proposed method implementable for practical
networks.

Table 1. Comparative results between DCA and CPLEX code

No Data Algorithm 2 CPLEX
N L T VarC VarB Con Value CPU iter Value CPU

01 4 6 12 73 72 199 0.014142 0.156 04 0.014142 0.01
02 5 8 10 81 80 219 0.016900 0.078 01 0.012071 4865.47
03 6 9 10 91 90 251 0.016971 0.468 10 0.016971 167.45
04 6 10 10 101 100 271 0.013553 0.062 01 0.013553 903.38
05 6 10 10 101 100 271 0.008944 1.328 25 0.008944 0.01
06 7 10 10 101 100 283 0.017657 0.218 04 0.012000 4519.38
07 5 10 10 101 100 259 0.013417 0.546 09 0.013417 56.00
08 5 8 15 121 120 324 0.020241 0.390 06 0.016730 9621.15
09 6 13 10 131 130 331 0.012000 0.609 09 0.012000 850.52
10 7 14 10 141 140 363 0.017657 0.140 02 0.012000 834.22

6 Conclusion

In this paper, we have studied the cross-layer design problem in an interference-limited
TDMA wireless network. We have shown that the problem can be formulated as a
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mixed-integer linear program. It was then reformulated as DC program and solved by
DCA. DCA is original because it gives an integer solution while it works in a contin-
uous domain. Preliminary numerical results were encouraging and demonstrated the
effectiveness of the proposed method. The superior performance in terms of both com-
puted objective value and running time makes it feasible to implement the centralized
TDMA-based wireless networks. Moreover, notice that most problem formulations aris-
ing in TDMA-based networks can be formulated as some sort of MILP problems, our
proposed approach seems attractive and needs more investigation.
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Abstract. The multistage insertion formulation (MI) for the symmet-
ric traveling salesman problem (STSP), gives rise to a combinatorial
object called pedigree. Pedigrees are in one-to-one correspondence with
Hamiltonian cycles. The convex hull of all the pedigrees of a problem
instance is called the pedigree polytope. The MI polytope is as tight as
the subtour elimination polytope when projected into its two-subscripted
variable space. It is known that the complexity of solving a linear opti-
mization problem over a polytope is polynomial if the membership prob-
lem of the polytope can be solved in polynomial time. Hence the study
of membership problem of the pedigree polytope is important. A poly-
nomially checkable necessary condition is given by Arthanari in [5]. This
paper provides a counter example that shows the necessary condition is
not sufficient.

1 Introduction

The traveling salesman problem (TSP) is known to be the most studied com-
binatorial optimization problem [14]. Many well known solution methods and
heuristics such as branch and cut or simulated annealing, were first designed for
or were tested on the TSP [1]. The TSP has been modeled by different formu-
lations varying in size and in the strength of the LP relaxations [13]. The 0-1
model for the TSP given by Dantzig, Fulkerson and Johnson (DFJ) has O(n2)
variables andO(2n−1) constraints [8]. The polytope given by the LP relaxation of
the DFJ model, also known as the subtour elimination polytope (SEP), is shown
to give the tightest polytope for the TSP compared to other suggested models
when their polytopes are projected into the DFJ variable space [15] and [16].
The multistage insertion formulation (MI) for the symmetric traveling salesman
problem (STSP) has O(n3) variables and O(n2) constraints [2] and the projec-
tion of the polytope given by its LP relaxation is shown to be a subset of the
SEP [7].

It is shown in [10] that a subroutine for checking membership in a polytope
can be used a polynomial number of times to provide a separation algorithm for
the polytope. It is also shown that such a separation algorithm could be used a
polynomial number of times to solve an optimization problem over the polytope.

A. Selamat et al. (Eds.): ACIIDS 2013, Part II, LNAI 7803, pp. 409–419, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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This makes studying the complexity of the membership problem interesting. The
membership problem for the pedigree polytope is studied in [4]. The pedigree
polytope is an alternate polytope to study the symmetric TSP (STSP). How-
ever, the pedigree polytope has properties not found with respect to the STSP
polytope. A necessary condition for membership in pedigree polytope was given
in [5] and it was shown that it can be checked in polynomial time. The ques-
tion whether a counterexample exists for which the necessary condition is not
sufficient, was raised in [5]. In this paper such a counterexample is provided.

The remainder of this paper is structured as follows: Section 2 provides no-
tations and preliminaries for the MI-formulation and the polytope that then
are defined in Section 3. A multicommodity flow problem that is used to check
a necessary condition or membership in pedigree polytope, is given in Section
4. This necessary condition and some sufficient conditions for membership in
the pedigree polytope are discussed in Section 5. A counterexample for which
the necessary condition is not sufficient is given in Section 6. Lastly, Section 7
includes some conclusions and future research.

2 Notations and Preliminaries

Let Kn = (Vn, En) indicate a complete graph of n ≥ 4 vertices, where Vn =
{1, . . . , n} is the set of vertices labeled in some order, and En = {e = (i, j) | i, j ∈
Vn, i < j} is the set of edges. The cardinality of En is denoted by pn = n(n−1)/2,
and τn denotes

∑n
k=4 pk−1. Each edge e = (i, j) ∈ En is assigned a label that is

equal to lij = pj−1 + i. For a subset F ⊆ En the characteristic vector of F is
represented by xF ∈ IRpn . Assuming that edges in En are ordered in increasing
order of the edge labels, the characteristic vector xF (e) is equal to one if e ∈ F ,
and it is equal to zero otherwise.

Definition 1. Forbidden Arcs Transportation Problem (FAT): The FAT prob-
lem can be defined as a variation of a capacitated transportation problem in a
bipartite network, with some of the arcs marked as forbidden. Given positive val-
ues for the supply (demand) of each origin (destination), the FAT problem seeks
to find a feasible flow from the origins to the destinations.

Definition 2. Rigid and Dummy Arcs: Given a FAT problem, those arcs which
have the same flow in all the feasible solutions to the problem are called rigid
arcs. The rigid arcs with zero flow are called dummy arcs. Finding rigid arcs
can be done efficiently [5].

3 The Multistage Insertion Formulation (MI)

The MI-formulation is based on constructing STSP tours by sequentially in-
serting nodes into the initial tour of three nodes 1, 2 and 3. Let Tk denote a
STSP tour of nodes 1 to k, where k ≥ 3. Given graph Kn and starting with tour
T3 = [1, 2, 3, 1], nodes from 4 to n are inserted sequentially between the nodes of



The Multi-flow Necessary Condition for Membership 411

this tour until a complete tour of size n is achieved. For all 1 ≤ i < j ≤ k−1 and
4 ≤ k ≤ n, the decision variables of the MI-formulation 1, xijk , are set equal
to one if node k is inserted between nodes i and j, and zero otherwise. Let cij
be the cost of an edge (i, j) ∈ En. The insertion of some node k between nodes
i and j, would replace the edge (i, j) with two new edges of (i, k) and (j, k) in
the tour that increases the total cost of the tour by Cijk = cik + cjk − cij . The
objective function of the MI-formulation is to minimize the total incremental
cost. The MI-formulation [2] is:

min
n∑

k=4

∑
(1≤i<j≤k−1)

Cijkxijk

subject to: ∑
1≤i<j≤k−1

xijk = 1, 4 ≤ k ≤ n, (1)

n∑
k=4

xijk ≤ 1, 1 ≤ i < j ≤ 3, (2)

−
i−1∑
r=1

xrij −
j−1∑

s=i+1

xisj +

n∑
k=j+1

xijk ≤ 0, 1 ≤ i < j, 4 ≤ j ≤ n− 1, (3)

xijk ∈ {0, 1}, 1 ≤ i < j ≤ k − 1, 4 ≤ k ≤ n. (4)

Constraint (1) guarantees that each node from 4 to n is inserted in some edge.
Constraint (2) ensures that at most one node is inserted in each of the edges of T3.
Constraint (3) makes sure that a node is inserted into an edge of the subtour only
if that edge has been generated through previous insertions and is available. We
obtain the MI-relaxation problem by relaxing the integer constraint from MI-
formulation and also adding the following redundant constraint to the model.

−
i−1∑
r=1

xrin −
n−1∑

s=i+1

xisn ≤ 0, i = 1, . . . , n− 1, (5)

. Let the slack variables corresponding to MI-relaxation problem be denoted
by uij , corresponding to the inequality for edge (i, j). It is shown in [6] that
for any MI problem instance of size n, if for some i, j ∈ Vn the slack variable
uij = 1, then the edge (i, j) is present in the tour given by the optimal solution
of the problem. The polytope of MI- relaxation problem is denoted by PMI(n).
The affine transformation of PMI(n), projecting out xijk variables, is denoted
by U(n). Arthanari and Usha [6] compared U(n) with the subtour elimination
polytope SEP (n), and proved that U(n) ⊆ SEPn. Thus MI formulation is as
tight as the standard DFJ formulation and has only polynomially many con-
straints. Different formulations of TSP varying in size and in the strength of the
LP relaxations have been compared in the literature [13], [15], and [16].

1 We also use the equivalent notation xk(e) for xijk when e = (i, j) ∈ Ek−1.
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3.1 Pedigrees and the Pedigree Polytope

Given Kn = (Vn, An), a complete graph of size n, let Hn be the set of all
Hamiltonian cycles in Kn. Given some k ≥ 3, let Kk = (Vk, Ak) be a subgraph
of Kn that contains only the nodes in Vk ⊂ Vn. We use Hamiltonian cycle
Tk ∈ Hk or k-tour for a given k synonymously.

Definition 3. Pedigree: Given some 3 ≤ k ≤ n, let ek+1 be an edge of Tk

corresponding to graph Kk. The vector W = (e4, ..., en) is called a pedigree if
and only if there exists a Hamiltonian cycle Tn ∈ Hn where Tn is obtained from
T3 by a sequence of insertions such that: Tk results from the insertion of k into
ek in Tk−1,for k ∈ Vn \ V3.

Remark 1. Pedigrees are in one-to-one correspondence with Hamiltonian cycles.

Definition 4. Characteristic Vector of a Pedigree: Consider a pedigree W , with
edge ek ∈ Ek−1 being its (k − 3)rd component, for some 4 ≤ k ≤ n. We define
X = (x4, ..., xn) ∈ Bτn as the characteristic vector of W , where xk ∈ Bpk−1 is
the indicator of ek with the edge label l, such that xk is a vector that has a 1 in
lth coordinate and zeros elsewhere.

Definition 5. The Pedigree Polytope: Let Pn = {X ∈ Bτn |X be the character-
istic vector of W that corresponds to some Tn ∈ Hn}. The convex hull of Pn is
called the pedigree polytope and is denoted by conv(Pn).

Definition 6. Edge Generators: Given e = (i, j) ∈ En, G(e) is called the set of
generators of e, and it is equal to δ(i) ∩ Ej−1, if j ≥ 4, and E3, otherwise.

We say a pedigree W ′ ∈ Pk+1 is an extension of a W ∈ Pk, in case there is
an edge e ∈ Ek such that W ′ = (W, e). Notice that, given W = (e4, ..., ek) and
e ∈ Ek, (W, e) is an extension of W if and only if there exists some 4 ≤ a ≤ k,
such that ea is a generator of e.

3.2 The Membership in conv(Pn)

Given some k ≤ n and given X a feasible solution to the MI-relaxation, let X/k
indicate a solution from MI-relaxation including only nodes from 1 to k.

Definition 7. The Membership Problem: Given X and k such that X/k ∈
conv(Pk), the membership problem checks whether X/k + 1 ∈ conv(Pk+1).

It is shown in [5] that for any X ∈ PMI , given X/k ∈ conv(Pk), a necessary con-
dition for membership of X/k+1 in conv(Pk+1), is the existence of a flow equal
to one in some layered network. The network used for checking the necessary
condition is defined in [5]. The question of whether the necessary condition is
sufficient was raised in that paper as well. The algorithm for checking the neces-
sary condition and also the procedures for constructing the layered network are
illustrated through an example in [12].



The Multi-flow Necessary Condition for Membership 413

3.3 The FAT(λ) Problem

It is shown in [4] that given X/k ∈ conv(Pk), if a certain FAT problem, called
FAT(λ), is feasible then it is concluded that X/k + 1 ∈ conv(Pk+1). Given

some X ∈ PMI(n) and X/k ∈ conv(Pk), let λ ∈ R
|Pk|
+ be a weight vector

such that X/k can be written as a convex combination of Xr ∈ Pk, that is

Λk(X) = {λ ∈ R
|Pk|
+ |

∑
r∈I(λ),Xr∈Pk

λrX
r = X/k,

∑
r∈I(λ) λr = 1}, where I(λ)

is the index set of positive coordinates of λ.

Definition 8. The FAT(λ) Problem: Given some X ∈ PMI(n) where X/k ∈
conv(Pk), and given a weight vector λ ∈ Λk(X), the FAT(λ) problem is defined
with the following components: 1) A set of origin nodes {Xα|α ∈ I(λ)}, with
the supply of λα for all α. 2) A set of sink nodes {eβ ∈ Ek|xk+1(eβ) > 0}, with
demands equal to xk+1(eβ), for all β. 3) The set of arcs {(Xα, eβ) ∈ Origins ×
Sinks |Xα has a generator of eβ}.

The feasibility of the FAT(λ) problem is equivalent to having a convex combi-
nation of pedigree extensions in the form of (W, e) that satisfies all the supply,
capacity and demand restrictions imposed by X/k + 1, where W ∈ conv(Pk).
However, if for some λ the problem is not feasible, we cannot conclude that
X/k + 1 is not a convex combination of pedigrees in Pk+1 [4].

4 The Multicommodity Layered Network

Given X ∈ PMI(n), we can recursively construct the layered network Nk for
checking the necessary condition. The set of nodes in Nk corresponds to the xijk

variables in X with positive values. Nk is made up of (k − 2) layers. The set
of nodes in the (k − 3)rd layer of the network is V[k−3] = {[k : i, j]|xijk > 0}.
We start with k = 4; with the set of nodes as V[1] ∪ V[2] and arcs as A[4] =
{[4 : i, j], [5 : r, s]|(i, j) ∈ G((r, s))}, with capacity of the arc equal to the node
capacity of starting node, yielding the network N4.

We check whether this problem is feasible. If not, as we know from [3] X/5 /∈
conv(P5) and therefore X /∈ conv(P5). We stop. Otherwise we find rigid arcs in
A[4] and identify dummy arcs and discard them and update N4. Now we say N4

is well-defined. Example 1 illustrates N4 for a given X .

Example 1. Consider X ∈ PMI(10), with the following xijk values: x124 = 1,
x135 = 3/4, x145 = 1/4, x246 = 2/4, x356 = x456 = x237 = x157 = x467 =
x567 = x238 = 1/4, x148 = 2/4, x468 = 1/4, x269 = 2/4, x189 = x689 = 1/4,
x3510 = 2/4, x4710 = x6710 = 1/4. In the N4 network, we have V[1] = {[4 : 1, 2]}
and V[2] = {[5 : 1, 3], [5 : 1, 4]}. Since [4 : 1, 2] is a generator for all the nodes in
V[2], the set of arcs in N4 is A[4] = {([4 : 1, 2], [5 : 1, 3]), ([4 : 1, 2], [5 : 1, 4])}.

GivenNk−1 is well-defined, we proceed to define Nk recursively. Firstly we notice
that the node set of Nk is the union of nodes in Nk−1 and V[k−2]. Similarly the
set of arcs in Nk is the union of arcs in Nk and the arcs between layer (k − 3)
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and (k− 2), that are newly added at this stage. Now consider the links between
layers (k − 3) and (k − 2). Any link, L = (e, e′) with e ∈ V[k−3] and e′ ∈ V[k−2]

can give rise to an arc in the network Nk depending on the solution to a max
flow problem defined on a sub network derived from Nk−1 and the link L. If the
maximal flow in the sub network is zero we cannot use the link (e, e′).

Definition 9. Restricted Network Nk−1(L): Given k ∈ Vn−1 \ V4, a link L =
(eα, eβ) ∈ Ek−1 × Ek is defined where eα = (r, s) and eβ = (i, j). The network
Nk−1(L) is called the restricted network of Nk corresponding to L that is induced
by the set of nodes of Nk−1, deleting the nodes in a set called D(L) that includes
the following nodes: [l : eβ ]: for max (4, j) < l < k, [l : eα]: for max (4, s) < l < k,
[j : e]: e /∈ G(eβ), if eβ ∈ Ek\E3; otherwise [4, eβ], [s : e]: e /∈ G(eα), if
eα ∈ Ek−1\E3; otherwise [4, eα], all the nodes in V[k−3]\{[k : eα]}.

4.1 The Fk Problem

After adding the new (k − 2)nd layer to the network, for each link L ∈ A[k], the
corresponding restricted network Nk−1(L) is defined and a max flow problem is
solved over the restricted network. The maximal flow through a link L is denoted
as C(L). We define a FAT problem called Fk in the bipartite network given by
the last two layers. The set of origin nodes is V[k−3], with supply values equal to
xijk for each node, and the set of demand nodes is V[k−2], with demands equal
to xijk values. The arcs are {L ∈ A[k]|C(L) > 0}, with capacities equal to C(L).

If the Fk problem is feasible, the capacities of the arcs in Nk are updated.
The capacities of rigid arcs are set equal to their flow in Nk, and dummy arcs
are discarded from Nk. The necessity of removing dummy arcs from the network
is shown in [12].

Example 2. The set of origins and destinations in F5 are V[2] and V[3] respectively.
Since [5 : 1, 3] is not a generator of [6 : 4, 5] and [5 : 1, 4] is not a generator of
[6 : 3, 5], the corresponding arcs are not links and are not included in the set
of the arcs of N5. The set of arcs for F5 is {([5 : 1, 3], [6 : 2, 4]), ([5 : 1, 3], [6 :
3, 5]), ([5 : 1, 4], [6 : 2, 4]), ([5 : 1, 4], [6 : 4, 5])}. The solution to the F5 problem is
shown in Figure 1. All the arcs are rigid. The arc ([5 : 1, 4], [6 : 2, 4]) has zero
flow and is a dummy arc and therefore is discarded from the network.

4.2 The Multicommodity Flow Problem

Given X ∈ PMI and X/k ∈ conv(Pk) for k > 4, we proceed to check a necessary
condition forX/k+1 ∈ conv(Pk+1). An enlarged networkN is constructed based
on Nk to solve a multicommodity flow problem. We construct this network by
adding a sink node to Nk corresponding to every arc between the (k − 3)rd and
the (k−2)nd layers. Sink nodes are connected to the nodes of the (k−2)nd layer
with the arcs of capacities equal to one unit. Each sink is assigned a unique
commodity. We add source nodes, with supply of one for each commodity, to Nk

and connect them with arcs of capacity one to first layer.
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Fig. 1. The Solution to the F5 Problem

Let S be the set of commodities corresponding to all the links between the
last two layers of Nk. The set of all the arcs that are connecting the source node
to the first layer, and the sink nodes to the last layer is denoted by Anew. Let
V (Nk) be the set of all the nodes in Nk and let A(N) = A(Nk) ∪ Anew . Let
fs
a ≥ 0 denote the flow of commodity s ∈ S, in an arc a ∈ A(N). The total
capacity of the arc regardless of the commodities is denoted by ca. An upper
bound for on fs

a variables for arc a ∈ A(N) and commodity s is set equal to one,
in case a ∈ Anew, or ca, in case a ∈ Nk−1(Ls), or zero otherwise.

The flow capacity of the nodes is denoted as x(v) which corresponds to xijk

values in X . The flow demand of sink s ∈ S is denoted as bs and the flow of
commodity s into its corresponding sink is denoted as vs. Let SF denote the set
of arcs with rigid flow in Fk. The multicommodity flow problem in the layered
network N is defined as follows [5].

max z =
∑
s∈S

vs

subject to:

0 ≤ f s
a ≤ us

a, s ∈ S, a ∈ A(N), (6)∑
u
a=(u,v)

f s
a =

∑
w
a=(v,w)

f s
a , v ∈ V (Nk), s ∈ S, (7)

∑
s∈S

f s
a ≤ ca, a ∈ A(N), (8)∑

s∈S

∑
u
a=(u,v)

f s
a ≤ x(v), v ∈ V (Nk), (9)

vs =
∑

u
a=(u,v)∈Anew

f s
a , s ∈ S, (10)

vs = bs, s " SF . (11)

Constraint (6) and (8) ensure that arc flows in do not exceed arc capacities
for each commodity, and for the total arc capacities. Constraint (7) is a flow
conservation constraint. Constraint (9) guarantees that the total flow into each
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node does not exceed its capacity. Constraints (10) and (11) guarantee that the
flow through the rigid arcs in the last layer is equal to their corresponding sink
demands. This problem can be efficiently solved using available algorithms for
the multicommodity flow problem such as the arc-chain algorithms in [9].

5 A Necessary Condition for Membership

Theorem 6.6. in [5] gives a necessary condition for membership as having a
multicommodity flow equal to one in the enlarged layered network N . Given
X/k ∈ conv(Pk), if the solution to the Fk problem in Nk is not feasible, it is
concluded that X/k+1 /∈ conv(Pk+1). Otherwise, the algorithm for checking the
necessary condition proceeds with updating arc capacities in Nk. After updating
the capacities of the arcs, the multicommodity flow problem in N is solved. If
the total flow is not equal to one, it is concluded that X/k + 1 /∈ conv(Pk+1),
otherwise the necessary condition for membership is satisfied.

An algorithm for checking the necessary condition is given in [5]; and it is
illustrated with an example in [12]. This algorithm includes subroutines that
can all run within polynomial times. One of the subroutines of the algorithm
searches for rigid arcs, given a solution to a Fk problem. An algorithm given in
[11] can be used for this purpose. Another subroutine is defining the restricted
networks corresponding to the links and solving a maximum flow problem in the
restricted networks. It is shown in [5] that defining the networks can be done in
polynomial time.

The feasibility of F4 in N4 is sufficient to conclude the membership of X/5
in conv(P5) for a given X [5]. For k = 5, it can be verified that the necessary
condition is also sufficient.

6 A Counterexample

Consider the X given in Example 1 with n = 10. The sufficient condition for
X/9 ∈ conv(P9) is satisfied, as all of the commodity flow paths in N8 given in
Figure 2 follow pedigree paths, namely: W1 = ((1, 2), (1, 3), (2, 4), (1, 5), (2, 3),
(2,6)), W2 = ((1, 2),(1, 3), (2, 4), (4, 6),(1, 4),(2, 6)), W3 = ((1, 2), (1, 3), (3, 5),
(5, 6), (1, 4), (1, 8)), W4 = ((1, 2), (1, 4), (4, 5), (2, 3),(4, 6),(6, 8)).

To check the necessary condition for X/10 ∈ conv(P10), the maximum flow
problems in the restricted networks of N9 given by the links between layers 6
and 7 are solved. The F9 problem is also solved and the optimal solution is equal
to one. None of the arcs in the network for the F9 problem are found to be rigid.
The multicommodity flow problem in N9 is then solved and the optimal flow is
found to be equal to one, as shown in Figure 3

To check the sufficient condition for X/10 ∈ conv(P10), some λ vector which
expresses X/9 as a convex combination of Xr ∈ P9, and also makes the FAT(λ)
problem feasible, needs to be found. To find such a vector, all possible pedigrees
in the N8 network are found first, using a breadth first search. We designed an
LP model to find such a vector.
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Given some MI-relaxation solution X/n where X/n − 1 ∈ conv(Pn−1), let
m be the number of all the pedigrees in Nn−2. Let S = {1, ..,m} and let P
be a 0-1 matrix with rows corresponding to pedigrees in Nn−2, and columns
corresponding to xijk variables. Let a column vector λ ∈ [0, 1]m be a weight
vector for expressing X/n− 1 as a convex combination of all the pedigrees in P .
Let T be the set of sink nodes that correspond to the xijn > 0 variables in X/n,
where the nodes are ordered according to their edge labels. Let fst ≥ 0 denote
the flow from s ∈ S to t ∈ T . An LP model for finding a λ vectors for which the
FAT(λ) problem is feasible is given as Problem 1.

Problem 1:

max
∑

(s,t)∈S×T fst

subject to: ∑
s∈S

λ(s) = 1, (12)

PTλ = X/n− 1, (13)∑
s
G(et)∈P (s)

fst − xn(et) = 0, ∀t ∈ T, (14)

∑
t
G(et)∈P (s)

fst − λ(s) = 0, ∀s ∈ S, (15)

λ(s) ≥ 0, fst ≥ 0, ∀s ∈ S, ∀t ∈ T. (16)

Constraint (12) ensures that the sum of λ(s) coordinates is equal to one. Con-
straint (13) makes sure that the pedigree combination given by λ satisfies the
availability of xijk variables in X/n− 1. Constraints (14) and (15) ensure that
supply and demand conditions are met. When this problem is feasible, we have
a λ and corresponding feasible solution to FAT(λ) problem and vice versa.

In general, though Problem 1 could be solved for checking the sufficient con-
dition for membership in pedigree polytope, notice that there may be exponen-
tially many pedigrees to be considered. And so Problem 1 may not be solvable
in time polynomial in number of cities. However, because of the small number
of pedigrees in N8, we could use Problem 1 for checking the sufficient condition.
We solved Problem 1 for N8 and X/10 in Example 1 using Cplex, and Cplex
reported the infeasibility of the problem. Since for no λ the FAT(λ) problem is
feasible, it is concluded that X/10 /∈ P10. Thus we have a counterexample.

7 Conclusion

MI-formulation of the STSP has given rise to the combinatorial objects called
pedigrees. Pedigrees are in 1−1 correspondence with the tours of the symmetric
traveling salesman problem. MI-relaxation is tight in the sense its projection
is a subset of the subtour elimination polytope. The interesting properties of
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the pedigree polytope are studied by Arthanari in a series of papers. In [5]
we have a necessary condition for checking whether a X feasible for the MI-
relaxation problem is in the pedigree polytope. In this paper we have given
a counterexample that shows that the necessary condition given in [5] is not
sufficient. Future research is on (1) to define cuts to be used with the MI-
formulation to solve the STSP, and (2) to identify facets of the pedigree polytope.
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Avenue de l’université - B.P. 8, 76801 Saint Étienne du Rouvray - France
{ihsen.farah,adnan.yassine,thierry.galinho}@univ-lehavre.fr

http://lmah.univ-lehavre.fr

Abstract. Due to fast growing of sector of air transportation, air traffic
management becomes more and more complex. Therefore, the ability of
systems to manage air traffic presents difficulties.

In this paper, we address the Air Traffic Flow Management (ATFM)
problem, as a new Linear Integer Program (LIP). It takes into account
all flights phases, i.e., taking-off, cruising and landing. The model also
allows rerouting decisions. All constraints of our model and objective
function are linear, differently from the model of Bertsimas et al. [2]
which contains non-linear constraints.

Finally, numerical simulations are presented at the end of this article
showing the effectiveness of our new formulation.

Keywords: Air Traffic Flow Management (ATFM), Air Traffic Control
(ATC), Linear Integer Programming (LIP).

1 Introduction

A definition of air traffic control is :“the original intention of the air traffic con-
trol is to ensure the safety of the traffic and thus to avoid the boarding between
operative aircraft in the system, then to optimize the traffic flow”. The part of air
traffic control aims to optimize the traffic flow is the air traffic flow management
(ATFM). ATFM has an important role in order to avoid airports and sectors
congestion. Air traffic is growing rapidly and is making significant progress for
several years. For this reason optimize the air traffic becomes more complex to
solve. Till now, most work about ATFM problem deals mainly congestion at
airports. For this reason the most popular flow management approach was the
assignment of ”ground-holding” delays to departing flights. It is to optimize the
delay at airports, by adjusting the departure time of flights. In this subject we
can refer to the work of Odoni [12], who was formulating the problem in math-
ematical terms. From the work of Odoni, several models and algorithms have
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been proposed for the optimization of delay on the ground. Bertsimas and Odoni
[6] , Ball et al. [1] and Hoffman et al. [9] have provided detailed relevant surveys.
However, it has become clear that the problem of overloaded airspace also comes
from the saturation of the enroute part of the airspace. Although the capability
of enroute sectors has generally increased in recent years as a result of actions
taken, the problem of capacity constraint sectors is persistent and may take
at least another decade to be solved [7]. Unlike the case in which only airport
congestion is considered, research literature relating simultaneously to all com-
ponents of the system is rare. Helme [8] considered the ability of enroute airspace
over capacity at airports to obtain a global vision of the situation. While the
formulation of this model is simple and easy to understand, its computational
performance is low. Lindsay et al. [10] developed a deterministic disaggregate 0-1
integer programming model for the presence of capacity constraints at airports
and sectors. Their model determines the optimal temporal and spatial location
of each aircraft, given a set of capacity constraints imposed by the national
airspace system (NAS). Bertsimas and Patterson [5] presented a deterministic
model 0-1 IP to solve a similar problem. For each flight, a predetermined set of
sectors is specified. The model determines the optimal time of departure and the
time of occupation of a sector for each aircraft. More recently, Lulli and Odoni
[11] presented a more macroscopic model for ATFM. However, none of the mod-
els mentioned above consider rerouting or speed control. They all consider that
the flight path is mentioned in advance. The first work that considers rerout-
ing is Bertsimas and Paterson [4], which describes a dynamic, multicommodity,
integer network flow model. Aggregate flows are generated using a lagrangian
relaxation approach. Nevertheless, the computing performance of this model was
not sufficient to solve very large scale (real problem) instances. In 2008, Bert-
simas et al. [3] presented a mathematical model that overcomes this limitation.
The proposed model combines the two models proposed in their previous works
[4,5] to present a mathematical model to optimize for each flight, the departure
time, the flight plan, the time needed to cover each sector, and the arrival time,
taking into account the capacity of all components of the air traffic management
system. Except, the model contains some problem on the third constraint to
compute the number of flights presents in sector. In 2011, Bertsimas et al. [2]
introduced a max function on a constraint to computing the number of flights
in sectors correctly. However, this latest model is a non-linear model, containing
non-linear constraints. In this paper, we propose a modification on the decision
variable by introducing a fourth index to determine, for each flight, what is
the sector for each flight comming. This change has led to the linearization of
non-linear constraints to obtain finally a linear integer program.

2 The Mathematical Model

The mathematical model presented here is based upon the model proposed by
Bertsimas et al. [2]. The model is provided to determine the departure time of
flights and how to reroute a flight when one or more sectors in its prefered path
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transformation into a graph

Fig. 1. Transformation into a graph of space

are saturated. The airspace is represented by a graph wher the node represents
sectors and edges represents the neighborhood. Figure 1 shows an example of
such a representation of airspace by a graph.

Each origin-destination route is represented by a digraph. The set of nodes
of the digraph represents the set of capacitated elements of the airspace, i.e.
sectors and airports. To consider rerouting in the mathematical model, we must
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enlarge the set of possible sectors that might be flown by a flight f . For more
details about the representation of origin-destination route by a digraph see
Bertsimas et al. [2].

2.1 The Mathematical Formulation

We consider a set of planes with an origin and a destination. The objective of
the problem considered here is to determine the flight plan of each aircraft by
minimizing flight time. In addition, each airport has a capacity for takeoff and
landing, and each sector has also an occupation capacity (the capacity of sector
s is represented by the maximal number of flights that can occupy sector s per
period). We consider the following notations for the model formulation:

– F : set of flights,
– K : set of airports,
– S : set of sectors,
– Sf : set of sectors that can be flown by flight f ,
– T : set of time periods,
– Lf

j : set of sectors that follow sector j,

– P f
j : set of sectors that precede sector j,

– Dk(t) : departure capacity of airport k at time t,
– Ak(t) : arrival capacity of airport k at time t,
– Sj(t) : capacity of sector j at time t,
– of : departure airport of flight f ,
– df : arrival airport of flight f ,
– lfj : number of time units that flight f must spend in sector j,

– T f
j = [T f

j , T
f

j ]: set of time periods for flight f to arrive in sector j,

– T f
j : first time period in the set T f

j ,

– T
f

j : last time period in the set T f
j .

As mentioned above, the model presented in this paper is based on the Bertsimas
et al. model [2]. The decision variable of their model is as follows :

wf
j,t =

{
1, if flight f arrives at sector j by time t
0, otherwise.

We introduce some modifications in the decision variable as follows : a fourth
index is added. It indicates, for each flight, the previous place(Figure 2).

wf
i,j,t =

{
1, if flight f arrives at sector j by time t that come from i
0, otherwise.
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i j

Fig. 2. Illustration of the decision variable, in this case the variable wf
i,j,t takes 1

min
∑

f∈F

(∑
j∈P f

df

∑
t∈T f

d
Ctd(w

f
j,df ,t

− wf
j,df ,t−1)−

∑
t∈T f

o
Cgd(w

f
of ,of ,t

−

wf
of ,of ,t−1)

)
∑

f∈F :of=k(w
f
k,k,t − wf

k,k,t−1) ≤ Dk(t) ∀ k ∈ K, t ∈ T (1)∑
f∈F :df=k

∑
j∈P f

df

(wf
j,k,t − wf

j,k,t−1) ≤ Ak(t) ∀ k ∈ K, t ∈ T (2)∑
f∈F :j∈Sf

(
∑

i∈P f
j
wf

i,j,t −
∑

j′∈Lf
j
wf

j,j′,t) ≤ Sj(t) ∀ j ∈ S, t ∈ T (3)

wf

of ,of ,T
f
of

= 1 ∀ f ∈ F (4)∑
i∈P f

j
wf

i,j,t ≤
∑

i∈P f
j

∑
i′∈P f

i
wf

i′,i,t−lfi
∀ f ∈ F, t ∈ T f

j , j ∈ Sf ,

i ∈ P f
j : j �= of (5)∑

i∈P f
j
wf

i,j,T
f
j

=
∑

j′∈Lf
j
wf

j,j′,Tf

j′
∀ f ∈ F, j ∈ Sf : j �= df (6)∑

j′∈Lf
j

∑
i∈P f

j′
wf

i,j′,T f

j′
≤ 1 ∀ f ∈ F, j ∈ Sf : j �= df (7)∑

j∈P f
df

wf

j,df ,T
f
df

= 1 ∀ f ∈ F (8)∑
i∈P f

j
(wf

i,j,t−1 − wf
i,j,t) ≤ 0 ∀ f ∈ F, j ∈ Sf , t ∈ T f

j (9)

The Objective Function. The objective of the problem is to minimize the
total airborne-holding delay. As the objective function of the model propose by
Bertsimas et al[2], we calculate the difference between the total delays:∑

j∈P f
df

∑
t∈T f

d

Ctd(w
f
j,df ,t

− wf
j,df ,t−1)

and ground holding delay:∑
t∈T f

o

Cgd(w
f
of ,of ,t − wf

of ,of ,t−1)

The Constraints. The first three constraints represent the capacity of the
system components. Constraints (1) and (2) ensure that the number of flights
taking off and landing in an airport k at time t does not exceed the departure and
arrival capacity of airport k. Constraint (3) ensures that the number of flights
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in a sector j at time t does not exceed the capacity of sector j. The first term of
this constraint (

∑
i∈P f

j
wf

i,j,t) takes 1 if flight f has arrived at sector j at time t.

If this flight passed to one of the next sectors, the second term (
∑

j′∈Lf
j
wf

j,j′,t)

takes 1, in this case flight f will not count among the flights that are still in
sector j. Otherwise (

∑
j′∈Lf

j
wf

j,j′,t equals 0), the difference takes 1, i.e. the flight

will be one of the flights which are still in sector j. The fives following constraints
(4, 5, 6, 7, and 8) model the flight plan. Constraint (4) requires that each flight f
takes off from its airport of origin during the departure time window. Constraint
(5) ensures that every flight must spends a minimum time lfs in sector i before

switching to one of its next sectors. If the first term of constraint (
∑

i∈P f
j
wf

i,j,t)

takes 1, the second term (
∑

i∈P f
j

∑
i′∈P f

i
wf

i′,i,t−lfi
) must takes 1, i.e. flight f at

time t − lfi was in sector i. In other words, before arriving in sector j, flight f
must spends lfi time units in sector i. The equality between the two terms in
constraint (6) ensures that the number of flights arriving in sector j must be
equal to the number of flights leaving sector j (flow conservation). Constraint
(7) ensures that every flight must arrive in one of its next sectors. Constraint
(8) requires that each flight f lands in its arrival airport during the arrival time
window. Finally, the last constraint (9) ensures connectivity in time. In other
words, if a flight f arrives at time t in sector j then for all t >= t, The variable
w takes 1.

The changes taken by the decision variable, compared to the formulation of
Bertsimas et al [2], have changed considerably the mathematical formulation.
The two most important changes are on constraints (3) and (6).

Constraint (3). To ensure that the sum of all flights which may feasibly be in
sector j at time t will not exceed the capacity of sector j at time t, Bertsimas
et al. introduce the following non-linear constraint:∑

f∈F :j∈Sf

(max{0, wf
j,t −

∑
j′∈Lf

j

wf
j′,t}) ≤ Sj(t)

In the formulation proposed in this work, the max function is not introduced.
Indeed, for each sector j′ we know its previous sector j. Then

∑
j′∈Lf

j
wf

j,j′,t can

takes 1 if and only if
∑

i∈P f
j
wf

i,j,t takes 1.∑
f∈F :j∈Sf

(
∑
i∈P f

j

wf
i,j,t −

∑
j′∈Lf

j

wf
j,j′,t) ≤ Sj(t)

In this way, and unlike the Bertsimas et al. model [2], the term (
∑

i∈P f
j
wf

i,j,t −∑
j′∈Lf

j
wf

j,j′,t) never takes -1, for this reason, the max function is not introduced.

Finally, the constraint obtained is linear and thereafter the model obtained is
linear.
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Constraint (6). To ensure the arrival of the flight at one of its subsequent
sectors, Bertsimas et al. [2] introduce the following constraint:

wf

j,T
f
j

≤
∑

j′∈Lf
j

wf

j′,T f

j′

Again, introducing a fourth index in decision variable, the constraint becomes
an equality constraint. ∑

i∈P f
j

wf

i,j,T
f
j

=
∑

j′∈Lf
j

wf

j,j′,T f

j′

3 Numerical Results

In this section, we present the computational experience on the mathematical
model presented in Section 2.

To compute optimal solutions we use the ILOG CPLEX solver 12.2, imple-
mented using OPL as modeling language on a PC Dell precision M6300 worksta-
tion 2 processors 2.50 GHz, 3.00 GB RAM with Linux Ubuntu 12.04 OS. Each
instance has 15 minutes per resolution. If in this time we do not have a solution
we consider that the instance does not have a feasible solution.The data used
for simulation is the data used by Bertsimas et al. in [2]. We consider a five hour
time horizon subdivided into 6-8 time units (the period t).

The computional results are reported in Table 1. In the first column the
size of instance (number of flights) is reported. The capacity of sector and the
value of objective function are reported respectively in the second and third
column. The five following columns gives the numerical result for Bertsimas et
al. [2] formulation and the five last column gives that of our formulation. The
number of additional cuts of clique, implied bound and Gomory type, generating
by CPLEX, are reported in the sixth, seventh and eighth column of Table 1
respectively for the first formulation and in eleventh, twelfth and thirteenth for
our formulation. The number of cuts applied in the first formulation is greater
than the number of cuts applied in our formulation which makes the formulation
is faster in terms of computation time. Numerical results show the importance of
modifications we provide on the formulation of Bertsimas et al. [2] and especially
the modification apported to constraints (3) and (6) after which they obtained
a linear integer program.

4 Conclusions

This paper presents a new formulation for air traffic flow management problem
which takes account the rerouting decisions. The formulation of Bertsimas et al.
[2] is taken as basic model with a modification on the decision variable in order
to have a linear integer program. Computational analysis on realistic instances
show the efficiency of our new formulation that is faster in terms of computation
time.
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For the cases of big sizes instances, CPLEX is incapable to supply optimal
solutions. As perspectives, we shall propose a meta-heuristic method for resolve
the cases of bigger sizes instances.

References

1. Ball, M.O., Barnhart, C., Nemhauser, G., Odoni, A.: Air transportation: Irregu-
lar operations and control. Handbooks in Operations Research and Management
Science 14, 1–73 (2006)

2. Bertsimas, D., Lulli, D., Odoni, A.: An Integer Optimization Approach to Large-
Scale Air Traffic Flow Management. Operations Research 59(1), 211–227 (2011)

3. Bertsimas, D., Lulli, G., Odoni, A.: The Air Traffic Flow Management Problem:
An Integer Optimization Approach. In: Lodi, A., Panconesi, A., Rinaldi, G. (eds.)
IPCO 2008. LNCS, vol. 5035, pp. 34–46. Springer, Heidelberg (2008)

4. Bertsimas, D., Stock, S.: The Traffic Flow Management Rerouting Problem in Air
Traffic Control: A Dynamic Network Flow Approach. Transportation Science 34,
239–255 (2000)

5. Bertsimas, D., Stock, S.: The Air Traffic Management Problem with Enroute Ca-
pacities. Operations Research 46, 406–422 (1998)

6. Bertsimas, D., Odoni, A.: A critical survey of optimization models for tactical and
strategic aspects of air traffic flow management. Technical report, NASA (1997)

7. EUROCONTROL Performance Review Commission, Performance Review Report,
Brussels (2004)

8. Helme, M.: Reducing air traffic delay in a space-time network. In: IEEE Interna-
tional Conference on Systems, Man and Cybernetics, vol. 1, pp. 236–242 (1992)

9. Hoffman, R., Mukherjee, A., Vossen, T.: Air Traffic Flow Management. Working
Paper (2007)

10. Lindsay, K., Boyd, E., Burlingame, R.: Traffic flow management modeling with the
time assignment model. Air Traffic Control Quarterly 1, 255–276 (1993)

11. Lulli, G., Odoni, A.: The European Air Traffic Flow Management Problem. Trans-
portation Science 41, 1–13 (2007)

12. Odoni, A.: The Flow Management Problem in Air Traffic Control. Springer, Berlin
(1987)

13. Performance Review Commission. Performance review report, an assessment of air
traffic management in Europe during the calendar year (2008)



A. Selamat et al. (Eds.): ACIIDS 2013, Part II, LNAI 7803, pp. 429–438, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Modeling the Structure of Recommending Interfaces 
with Adjustable Influence on Users 

Jaroslaw Jankowski 

Faculty of Computer Science and Information Technology 
West Pomeranian University of Technology 
ul. Zolnierska 49, 71-410 Szczecin, Poland 

jjankowski@wi.zut.edu.pl 

Abstract. Recommending interfaces are usually integrated with marketing 
processes and are targeted to increasing sales with the use of persuasion and 
influence methods to motivate users to follow recommendations. In this paper 
is presented an approach based on decomposition of recommending interface 
into elements with adjustable influence levels. A fuzzy inference model is 
proposed to represent the system characteristics with the ability to adjust the 
parameters of the interface to acquire results and increase customer satisfaction. 

Keywords: recommending interfaces, online marketing, web analytics, fuzzy 
modeling. 

1 Introduction 

Recommending systems were initially used mainly in various areas of electronic 
commerce. In recent years several other sectors like news portals, social platforms, 
and entertainment websites adopted them for targeted information filtering 
[10][14][15]. Other direction is related to implementing recommending interfaces 
within B2B platforms and as a part of applications supporting intelligent supply 
chains [26]. One of the most explored areas of recommender systems research was 
data processing and algorithms related to collaborative filtering and accuracy [14]. 
Initially less attention was paid to the design of user interfaces of recommender 
systems. Research targeted to user experience apart from pure accuracy becomes 
indispensable for further advances [4][11][13]. Recent studies also refer to this sphere 
and present results related to the organization of the interface, trust in 
recommendation agents and explanation processes [19][24]. There is a growing area 
related to building recommender interfaces and topics addressed to persuasions, 
structures of recommending lists and emphasis on the designing of recommender 
interfaces [23]. Extensive usage of persuasion elements within recommendation 
interfaces can lead to situations where users are motivated to follow recommendations 
without real interest in the products or services. This can negatively affect user 
experience and satisfaction. In this paper, we addressed the trade-off between website 
operator goals so as to motivate users to follow recommendations and real interest in 
recommended products or services and customer satisfaction. We proposed a fuzzy 
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model to capture the characteristics of the interface such as influence levels and built 
an inference system showing relations between persuasion and customer satisfaction 
with the goal of building compromise solutions.  

2 Related Work 

Earlier research in the field of recommender systems was usually related to the 
accuracy of recommendations and the generation of most accurate rankings and 
algorithms [16]. Other areas are related to trust building, case based reasoning or 
user-system interaction with core conditions like choice, discovery and relevance or 
diversity applied to a set of items [19]. Recent publications showed the importance of 
interfaces and apart from correct data processing at the level of filtering algorithms 
there is a need to build proper interfaces to attract user attention and to convince the 
user to select recommended products [16]. Interaction design of recommender system 
depends on the main goal of the system and can guide users to explore products or 
help to discover new areas [23]. It is emphasized that more efforts should be put into 
the study of recommender systems from the user centric perspective instead of 
concentrating mainly on recommended items and as a result recommender systems 
are analyzed from the human-computer interaction point of view as well [13][23]. 
One of the earliest research in the field of recommending interfaces was based on 
different layouts tested together and results showed the importance of the form of data 
and explanations delivered together with the recommendation [5]. The authors 
analyzed the differences between informative and persuasive interfaces and opened 
some research questions related to both approaches. Other research presented results 
based on exploring categories generation and text usage for titles and products 
description [19]. The proposed organization algorithm identified the main principles 
and was based on solutions where each recommendation was represented by a vector 
comprising of a set of attributes and trade-off pairs. Apart from these mechanisms of 
absorbing user attention and perception can be analyzed in relation to different 
layouts of recommending interfaces. Research based on list view, organization 
interface and quadrant arrangement was performed with eye-tracking and eye gaze 
patters [2]. The authors opened new areas related to investigating perceptual 
processes at different layouts and building predictive models of user’s cognitive 
architecture. Interface structures and content were analyzed in relation to the 
importance of different types of information displayed at the recommending interface 
in the research presented by A. A. Ozok et. al [17]. The results indicate that price, 
image and names of products are identified as essential information. Other elements 
like product promotions, customer ratings and feedback where identified as secondary 
types of information. Different graphics, text, descriptions, explanations played a role 
in building trust in the system. The authors analyzed several aspects of the interface 
components and the research was based on general structures of the interface and its 
content. However the role of the different attributes, animations, colors was not 
examined at the more detailed level. Research shows that, the building interfaces are 
connected with problems of selecting optimal design and has high impact on the 
overall user satisfaction and effectiveness of the interfaces. In the area of 
recommender systems apart from design layer is explored and a persuasive 
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technology which is developed in the several areas like ambient persuasive, web 
persuasive and user experience based platforms [9]. Persuasive communication is any 
message that is intended to shape, reinforce, or change the responses. Persuasiveness 
of recommender interfaces takes part in recent research and can be used to change 
cognition, attitude and behavior. Reaction on recommender interface can be related to 
dual-mode processing models of persuasion, like heuristic systematic model and 
elaboration likelihood model and is dependent on audience characteristics. Results 
showed that effectiveness of recommendations in many cases is more related to 
persuasiveness than to correctness. The trade-off between system persuasion and 
satisfaction for users was analyzed by T. Nanou [16]. The research illustrates different 
impact of recommendations organization on persuasion and user satisfaction which is 
dependent on structures of the presentation layer and these results were confirmed in 
earlier findings [19]. Different factors related to the communication process and 
affecting persuasion are connected with source, message tone, argument quality and 
audience characteristics and it is difficult to measure all the potential relevant features 
because of the lack of appropriate metrics and representation [20]. The process of 
recommendations should include elements leading to behavior changes and model for 
persuasive design with principal factors like motivation, ability etc. Users with low 
motivation can only perform well if the task is simple enough [3]. The research 
showed that higher level of persuasiveness leads to higher offer acceptance rate by 
customers. The presented papers are related to general elements of interfaces and can 
be treated as a strategic level showing the approaches based on organization 
guidelines using heuristics to create the structure of the interfaces [1]. The complexity 
of the problem and many connected areas show that more detailed research should be 
performed in relation to different elements of recommender systems structure and 
multidimensional analysis of user response and use knowledge based systems like in 
other areas of applications [21]. The research shows that users are skeptical to 
marketing language, sponsored texts and high level of persuasion and instead of 
increased response it can negatively affect customer satisfaction [3]. In our research 
we assume that the ability to persuade is limited and if we move the level of 
persuasion above the critical point, effect will be different than assumed and can 
negatively affect customer satisfaction. In this paper we propose inference system 
based on fuzzy modeling and the usage of quantitative methods to analyze response 
from web users and a generation of trade-off design taking into account interaction 
with the interface expected by website operator and customer satisfaction rate. Our 
research integrates in the fuzzy inference system response from user’s perspective 
because the goal of a website operator is the satisfaction rate which represents the 
user evaluation of a recommended product. The conducted research showed the 
difference between the interfaces with the main goal to persuade users to perform 
desired actions and an interface delivering content according to the user’s 
expectations with low impact and persuasion. 

3 Conceptual Framework and Experiment Design 

In this section the interactive recommending interface and structure of fuzzy inference 
system is presented, which enables the determination of the influence levels on the 
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user and tracking of the response. Recommending interfaces can be identified as an 
interactive object integrating the components that influence users and motivates them 
to have interactions. For every recommending object we defined a set of available 
components determined by E= {e1,e2,…,en} and for every ei there is a set of available 
variants ei = {vi,1,vi,2, …,vi,cnt(i)} where cnt(i) describes the number of variants available 
for the i-th element. For every variant vi,j can be assigned an influence level li,j which 
defines the strength of persuasion on a user. At the moment of time t  the user 
interactive object with adjusted influence level on user i  is selected from  Si,t 
={sel(e1), sel(e2),…,sel(en)} with a function sel(ei) selecting level for each element. 
The selection vector Si,t is computed from the set of all possible design variants 
D={d1,d2,…,dp} where p is the total number of possible combinations. The main 
purpose of this approach is to obtain Sopt vector maximizing factors related to results 
acquired by website operators which is represented by the conversion rates CR with 
the positive impact on customer satisfaction represented by satisfaction rate factor SR. 
The measurement used for the conversion factors in the time period t is represented 
by CRt and it determines the relation of a number of desired interactions It to the 
number of website users Ut in a given time t. In case of multi-dimensional monitoring 
and realization of advertising campaigns we can distinguish partial conversion for the 
chosen types of interaction and also determine the segments of audiences. Conversion 
CR for design variant Dk can be determined in relation to the audience segment s and 
the type of interaction i in the period of time t and can be presented according to the 
following formula: 
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where I(s,i,t)[Dk]- number of interactions of type i generated within segment s of 
audience in the period of time t with delivered variant Dk, U(s,i,t)[Dk] - the total number 
of website users assigned to segment s in the period of time t receiving variant Dk of 
design. Apart from the conversion rates we measure customer satisfaction rate 
SRs,i,t[Dk] which can be measured using different metrics depending on areas of 
application like ratings, frequency or time of service usage in example based on 
virtual and real time dimension [8]. Our approach assumes building response surface 
for different levels of persuasion and measuring both conversion rate and satisfaction 
rate used for training inference system targeted to exploring design space and 
generating final variant. Influence levels can be defined by linguistic representation in 
a more natural way than describing them with crisp numbers. According to specifics 
of interactive messages different influence levels can be assigned into fuzzy sets 
depending on the needed accuracy and borders between levels. In the example for six 
influential levels we can define three fuzzy sets Low, Middle and High as showed in 
Fig. 1. 

Level l1 is assigned to Low set with probability p = 1, l2 belongs to both Low and 
Middle sets with p =.9 and p=.1 respectively, l3 belongs with p =.4 to Low set and 
with p=.6 to Middle, l4 belongs with probability .4 to set Middle and with .6 to set 
High, l5 with probabilities .1 and .9 to sets Middle and High. Level l6 is assigned to set 
High with probability 1. Fuzzy sets theory was developed by L.A. Zadeh [25] and 
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Fig. 1. Changes in influence levels assigned to fuzzy sets. 

was extended in the field of decision making towards control systems and reasoning 
systems proposed by E.H. Mamdani et al. [12] just to name the main areas. Number 
of sets and shape of membership functions are dependent on the number of variables 
and specifics of the input data [18]. In this paper we show its application in the field 
of design of interactive interfaces and recommending systems based on approach 
presented earlier in relation to web design [7]. The influence level can be defined as 
fuzzy sets and covers a range of values of attributes with different probabilities and 
are based on membership functions. With this approach we use fuzzy sets as inputs to 
inference system with better ability to cover decision space. Fig. 2 shows the structure 
of the system with inputs e1,e2,…,en representing the elements of the interface and the 
levels of influence on users with the use of inference mechanisms based on adaptive 
neuro-fuzzy system introduced by R. Jang [6].  

 

 

Fig. 2. Structure of adaptive neuro-fuzzy inference system [6] 

The first layer is responsible for the processing of input data, a parameterization 
and the introduction of premises. In the next layer the support product is generated 
and the levels of each rule, used in a system are determined. The third layer sends 
normalized rules on the output. Another layer generates inference parameters, and the 
output of fifth layer is a deffuzificated signal. The hybrid methods, least-squares and 
back propagation method can be used in order to identify characteristics of the 
belonging function and the set of rules. Because of the many possible levels of 
influence and elements of interface, it would be difficult to perform full factorial 
experiments to get all possible combinations of the design. To reduce this problem we 
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assume sampling of decision space with limited number of influence level and build a 
response surface. At this stage we used surface sampling to get the output from the 
design space. Sampling methods for fuzzy inference models can be adjusted to 
specifics of input datasets [18]. In reference to recommending interfaces the effects 
can be analysed in a few dimensions. To measure both CR and SR we designed an 
experiment based on dynamic recommendation object with changeable influence 
levels. The main goal of the experiment was to observe how the intensity of the 
elements on recommendation interface can affect the usage of recommendations and 
how the intensity is related to both the measured factors. Conversion rate CR was 
measured by a number of users following recommendation among all users and SR 
was represented by the time of spent on the recommended subsite with editorial 
content targeted to user. We assume that users following recommendations with low 
persuasion were more convinced to exploring recommended content and the time was 
relatively longer than a result of recommendations with high intensity. The schematic 
structure of recommending object is presented in Fig. 3.  
 

 

Fig. 3. Structure of experimental recommender module 

The object was dynamically generated each time the website was reloaded. During 
the generation, seven recommended objects were selected from the database and was 
shown in a form of thumbnail images I1-I7 with size 105 x 89 pixels with titles T1-T7. 
One of the visual objects was always shown as a featured on the left side with 
additional description D1 and recommendation R1in a form of text (Recommended and 
rating R2 info and active background BG1). Following recommendations was possible 
only after clicking on the thumbnail and then clicking on button B1 with the call to 
action text BT1. The header bar with title HT1was inviting users to explore 
recommended content and background BG3. Web users had an option to remove 
recommending object by clicking the C1 button. Changeable elements where assigned 
to E1-E6 sets of available design variants, each of them with five levels of influence. 
The system was selecting recommended object based on the category of the currently 
explored content however, this algorithm is not the scope of our research. During the 
experiment, the system registered 1241029 impressions, 37880 clicks on objects 
presented on recommending interface. With factorial ANOVA we identified that the 
highest impact on user interactions and decision taken to follow recommended 
content was related to thumbnail background e1 (p=0,000329). A smaller but 
statistically significant was the impact of the call to action text on button e3 
(p=0,007635) and the recommendation text visible on thumbnail e6 (p=0,010763). 
Apart from the main effects we identified interactions between elements of design 
e6*e2 with significance p = 0,027577 and e2*e1 with p = 0,042150 which shows that 
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interfaces with the goal to deliver balanced solutions between high conversions and 
limited negative impact on users. It is especially important while marketers are using 
more and more intrusive techniques to get attention of users and trying to overcome 
the effect of dropping click through rates. 

5 Summary 

Recommending interfaces are important part of websites in many sectors and are 
integrated with ecommerce, social and entertainment pages. While the main goal is to 
attract users with better selection of products, marketers are trying to motivate them to 
use recommended items. The obtained results show interactions between levels of 
influence and response from web users. In our research we treated the problem as a 
trade-off approach where the goal was to find a balance design with the ability to 
increase the number of conversions without a negative impact on users resulting in a 
decrease of customer satisfaction. The proposed way of constructing interactive 
objects with the call to action intention can be used in analytical processes and 
searching for optimal design. The nature of the parameters which were hard to the 
capture the boundaries between the influence levels gave the motivation to use fuzzy 
inference models. The presented approach can be used for the selection of design 
variants and will help to avoid situations when persuasive elements with high 
influence on users’ decisions can transform the interface into intrusive website. 
Elements distracting users from the main tasks within a website can result in a drop in 
user experience and customer satisfaction which can have a negative side effect 
instead of building positive relations with web users. 
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Abstract. A user’s behavior on a website is usually based on a sequence of 
loaded pages and repetition of content and this is a natural part of 
communication with a website. Changes of persuasion on a user between 
repetitions can lead to the increased number of interactions expected by a 
website operator but can affect user experience as well. In this paper we 
propose the modeling of the parameters of objects used in repetitions based on 
the fuzzy inference system towards increased conversions with limited negative 
impact on a user. 

Keywords: Website conversion, web analytics, fuzzy modeling, online 
marketing, website optimization. 

1 Introduction 

Communication with potential customers using interactive content is a key element of 
online marketing processes. Recent trends show evolution of web analytics and 
optimization methods toward techniques addressed to increasing the number of 
interactions desired by website operatorsin both retail and business to business sector 
[16]. A website’s effectiveness is represented by conversion metrics and interactions 
like user clicks, signups or purchases [17][18]. Conversion maximization is often 
accomplished at the expense of parameters of system-usability assessment. As a 
result, a negative side effect of the increase of a website’s intrusiveness is observed 
because of attempts to attract a user’s attention using animations or contrasting 
content [15]. Searching for optimal design using experimental design based on 
multivariate testing usually generates a single optimal version of a website without 
taking into account repeated contacts with the website. The area of content repetitions 
is not widely discussed in research related to websites optimization but was analyzed 
in the field of online advertising and especially banners [1][15]. Our research extends 
the available approaches towards measuring response based on changes of persuasion 
levels between repetitions and searches for optimal level of changes. For parameters 
like changing levels of influence, intensity of increasing and decreasing persuasion 
between repetitions, we used representations based on linguistic approach and 
membership functions. The proposed approach based on fuzzy inference system 
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makes it possible to process this type of data in a more natural way. The obtained 
model gives us knowledge about the design space with the ability to select a set of 
parameters which changes between repetitions and delivers conversions with limited 
negative impact on users. 

2 Literature Review 

Converting visitors into customers is one of the target stages of the process of 
delivering web traffic to a website from several external sources like paid advertising 
or organic search. While website optimization is usually addressed to the different 
aspects of usability, user experience or search engine optimization, it can be targeted 
to increasing the results obtained from web traffic as well. In this case, the main goal 
is increasing the number of actions performed by users like clicks, signups, software 
downloads, purchases and other measured factors like usage frequency or loyalty 
desired by a website operator [2][18][7]. Conversion in this case is defined by the 
number of acquired interactions in relation to the number of visitors and this is one of 
factors affecting a website’s effectiveness. Interaction with a web system is usually 
based on web browsing and navigation through webpages of portal, social networking 
platform or ecommerce system. The term interaction is defined as a recursive 
communication with a system in which there is exchange of data or information 
related to a previous stage of communication [13]. In earlier research, different 
dimensions of interaction were analyzed. D. Hoffman and T.P. Novak combined the 
definitions and addressed them to the Internet, where interaction can occur both with 
the system as machine interactivity as well as through the system in the form of 
personal interactivity [4]. Motivating users to perform the desired actions during 
interaction with a website and initiating them is the goal of effects oriented websites 
and web designers, taking into account other goals of a website [17]. A. Schlosser 
indicates the evolution of websites in the direction of conversion-oriented systems 
and he also identifies the main elements connected with website design that influence 
the acquired results [16]. The problem of website effectiveness is multidimensional 
and connects several areas like marketing, psychology, usability, human factors and 
computer science. The process of conversion maximization is discussed in many 
aspects, from building, call to action messages, optimal design, toward neuro-
marketing. Both researchers and practitioners usually search for optimal designs and 
are not dealing with switching content and ability to change user behaviors between 
repetitions. The area of repetitions was earlier discussed in terms of online advertising 
and banners. One of the discussed areas in this field is the role of frequency in 
communication and identification as well as how many times and in which form 
marketing content should be shown to achieve certain results. Research related to 
advertising and banners shows a relation between results and number of impressions. 
Among others B. Baccot showed a research based on the most appropriate 
presentations like textual, visual, audio, interactivity levels and sequence of banners 
evaluation in terms of content and time [1]. The research showed different dimensions 
like sequence, timing, content format and how the appropriate formats can lead to an 
increase in the interest of the user and how it improves the overall effectiveness of a 
website. P. Chatterjee showed that click response to repeated exposures to passive ads 
within the same visit will be negative and he discussed the passive and active 



 Increasing Website Conversions Using Content Repetitions 441 

advertisement as the main two elements of online marketing communication [3]. 
Practitioners have identified at the early stage of online marketing that the mean click 
probability will decrease with each successive passive ad exposure during the same 
visit. The analysis of decreasing returns to repeated passive ad exposures suggests 
that after the third exposure the probability of interaction will drop because of the 
effect identified as banner burnout. But even though repeated messages are resulting 
in lower probabilities of interaction exposures distributed over time and the absence 
of perception is observed, repetitions lead to awareness, familiarity, and positive 
effect towards the ad stimulus under low involvement conditions [14]. Other research 
confirmed a non-linear effect of repeated passive ad exposures during the same visit 
and in the short-term during the same visit, there is a positive long-term effect which 
will be recorded only if the consumer is exposed to more units [3]. A research 
conducted by B. Baccot confirms that repetition reduces the number of interactions 
but it builds brands [1]. The discussed areas and research related to repetitions is 
addressed mainly to advertising and banner campaigns. Conversion optimization 
within a website has different specifics because of the characteristics of the content 
and the role of interactive objects which are not typical advertisements. Users after 
interaction are not leaving the website and their actions are usually integrated within 
the same website. Call to action elements are not in a form of advertisements and 
brand awareness is not a target of a website operator, especially if it is related to 
increasing conversions based on call to action like elements such as buttons or 
headers. Analyzing processes within a website can distinguish the main goal of 
visiting a website in a form of interaction with editorial content and attempts to 
change user behavior by a website operator to motivate a user to perform the desired 
action. In this phase, call to action messages and visual elements can be used and 
have the ability to distract a user from interacting with the main content and to move 
the user’s attention to other areas of a website. Among other parameters, website 
optimization should take into account characteristics of browsing patterns in a form of 
series of website reloads and ability to deliver different call to action content with 
each repetition. In this context, it is justified to develop a model of a system which 
enables the determination of the influence levels and the scope to which the increased 
persuasion intensity reflects the acquired results. This approach is explored in our 
paper in the field of changing stimuli and levels of persuasion within a website 
dynamically during browsing activity with the ability to detect how the changes of the 
parameters are affecting the results. We presented a novel approach to constructing 
interactive object and measuring the increase or decrease of influence between 
repetitions. In this research, we assumed that the levels of persuasion, stimuli and 
intrusiveness can be represented by measurable metrics and they can be used to track 
changes between repetitions and this is an extension of our earlier research [8]. With 
our proposed approach, it was possible to perform detailed analysis of response as a 
result of intensity changes and to observe how the increase or decrease of influence is 
affecting response from users. Our approach makes it possible to use linguistic 
measures based on membership functions for the representation of changing states 
between repetitions in relation to elements of a website which are the subject of 
optimization. 
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3 Conceptual Framework for Inference Model Based 
on Differential Approach  

Communication with web users and motivating them to perform a desired action by a 
website operator is usually connected with repeated messages sent to a user during the 
user’s website content navigation and exploration. In our research we addressed this 
area to multi-attribute content and more detailed analysis of the changes of states. We 
proposed the usage of interactive objects with measurable levels of influence and 
repetitions which are based on changes of persuasion. In the communication process 
we used the interactive object Ou,k like website header or advertisement delivered to 
user u in the k-th stage of communication consisting of n elements Ou,k={e1,e2,…,en}. 
For every element ei we assigned a set of available variants Vi={vi,1, vi,2,…, vi,m} 
where m is the number of variants for i-th element. For each variant vi,j is assigned an 
influence level li,j which represents persuasion or intrusiveness and shows the relative 
strengths of level j-th in comparison to other levels of the element i. We defined the 
vector of changes C[t1,t2]=[c1,c2,…,cn] representing changes of persuasion between 
time points t2 and t1 showing what was changed in li,j calculated as ci=li,j(t2)-li,j(t1) 
between website reloads. An example of the process is shown in Fig. 1 where the 
system is delivering dynamic content to web system pages A,B,C,D with editorial 
content connected with hyperlinks. For i-th user and j-th contact with the website 
delivered an interactive object Oi,j consisting of three design elements e1,e2,e3 with 
five levels of influence each. 
 

 

Fig. 1. Integration of adjustable influence levels with targeting system 

Users u1,u2 and u3 started navigation from the home page denoted as A. Within the 
structure which is connected by hyperlinks pages we define the transactional page and 
denote it as T. Redirecting users to the transactional page with call to action elements 
is one of goals of website operators. User u1 started navigation and received content 
for first delivered object with e1 at level 2, e2 at level 1 and e3 at level 2 denoted as 
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O1,1=(2,1,2) and with second contact with page B received interactive object with 
levels for all elements adjusted to O1,2=(1,2,4). The level for e3 was increased from 2 
to 4 and it resulted in a redirection to the target website F. The vector of changes 
between website loads is represented by C1[1,2]={-1,1,2}. User u2 visited websites A, 
B, C which changes C2[1,2]={1,1,1} between page A->B. The first repetition did not 
result in redirection to target site but the second repetition with C2[2,3]={3,0,0} 
between B->C increased the influence enough and call to action message resulted in 
aninteraction. A similar communication is illustrated for user u3 but the changes of 
states did not result in interactions. In our approach, we show the model of inference 
system which allows us to adjust persuasion levels during communication based on 
fuzzy inference model generated with data related to changes in stimuli in sequential 
communication. The bases for our approach is a generalized representation of multi 
attribute state changes in sequential communication where at time t the user u 
receives interactive object with a structure and parameters Ot={e1,t, e2,t…, en,t} and at 
time t+1receives Ot+1={e1,t+1, e2,t+1,…, en,t+1}. Objects are characterized by influence 
level vector Lt={l1,t, l2,t,…, ln,t} and Lt+1={l1,t+1, l2,t,…, ln,t+1}. Having knowledge about 
state t and results from others web users, one of the goals of content management 
system is to assign to a user levels of component for t+1 time. To evaluate the 
effectiveness of the design variants together with exposition we observed the 
conversion. The measurement used for such actions is the conversion rate CRt, which 
determines the relation between the number of desired interactions It to the number of 
website users Ut receiving the interactive object. We assume that the conversion rate 
at t+1 as a function of influence level changes between time points t and t+1 denoted 
as CRt+1(c1,c2,…,cn) where c1=l1(t+1)-l (1,t), c2=l2(t+1)-l2(t),…, cn=ln,(t+1)-ln,(t). Conversion 
based on state changes represented with values c1, c2,…, cn can be determined in a 
multidimensional way in relation to audience segment s, type of measured 
interactions i in the period of time t according to the following formula:  
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Where Is,i,t represents the number of interactions of type i, generated within audience 
segment s in a period of time t are after changes in influence elements e1,e2,…,en and 
is equal to c1,c2,…,cn respectively. Together with the number of interactions, a system 
can gather information about the total number of users Us,i,t acquired in time t in 
segment s who received interactive content with changes represented by c1,c2,…,cn. 
Building a model on whole state changes creates a big decision space. We use m 
elements and n states each time we obtain the set of states changes for each element 
from values (1-n) for maximal reduction from level n to level 1 and maximal increase 
(n-1) from 1 to highest value n. In this case, for each element we obtain |1-n|+n 
possible changes and it makes a combinatorial number of possible situations. With 
limited resources it would be difficult to build inference system for all possible 
combinations because of the decision space which is not covered. Characteristics of 
changes of influence levels can generate similarities and the possibility to reduce 
search space using linguistic representation for ranges of changes like Low, Neutral 
and High change of persuasion. It is a more natural way than using crisp numbers to 
define values which are subjective and not precise. Our approach uses fuzzy sets to 
represent values with membership function based on theory introduced by L. Zadeh, 
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where fuzzy set is defined as L )},),({( F *
F ∈∀= iii lllμ where *

Fμ  is membership 

function of fuzzy set F which is assigning to each element L∈∀ il level of belonging 

to the L set )(*
F ilμ where )(F ilμ [0,1][19]. Fuzzy sets theory was extended in the field 

of decision making towards control systems, linguistic approach and multi objective 
decisions making, just to name the main areas. Other areas of application are 
discussed in relation to online environments [6]. Recent emerging applications and 
research are conducted in the area of behavior adaptation [10]. In this paper is showed 
its applications in the area which is not yet explored. Levels of influence can be 
assigned as members of fuzzy sets with different probabilities according to specifics 
of interactive content and needed resolution. 

4 Experiment Design and Empirical Research 

In the next phase, we designed an experiment and conducted empirical research in the 
real environment. The experimental object was designed in a form of recommending 
interface with the main goal to motivate users using both textual and visual elements to 
click within the interface and follow the recommendations. The sequence of users’ 
behaviors was related to exploring several pages with content during a single session. 
The experimental interactive object O was defined as a set of components {e1, e2, e3, e4, 
e5, e6} with different role in communication process. Each component was assigned to 
different elements of design as follows: e1-background color, e2-background of button, e3 
- call to action text on button, e4-users rating info, e5-header background, e6 -
recommendation sign. During the experiment, the object was shown 1287704 times and 
it received 20546 clicks. For the acquired interactions where the assigned state changes 
and the example changes between page views PVm and PVn for user uj can be computed 
as follows Cn,m(uj)=PVn(6,3,4,4,5,6) - PVm(1,2,3,2,1,2)= {5,1,1,2,4,2}. Using this 
approach, it was possible to track all sequences, the number of impressions registered for 
each state changes and the interactions of each type. An example of the subset of data is 
shown in Table 1. For each level of change denoted as c1-c6 we registered the number of 
impressions and the interactions and the conversion factor was computed. 

Table 1. Selected set of state changes resulting conversions 

c1 c2 c3 c4 c5 c6 Views Interaction CR 

0 0 0 0 -4 0 407 3 0,2457 

0 -2 -2 0 2 0 287 2 0,3484 

-2 0 2 0 0 -2 270 2 0,3704 

-2 0 0 -4 0 0 270 3 0,3704 

-2 0 0 2 -2 0 269 2 0,3717 

-2 0 0 -1 0 0 259 2 0,3861 

0 2 0 -2 -2 0 256 2 0,3906 

0 0 0 -2 -2 2 255 2 0,3922 

0 0 0 -2 0 -4 254 3 0,3937 

-4 0 0 0 0 -2 252 3 0,3968 
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For each factor, we generated changes from a set of value {-4,-3,-2,-1,0,1,2,3,4}. 
During the experiment a total of 3411variants of changes of states were registered for 
conversion CR rates with a total 8917 interactions and 593910 page views. The 
average conversion rate was 1.51%. In the next part, the goal was to build inference 
system trained on the obtained results showing how changes of states are affecting 
response from users. 

5 Fuzzy Inference System 

In this part, we applied the inference model based on fuzzy sets generated from input 
data and changes of states. During the research, we used neuro-fuzzy reasoning 
system based on model defined by E. Mamdani et al. [14] and extended by J. Jang 
towards neuro-fuzzy system [7]. This model is presented in the literature and 
discussed among others by A. Piegat [15]. Each rule determines one fuzzy point in the 
area of Cartesian product X x Y and the rules take a form of x∈Ay∈BS. In the 
proposed solution we assumed the integration of inference subsystem with real 
system and built the inference model based on inputs from experimental environment. 
To explore these possibilities, we built a model based on aggregated data, the 
structure and ANFIS fuzzy models were designed for the conversion analysis CR and 
customer satisfaction rate SR. For each input three fuzzy sets with Gaussian 
membership function were applied. For each item we identified fuzzy representations 
for the differences in influence levels. The shape of membership function was defined 
to distinguish three sets for each input with Low, Neutral and High influence on a user 
after comparison with previous state. Influence change with value -4 representing 
drop from level 5 to level 1 belongs to set Low with a probability of 1. Influence with 
change -2 belongs to both Low and Neutral sets with a probability of 0.5 while in a 
situation when a user receives an object with no changes in states where ci=0 it is the 
central part of Neutral set with membership function mf=1 and mf=0.75 belonging to 
Neutral set for changes at levels of -1 and 1. -1 and 1 values belong to sets Low and 
High respectively with membership functions at .25 levels. After defining the input 
sets, we performed model training with hybrid optimization method which is a 
combination of least-squares and back propagation gradient descent method. Using 
inference model, we can obtain knowledge about the relation between inputs and 
output and the fuzzy approach helps to cover decision space using limited empirical 
data. In Fig. 2, we can observe the relation between the selected parameters setting 
and conversions. 

Results show that if the difference between t and t-1drops to a minimal value in 
range of -4 for both c2 and c1 we obtain a drop in conversion rates to the level of 
1%.These changes where represented by changing the thumbnail image background 
from animated to light blue and text version from persuasive, were less influential on 
users. If together with the background, changes were performed in the text we obtained 
an increase in the conversion from 1% up to 1.7%and this is represented by maximal 
changes for c1 and c2 from 1 to 5. The other relation is shown on Fig.3, where we 
changed the intensity of rating info represented by c4 value and thumbnail background 
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Fig. 2. Response from the inference system with 
changes of states for c1 and c2 inputs 

Fig. 3. Response from the inference system 
with changes of states for c4 and c1 inputs 

changes represented by c1. Response from inference model shows that if we change 
states from -1 to 4 for both parameters separately, conversion rate growth stabilizes at 
the region of 1.5% however increasing intensity of both elements from 1 to 5 results 
in conversions growth up to 2.5%. Changes of c3 parameter shownin Fig. 4 have no 
big influence on results and even with neutral changes CR factor achieves level of 
1.5% while keeping the neutral level of c4leads to a drop of conversions when we 
compare it with big changes where c4 is represented by high values in the range of 4.  

 

Fig. 4. Response from the inference system 
with changes of states for c3 and c4 inputs 

Fig. 5. Response from the inference system 
with changes of states for c6 and c1 inputs 

In Fig. 5, the output from inference system shows that changes registered for c6 
and c1 separately are not resulting in high growth of CR, even with a change at the 
level of 4 for c1 is represented by growth from 1.5% to 2% but can result in a drop in 
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user experience. Response from the model illustrates that increase of response can be 
obtained by increasing influence of factor e1 and e6 together without changing other 
factors. This variant resulted in the increase of CR up to 2.5% and can be used as 
variant with accepted level of interactions and limited negative impact on users 
because of low levels associated to other parameters. The results show that the 
proposed approach identified the relation between output and changes of states. It is 
important to identify this relations especially in environments where it is difficult to 
motivate web users to perform the desired actions and especially when the probability 
of actions drops after first the impression. Construction of fuzzy model, which reflects 
the effects of changes depending on the levels of impacts in various stages of 
communication in an interactive system, makes it possible to determine the levels of 
influence and the role of individual elements with their impact on the number of 
interactions. The results indicate the existence of links between changes in levels of 
impact and the obtained response. The use of fuzzy models can reflect the phenomena 
occurring in the interactive environment and can contribute to a better understanding 
of existing relationships. The presented solution can be used to design components of 
the advertising or websites. Further work maybe aimed at studying the impact of the 
message sequence and not only the state changes between the change-over. 
Conversion to fuzzy sets as inputs for inference system can be scalable and we can 
perform data clustering and for values of each change, we can use fuzzy sets and the 
dimensionality of the problem will be reduced and less resources will be required. 

6 Summary 

Website design requires identification characteristics of the audience and the selection 
of impact in such a way as to ensure a certain level of conversions. If taken into 
account the communication process and sequence of interactions with content 
repetitions, there are complex relationships between components of the site, which 
affect the obtained results. Components selection, adjusting parameters and testing 
requires the use of analytical methods that enables us to design solutions to fit an 
existing condition. The resulting inference system allows us to determine the levels of 
the system response for the specified components represented by fuzzy numbers and 
takes into account the imprecise inputs data. The presented solution shows an 
alternative way of interactive media design, which provides the ability to test the 
levels of interaction with the use of fuzzy inference methods and taking into account 
the effects of repetitions addressed to the area of website conversion maximization. 
As demonstrated by the results obtained in this paper, the relationships between the 
components of the site may affect the results. Changes of states delivering 
conversions at an acceptable level using optimized variants of the design can be 
generated in an automated manner towards real time website optimization. 
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Abstract. Current model of organization of supply chains results in inefficient 
use of transport resources, high transport costs, increasing congestions and CO2 
emission. This effect has been demonstrated by research conducted by the au-
thor as well as by the European Environmental Agency. This situation can be 
change by development of alternative business model for collaboration in or-
ganisation of the transport processes within the supply chains. The aim of this 
paper is to present practical implementation of the developed by the author 
T-Scale platform that enables collaboration between independent transport us-
ers and transport service providers. Moreover, an overview of existing commu-
nication platform with its major functionalities are presented.  The work is 
summarized by the major benefits of collaboration achieved by the group of 
companies operating in the FMCG sector in Poland. 

Keywords: virtual collaboration, sharing supply chains, communication  
platforms, load factor, empty runs. 

1 Introduction 

The European economy has been experiencing some radical changes in the last few 
years. The analysis of the data of the European Statistical Office shows a 5% increase 
in the sales and turnover in wholesale and retail trade in European Union states. The 
effects of the global economic recession appeared in 2009, causing the slowdown of 
the economic progress. Still, companies have remained active and have been adjusting 
their strategies to the changing market conditions [9]. Mergers of companies take 
place, new process management concepts are introduced. At the same time, competi-
tion gets stiffer and consumers' expectations grow. It should be also noted that regard-
less of the economic growth rate, the transportation of goods by road increased in the 
last four years. As an example, on the basis of the latest data made available by the 
Main Statistical Office (GUS), the share of road transportation in goods shipping in 
Poland was 84.4% in tons, and 70.4% in ton-kilometers, [6]. 

These changes forced companies who not only wish to survive, but also to develop 
and bring the expected profits, to introduce changes to their operation. Hence, it was 
necessary to search sets of activities, most often completed in sequences, that would 
allow to make a product or provide a service whose value is specified and acceptable 
to the customer.  
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Therefore, the paper's objective is to present a implementation of a model for col-
laboration in the supply chains that enable increase of efficiency and effectiveness of 
executed processes. The implementation has been carrying out within members of 
ECR Poland.  

ECR Poland, member of ECR Europe - a non-profit association focused on  
optimising value chains in order to deliver better value for consumers/shoppers.  
ECR Mission is working together to fulfil consumer/shopper needs – better, faster  
and at less cost in a sustainable way. ECR Poland gathers large, medium and small 
companies representing: 

• retailers and wholesalers,  
• manufacturers (mostly supplying all Europe) 
• service providers (including logistics and IT services). 

2 Utilisation of Available Transport Resources in Europe 

The effects of the currently applied approach to transport organization within existing 
supply chains lead to heavier traffic, reduced travel safety and increased emission of 
harmful substances. The growing congestion lowers the average technical speed of 
vehicles, ultimately increasing delivery time and possibly impacting customer dissat-
isfaction, which may even cause a part of orders to be cancelled. Hence, in the long 
run the companies unwittingly work towards worse financial results and reduced 
competitiveness.  

The above situation is confirmed by the research of the European Environment 
Agency. The research shows that the utilization of the available load capacity of 
transportation means is poor across UE states. In case of the most popular type of 
transportation, namely road transportation, the average utilization of the available 
load capacity of trucks for delivery or distribution purposes is at 54% [10]. Naturally, 
the situation varies among specific countries.  

This results were confirmed by research conducted by the European Statistical  
Office and Professor Alan McKinnon of the Heriot-Watt University. According to 
their analyses the EU average percentage share of empty runs, as a total number of 
covered kilometers, for road transportation is at 25% [5]. Unfortunately, it often  
happens that truck owners cannot find return loads and their truck come back empty 
or only carrying minor loads.  

The analysis of presented results leads to a conclusion that transportation resources 
are used uneconomically, simply speaking are wasted [4]. These activities not only 
apply to improper use of the available resources, but also confirm that possibilities of 
completing given actions with reduced outlays are either omitted or intentionally  
ignored [10].  

Taking into consideration presented above information, together with 30 produc-
tion companies from ECR Poland a detailed measurement was carried out. The aim  
of this action was to identified what was the load factor (utilisation of the truck  
space) while cooperation with small and medium transport companies (partial and 
FTL transports described in previous chapter). The utilization of the available load 
capacity of trucks for delivery or distribution purposes was at 57% [9].  
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3 Pros and Cons of Existing Web-Based Solutions Supporting 
Organization Transport Processes 

Numerous possible cooperation modes within supply chain provoke interest in  
easy and quick exchange of electronic data among potential transport providers and 
transport users [8]. 

The disadvantages of the current approach to the organization of processes within 
supply chains, as described in the previous chapter, may be eliminated through  
implementing of new model for collaboration of independent companies, either asso-
ciated in clusters or functioning in close proximity. The collaboration should apply to 
common organization of transport processes within supply chains and their proper 
coordination in order to achieve the effect of synergy [4, 9]. However, collaboration 
requires secure, reliable and dynamic data exchange.  

Dynamic development of the Internet caused development of web-based solutions 
for communication in the supply chains. However, based on the information from the 
industry most of them support classical approach to organisation of transports within 
supply chains. Detailed research of eleven newly developed communications were 
carried out. Based on the first analysis, seventeen major functionalities were selected 
that are essential both for model with and without collaboration of independent  
transport users and transport service providers. Results of this analysis is presented in 
table 1. All verified platforms are web-based platforms, provides on-line notification 
about all events within the supply chains, reporting and management of transport 
orders. Some of the verified platforms are typical transport freight exchanges, 
whereas others offer more possibilities to its users.  

Table 1. Summary of the platforms supporting analysed functionalities 

No. Functionality 
Number of products 
supporting analysed 

functionality 

% share of products 
supporting analysed 

functionality 

1. 
Web-based communication plat-
form 

11 100,0% 

2. On-line notification 11 100,0% 

3. Reporting 11 100,0% 

4. 
Transport orders management at 
company level 

11 100,0% 

5. Monitoring of the performed task 10 90,9% 

6. Digital map 10 90,9% 

7. Route optimisation 10 90,9% 

8. Invoicing 10 90,9% 

9. Fleet management 8 72,7% 

10. Freight exchange 6 54,5% 
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Table 1. (continued) 

11. 
Real-time monitoring of the per-
formed tasks 

5 45,5% 

12. 
Transport orders management at 
group of independent companies 
level 

4 36,4% 

13. Verification of business partners 4 36,4% 

14. 
Coordination of transport orders 
and transport resources from 
independent companies 

2 18,2% 

15. 
Optimisation of truck loading 
process 

1 9,1% 

16. 
Share of savings among group of 
cooperating companies 

1 9,1% 

17. 
Support of existing communica-
tion standards 

1 9,1% 

 
What is important only two of eleven platforms supports collaboration in joint organi-

sation of transport processes between independent transport users and transport service 
providers. These platforms are T-Scale and TRI-VISOR. As T-Scale was created in order 
to support collaboration it covers sixteen out of seventeen functionalities which were 
verified during this analysis. T-Scale only does not support truck loading process. Table 
two presents summary of the products and their coverage of analysed functionalities. 

Table 2. Summary of the functionalities supported by the analyzed communication platforms 

No. Product Producer 
Number of functionali-

ties supported by 
analysed products 

% share of functionali-
ties supported by 
analysed products 

1. T-Scale ILiM 16 94,1% 

2. TRI - VIZOR 
WaterFront Research 

Park 
12 70,6% 

3. TRANSPOREON 
TRANSPOREON 

GmbH 
12 70,6% 

4. LOG INTEGRA Vesper Software 11 64,7% 

5. TIMOCOM 
TimoCom Soft- und 

Hardware GmbH 
11 64,7% 

6. Wtransnet Wtransnet 11 64,7% 

7. InterLan InterLan 10 58,8% 

8. Sky Logic Benson Consultans 10 58,8% 

9. ORTEC ORTEC 10 58,8% 

10. RAMCO RAMCO 9 52,9% 

11. Pooling France 
DIAGMA, ECR 

France, IPS Europe 
5 29,4% 
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4 Virtual Collaboration in Practice – T-Scale Platform Case 
Study 

The idea of developing new bussines model for joint transport processes organisation 
within member companies of ECR Poland began in 2010. The whole 2010 was spent 
on the development of theoretical model and discussion among production companies 
about way of possible cooperation. Based on that steps which allows implementation 
of the solution were carried out: 

• cost and value analyses for transport users, as well as service providers, 
• development of practical web-accessible tool (T-Scale) enabling automated in-

formation exchange between involved parties within the whole supply chain in 
order to start vertical cooperation between companies to reduce transport cost, 

• guidelines on information sharing based on the unified communication  
standards, 

• some possible pre-defined scenarios, based on: 
o product categories, 
o current distribution network set-up, 
o geographies, 
o scale economies, 

• guidelines on ordering processes optimisation within the supply chains, 
• other changes in transport processes organisation to present operations that are 

envisaged, 
• key performance indicators. 

Developed T-Scale platform plays the crucial part in the virtual collaboration in 
transport organisation within the supply chains. T-Scale allows real time exchange of 
information among companies participating in the realization of transportation proc-
esses. It enables to form temporary cooperation network (virtual supply chains). There 
are four key roles applied: 

• The transport users define transportation needs. 
• The transport service providers offer their services. 
• The planning of deliveries and generating of consolidated transportation or-

ders are made by the transportation coordinator, who also acts as an interme-
diary between group of independent producers and carriers.  

• 4th party role responsible for auditing of all companies, verifying if the agreed 
conditions for cooperation are obeyed and providing technical solutions. The  
Institute of Logistics and Warehousing acts as technical and content-wise coor-
dinator. The Institute oversees the technical aspect of operation of the platform. 
Moreover, ILiM carries out monthly impartial audits of effectiveness of planning 
of transportation and ensures stability and safety of the solution. 

The principal advantage of the discussed solution (T-Scale platform) is the complete 
coordination of cooperation among different companies involved in the common 
transport planning and scheduling process in order to use the available transportation 
resources in a balanced manner. Furthermore, T-Scale is based on agreed global 
communication standards.  
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The following transport communication standards (GS1 standards for transport and 
logistics) were selected and agreed to be used in the new bussines model for joint 
transport processes organisation: 

• Global Location Number (GLN) - is the GS1 ID Key used to identify 
locations and legal entities. Using a GLN rather than a proprietary internal 
numbering system for locations gives a company significant advantages, 
because it provides a standardised way to uniquely identify entities and 
locations throughout the supply chain [3]. 

• Serial Shipping Container Code (SSCC) - the GS1 ID Key used to identify 
individual logistic units. A logistic unit is defined in T-Scale as combination 
of units put together on a truck/container, where the specific unit load needs 
to be managed through the supply chain [3]. 

• format for naming point of origin and destination, 
• type of products groups and its transport susceptibility, 
• type of transport units and its equipment, 
• transport request, 
• transport order, 
• transport service description [2], 
• format of the transport pricelists, 
• common process for placeing of the transport requests and orders, 
• common process for sharing of the savings in the transport costs. 

 

 

Fig. 1. Roles on the T-Scale platform 

The T-Scale platform improves communication between virtual supply chain  
participants for purposes of joint organization of deliveries, which translates to a 
number of benefits from the cooperation between companies, such as: 
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• optimization of transportation costs due to the achieved scale effect, 
• improved availability of cargo space, 
• better utilization of the load capacity of trucks, 
• elimination of "empty runs", 
• reduction of road traffic intensity. 

On the selected seventeen routes which belong to ten producers, T-Scale in June 
2012, was able to significantly improve effectiveness and efficiency of the transport 
processes. At the beginning of the pilot implementation the following options for 
collaboration were defined: 

• First option: Cooperation within FTL transports in order to find partner which 
allows two or more producers to close the whole route (e.g. from point A to 
point B and from point B to point A). Therefore, total transport rate is going to 
be calculated on the basis of the number of run kilometres. It means produc-
tion company is paying for transporting the route from point A to point B and 
from B to A.  

• Second option: Cooperation within joint organisation of partial transports 
(above 10 pallets) and LTL in order to increase utilisation of truck and  
reduction of transport unit costs. 

Table 3. Results of the T-Scale operations in June 2012 

Parameter 
Without T-Scale and 

communication 
standards 

With T-Scale and 
communication stan-

dards 

Pallets carried out [pcs] 18202 18202 

Total number of transport routes [pcs] 821 649 

Total number of kilometres [km] 198682 157058 

Total transport costs [euro] 168880 119757 

Total savings in transport costs [euro] - 49123 

Average savings in transport costs per 
company [%] 

- 15% 

Average share of empty runs in total 
number of kilometres [%] 

data not available 7,7% 

 
To sum up, sharing of resources and cooperation in transport organisation accord-

ing to agreed communication standards is of multi-dimensional nature. It positively 
impacts both companies that use transport services and the ones that provide such 
services. However, it is still a challenge to change companies attitude and approach 
with respect to the business processes organisation and being more open for coopera-
tion in the field of logistics. Moreover, presented case concerns only road transport 
cooperation, there is a great challenge to implement similar business model for  
intermodal transport, where more actors are involved in the process.   
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5 Conclusions 

The intensive development of Business Intelligence and Competitive Intelligence 
tools, access to information from multi-dimensional data analysis [1] aggregated from 
various enterprise IT systems sources (usually in case of heterogeneous environ-
ments) has been significantly facilitated in recent years. However, vast majority of 
available tools supports only classical approach to organisation of transport processes 
within supply chains. To improve effectiveness and efficiency of transport processes a 
new approach is a must is near future [7]. Companies needs to collaborate based on 
the agreed data standards within secure and reliable virtual supply chains.  

Virtual collaboration allows sharing of resources and joint cooperation of  
transports which is of multi-dimensional nature. It positively impacts both companies 
that use transport services and the ones that provide such services. Furthermore, these 
companies are closely connected to the environment in which they operate. In many 
cases the main objectives of companies and the society are not identical. The  
proposed solution makes it possible to organize logistics process while taking into 
account economic, social and environmental aspects.  

Additionally, the positive reception of the solution by the leading manufacturers 
and distributors in Poland allows to hope that the solution will soon be accepted and 
employed in business activity.  

This hope is also fortified with the growing awareness the companies have of their 
impact on the environment. It can now be observed that companies exhibiting ad-
vanced social awareness often shape their activities not only with their own strategies 
in mind, but also taking into account the objectives and values of the society. Corpo-
rate social responsibility is a method of creating generally understood benefits, both 
for companies, as profits, and for its environment. Hence, in can said that a company 
following the principle of sustainable development can achieve a balance between its 
profitability and effectiveness, and social interests.  
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Abstract. The paper describes the use of cloud computing in logistics, 
especially the creation of the multi-modal platform designed for cooperating 
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1 Logistics Service Providers 

A characteristic trait of the modern enterprise is the growing importance of its 
relationships, interactions and interdependencies with other entities from its 
environment. Finding themselves under increasing competitive pressure, companies 
are ceasing to treat these relationships and cooperation with partners as a solution that 
can help all parties achieve substantial benefits. At the same time they look for 
solutions facilitating this cooperation. 

Logistics service providers are companies belonging to the so-called transport, 
forwarding and logistics industry. This sector covers activities of companies of 
different sizes, multiplicity of services and global range. It includes very large but 
also small firms, offering a range of services – from simple transport services, through 
service forwarding, warehousing, palletizing, packing, packaging, to full service of 
supply chains. Their range of activities may comprise a region (e.g. a province), 
country, continent or the whole world [6]. To ensure a fast and correct flow of 
information between individual entities of the operating system, a logistics service 
provider has to use appropriate information technologies [7]. Logistics service 
providers, in general, apply information technology in order to increase efficiency and 
automate their work. A particularly important goal, however, is to meet the 
expectations of potential and existing customers. Unfortunately, customers using the 
services of various logistics service providers always have to adapt to their tools. The 
logistics services industry lacks solutions that would integrate the services of different 
operators in one place.  
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A more serious problem arises in the case of small and medium (SME) logistics 
service providers. These companies are generally more flexible but often lacking the 
needed resources for growth. Additionally, SME logistics companies have limited or 
no IT-competence and investments. 

The next problem of the logistics industry is a lack of formal semantics which 
prevents automated data integration. There are not any universal solutions which let 
smaller companies work together in the changing conditions and access resources, 
software and information provided to computers and other devices on demand [7]. 

The solution to aforementioned problems may be cloud computing. 

2 Cloud Computing Conception 

According to the National Institute of Standards and Technology cloud computing is 
“a model for enabling ubiquitous, convenient, on-demand network access to a shared 
pool of configurable computing resources (for example networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction” [8]. In other words, cloud 
computing is a pay-per-use consumption and delivery model that enables real-time 
delivery of configurable computing resources. Typically, these resources are delivered 
over the Internet to multiple companies, which pay only for what they use [2]. One 
may also say that cloud computing is a large-scale distributed computing paradigm 
that is driven by economies of scale, in which a pool of abstracted, virtualized, 
dynamically-scalable, managed computing power, storage, platforms, and services are 
delivered on demand to external customers over the Internet [5]. 

There are many advantages resulting for companies from the use of cloud 
computing. Generally speaking, it allows enterprises to manage the building blocks of 
IT, provided by other people in the same way they would their in-house infrastructure, 
but without the challenges that such complex architecture would normally produce 
[10]. The most important advantages are cost reduction and more flexible use of 
resources and operations. 

Cloud computing represents a fundamental shift in how organizations pay for and 
access IT services. It is a model for provisioning and consuming IT capabilities on a 
need and pay by use basis ("pay as you go" method) [10]. It eliminates the need to 
purchase licenses and pay for software installation and administration. The IT service 
is consumed according to the actual user demands. It enables externalization of IT 
costs in the logistics sector by a change of fixed costs to variable costs [1] and shifting 
the cost structure from capital expenditure to operating expenditure and also helps the 
IT systems to be more agile [10]. 

With cloud computing, there is a paradigm shift to an asset-free provision of 
technological resources [10]. Moreover thanks to these changes and among other 
things thru, effecting economy of scales and pooling together of knowledge and 
experience in diverse industries, cloud computing enables expanded products 
(service) sophistication, allows for more end-user simplicity, increases product 
(service ) relevance and drives potential new businesses [2]. The enterprise can get 
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the advantage of developing and marketing the product or service earlier to the 
market, ahead of its competitors [10]. 

Companies  are not only relying on cloud services to enhance internal efficiencies 
(cost reduction, more flexible use of resources), but also to target more strategic 
business capabilities. Research has confirmed that number-one objective for adopting 
cloud services is an external capability – that of increased collaboration with external 
partners [2]. 

One must underline that due to the aforementioned advantages cloud computing is 
a very good solution for small and medium sized companies. Thanks to the use of 
cloud computing they themselves do not have to invest in the entire infrastructure 
(equipment, facilities and staff). All they need to do is rent a server from a 
professional company. 

3 Logistics Project Based on Cloud Computing 

Logical project is implemented through the Central Europe Programme. The project is 
promoted by six infrastructure providers that are supported by economic development 
agents and logistics cluster associations. The partnership is completed by research 
institutes and universities with enormous capacities to deliver innovative ICT 
solutions for the logistics sector [11]. 

The objective of the project is “to enhance the interoperability of logistics 
businesses of different sizes, to improve the competitiveness of Central European 
logistics hubs through a decrease of transaction costs (better access to systems of 
global players), and to promote collective (sustainable) modes of transport  (multi-
modal co-operation)”  [11]. 

The main tasks of the Logical project are to identify the need for cloud services 
including logistics companies, create a platform for cloud computing and its 
implementation in selected logistics centers in Central Europe and to develop patterns 
of cooperation of future users of the system.  

The basis of the platform is easy and cheap access to information about the current 
demand for logistics services and possibilities of their implementation. Assumed key 
benefits for users, resulting from the Logical project, should be: more efficient flow of 
information by providing access to global information systems and institutional 
players (such as infrastructure providers) and a balanced and optimal use of transport 
[12]. 

The Logical project began in 2011 and will last until 2014. In the first stage of the 
project, a survey among small and medium sized enterprises based in Poland, 
Germany, the Czech Republic, Hungary, Slovenia and Italy from the logistics 
industry was conducted. During the study, respondents were asked questions 
concerning the scope of logistic services, the use of solutions from the IT industry, the 
main problems with the use of the systems they owned. They were asked to express 
an opinion on the solutions based on data processing systems in the cloud [12]. 

As a result of the survey interviews and their implicit instructive elements, about 
59% of the interviewed logistics service providers stated that they were planning to 
make use of cloud computing in the future provided that suitable software tools are 
available.  
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When analyzing, the companies were asked about their expectations of the clouds. 
The most important expectations for cloud data of the surveyed companies were: 

• improve / simplify communications with our business partners, 
• improve / simplify communications with our customers, 
• achieve higher quality in logistical services (greater reliability, better supplier 

loyalty), 
• achieve greater transparency in handling data / better information flows, 
• improve integration in the supply chain / transport links. 

At the same time, it was noted that Polish companies were far less enthusiastic about 
the new information technologies than German companies, which saw a lot more 
benefits in them. This may be due to the fact that Polish companies from the SME 
sector have less experience in implementing IT solutions over the Internet [12]. 

In the next step of the project, the information requirements analysis was 
individually performed with prospective users of the system. This involved, inter alia,  
profiling the enterprises on the basis of questionnaires, identification of processes and 
an analysis of the logistics processes. 

Below, the results of the research carried out in one of the companies (Trans 
Logistics1) are presented.  

4 Exemplification of Cloud Computing Idea 

The overall business aim of the Trans Logistics (Poland) is to acquire an established 
position in the market of logistics services in the SME segment. The key activity of 
the company is to provide services related to road freight forwarding (95% of activity, 
the remaining relates to handling and storage). Trans Logistics (Poland) intends to 
develop the newly opened office in Poland, which will provide comprehensive 
logistics services in the field of Trans Logistics orders from the headquarters in 
Denmark and gain new customers in the Polish market. All the tactical and 
operational decisions are taken by a board member from the Polish office of Trans 
Logistics and their contributors. However, every day, Trans Logistics (Poland) works 
closely with the Danish office which gives direction for the company.  

The mega process of the Trans Logistics company is Forwarding.  It is the 
coordination and organization of the transport process. An important part of this 
process is conceptual work, which includes exchange of information between the 
participants of the transport process as well as the commercial process and arranging 
all kinds of formalities, such as filling in the transport and commercial  
documents. 

The mega process „forwarding” is divided into the following processes (see  
fig. 1): Acquisition of clients, Calculation of transport rate, Acquisition of carriers, 
Shipment realisation order, Shipment coordination, Settlement and turnover of  
documentation. 

                                                           
1 The company name has been changed. 
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Fig. 1. Main map – forwarding process of the Trans Logistics company 

After analyzing the business processes of the studied companies, a question arose 
which of the processes could be moved to the cloud. After a lot of careful 
examination, we came to the following conclusion: it is best to start with the 
processes that are performed most frequently and that are strongly linked with the 
environment. Examples are processes associated with obtaining the order and the 
carrier, the process of coordination of transport. Some of these processes can be 
placed entirely in the cloud, and some only in part. 

With the exception of the process “Calculation of transport rate”, all of listed 
processes have been transferred (entirely or partly) to the cloud.  

In this paper the authors present only one example of the process. Below, the 
process of settlement of accounts and documentation is described. It is one of the 
processes, which is the most complex one in the Trans Logistics. 
 

Settlement of Accounts and Documentation Process 

Settlement of accounts and documentation starts when the carrier puts the documents 
into the cloud-based database. When the data is uploaded, the forwarding agent 
verifies the documents. If the documentation is incomplete or incorrect, the 
forwarding agent puts appropriate information into the system. The carrier is required 
to correct the data in the system. 

Upon receipt of correct and complete documents, the groups of processes are 
executed in parallel. These are: (1) sharing the electronic version of the invoice with 
the client and (2) invoice preparation and invoicing. 
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Within invoice preparation and invoicing the forwarding agent validates the 
prepared invoice and invoicing is done by the financial module. In the case of 
discrepancies, correction is made manually. Once the invoice is prepared properly and 
invoiced, the forwarding agent orders the payment for the carrier. Simultaneously, the 
system sends an electronic copy of the invoice to the client and waits for  notification 
about the payment. After notification, the payment is booked automatically. 

The forwarding process finalizes the realization of both groups of the processes 
(see fig. 2 ). 

 

Fig. 2. Settlement and turnover documentation process 

To present the process, use cases have been designed which are perfectly helpful to 
describe the system requirements. An use case shows the interaction between the 
actor (user system) initiating the event and the system itself. Furthermore, properly 
designed use cases allow the development of future system design, and an affordable 
and comprehensive platform for collaboration and communication system developers, 
investors and owners of the company. 

An use case represents a basic course of operations, the so-called "basic flow" or 
"happy flow". In fig. 3 and 4 there are graphical use cases of the actors and the 
relationships between them. 

In order to facilitate the presentation of the use cases, the process of Settlement of 
accounts and documentation is divided into two parts: 

• Settlement of accounts with customer, 
• Settlement of accounts with carrier. 

The process of Settlement of accounts with customer consists of preparation, sending 
and accounting of invoices (see fig. 3).   
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Fig. 3. Settlement of accounts with customer 

In table 1, the main issues of this process are described (assumptions, 
preconditions, postconditions, and steps). 

Table 1. Main issues of settlement of accounts with customer process 

Assumptions 1. Trans  Logistics and the customer use Electronic Data 
 Interchange (EDI) 
2. The client does not require paper version of invoices 
3. Accounting system is able to put down the invoice automatically 
4. The invoice can be generated from the data collected by the 
 system in previous steps 
5. Information from the bank’s IT system can be sent to the system 
 of Trans Logistics 

Preconditions Receiving completed and correct documentation from the carrier 
Postconditions Invoice accounted  
Steps 1. Invoice preparation – system fills in the form with data collected  

 in previous steps 
2. Giving the invoice a status “unsettled” 
3. Sending the invoice to the client electronically 
4. Accounting the payment after receiving  information from the  
 bank’s IT  system 
5. Changing the invoice status to “settled” 

 
The process of Settlement of accounts with carrier is about receiving and 

accounting invoices and settling liabilities (see fig. 4). 
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Fig. 4. Settlement of accounts with carrier 

In table 2 the main issues of this process are described (assumptions, preconditions, 
postconditions, and steps). 

Table 2. Main issues of settlement of accounts with carrier process 

Assumptions 1. Trans Logistics and the carrier use Electronic Data Interchange 
(EDI) 

2. Trans Logistics does not require paper version of invoices 
3. Accounting system is able to put down the invoice automatically 
4. The system of Trans Logistics is able to send information to the 

bank IT system, with payment order 
Preconditions Receiving the documentation from carrier 
Postconditions Settlement of liabilities with carrier 
Steps 1. Receiving invoice from carrier electronically 

2. Invoice accounting 
3. Generating payment order to the bank’s IT system 

5 Conclusion 

The continous development of new technologies, emergence of network 
interdependencies mean that companies no longer must invest in self-development of 
complex and sophisticated IT solutions. Instead they can use the ready-made 
solutions, that yet at the same time meet their requirements. Such an option for 
logistics service providers may be cloud computing and the platform, proposed within 
the Logical project. 

The proposed platform should allow to: improve the process of acquisition and 
transmission of orders (including the process of settlement of accounts and 
documentation), reduce or completely eliminate the reporting process, reduce time 
processes by facilitating access to information, make it possible to easily evaluate the 
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processes – thanks to information from all stakeholders gathered in one place, and 
enable to create a virtual call to foster cooperation. 

Of course during the implementation phase of the proposed platform many 
potential problems may occur. Many enterprises still remain very sceptical about the 
idea of cooperation and network relationships for fear of leaking information and 
knowledge – especially where these determine a company’s competitive advantage 
[9]. And in the case of cloud computing, data is held “outside the company”, which 
only intensifies aforementioned concerns. There is a lot of concern about the security 
and privacy of the data. Security is a great concern for most organizations. Many 
managers are not comfortable about their data located in a data centre in a foreign 
country. And true standards for how to control applications that are in a vendor’s 
cloud have not yet been established. The current challenges must be addressed 
including developing acceptable compliance and security policies, reducing the risk 
by developing robust infrastructure for reliability and high availability along with 
performance guarantee [10]. Possible source of difficulties related to cooperation 
within the platform is the fear of losing independence and control over the company. 
Research has confirmed that companies are reluctant to engage in partnership 
relations if they fear becoming dependent on the other entity [3]. Moreover poor 
information flow between cooperating parties may damage relations, cause conflict 
and result in an “information deficiency” that threatens the well-being of projects. 
Research has confirmed that information processing requirements and information 
processing capability affect intention to adopt cloud computing [4]. Above-mentioned 
conclusions raise an important problem concerning the negative attitudes of 
companies and their managers. Many of them still view their companies as isolated 
units and are reluctant to engage in any form of cooperation, including cloud 
computing. 
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Abstract. The explosion of linked data is creating sparse connection networks, 
primarily because more and more missing links among difference data sources 
are resulting from asynchronous and independent database development. DHR 
was proposed in other research to discover these links. However, DHR has limi-
tations in a distributed environment. For example, while deploying on a distri-
buted SPARQL server, the data transfer usually causes overhead on the net-
work. Therefore, we propose a new method of detecting a missing link based on 
DHR. The method consists of two stages: finding the frequent graph and match-
ing the similarity. In this paper, we enhance some features in the two stages to 
reduce the data flow before querying. We conduct an experiment using geo-
graphic data sources with a large number of triples to discover the missing links 
and compare the accuracy of our proposed matching method with DHR and the 
primitive mix similarity method. The experimental results show that our method 
can reduce a large amount of data flow on a network and increase the accuracy 
of discovering missing links. 

Keywords: graph mining, linked data, link prediction, distributed RDF data. 

1 Introduction 

Linked data uses the Resource Description Framework (RDF) to represent a structure 
of data having different formats such as RDF-XML, N-Triples, and N3. A triple of the 
RDF is composed of a subject, a predicate, and an object. The predicate describes the 
relationship between a subject and an object. Using this mechanism, most entities in 
data sources can link to other entities in another data source. For example, when one 
is looking for information about a place, an artist, or a song, information can be ob-
tained from a single data source to other data sources using predicates such as seeAl-
so, sameAs, and redirect. However, since all data sets are published independently 
and methods of finding the missing link between two entities from different data 
sources are still under development. Resolving this issue is essential for the future use 
of linked data.  
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Many data points are created and all entities on each data points can be linked to-
gether with the RDF mechanism. Finding links among all entities in a group of data 
sources can be done by using similar link patterns. To find those patterns, the frequent 
graph mining method was applied in previous work [1]. The method proposed in this 
paper uses a comparable approach to discover the missing link between two entities in 
different data sources. To find a frequent graph using data from all data sources, we 
must query all triples that are linked together by a predicate called the link type. This 
process can incur overhead in a network because much data is loaded in batch. We 
propose a two-step method that can solve this problem. In the first step, we query 
triples on demand. In the second step, we just have to focus on a frequent pattern, 
which is useful while consuming linked data. After we obtain the required data, we 
apply Apriori-based graph mining to find all the needed frequent graphs. In other 
words, our method for discovering the missing link not only uses the frequent graph 
method but also the matching similarity method. We introduce a dataflow-efficient 
way to match data entities, because of the current context of linked data development. 

In the next section we describe related works. In Section 3, the main section, we in-
troduce our method in detail. In Section 4, we report experiments on the amount of 
data we can reduce and compare the accuracy of the proposed method EMSMatching 
with the accuracy of other methods. In the last section, we present a discussion about 
the proposed method, its contribution, and future work. 

2 Related Work 

Several studies have proposed methods for discovering links between different data 
sources in linked data. For music data, Raimond et al. developed several different 
methods based on looking up a literal to match a data entity [2]. When they tried to 
interlink an artist with a record and tracks in two distributed music data sets, Jamendo 
and Musicbrainz, their method encountered some drawbacks because of ambiguous 
data, which reduced the accuracy of linking entities in the two data sets. Silk Frame-
work [3] is an efficient tool often used to generate RDF links among data entities 
based on user-defined link specifications. The specifications to create the link be-
tween two entities are expressed using the Silk Link Specification Language. Howev-
er, the Silk Framework is only applicable for a pair of data sources and must have the 
configuration of the matching template, which involves very sophisticated work. In 
the Silk Framework, the more properties we use to match, the more data we need to 
query and the more time we need to calculate the similarity. Problems occur if data 
sources are enormous. Silk Server [4] is a tool to add missing links from an entity to 
all related datasets, when it has already been linked to one entity of a data set. Silk 
Server helps to generate many links to make more and more links to others. We can 
say that Silk Server is a tool to enrich information on web or linked data. The LInk 
discovery framework for MEtric Spaces (LIMES) [5] introduces a time-efficient ap-
proach to interlink data based on the Silk Framework using the mathematical features 
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of a metric. LIMES can filter a large number of instance pairs before mapping. As a 
result, the time used for matching the similarity is reduced. Yet on the first step of 
LIMES, it also needs to query all data on the target dataset to find a set of exemplars. 
For geographical data, DHR [1] is a novel method to discover missing relations by 
finding a closed frequent graph in many geography data sources. To calculate the 
similarity between two entities, it uses statistics for the appearance of words of useful 
attributes. However, it needs many data properties to calculate the similarity. In addi-
tion, we have to deploy all data in the local data set. This means that this method is 
not well suited to a distributed environment, where linked data is missing. Although 
most of the above methods focus on the accuracy of discovering missing links, we 
focus on the problem of data transfer on a network for discovering missing links. 

3 Discovering Missing Links 

3.1 Term Definition 

First, we give the definitions of terms used in this paper. 

Dataset A,...,Z: each dataset represents a linked data set, such as DBpedia, and 
GeoNames. 

Entity a1,a2,...,am: entities in Dataset . where m is the number of entities in A.  
Linked-dataset graph (LDG): directed graphs for Dataset. A vertex represents a 

dataset and an edge represents the relationship between two datasets. 
Linked-entity graph (LEG): directed graphs for Entity. A vertex represents entities 

and an edge represents the links between two entities. 
Pair frequent matching graph (PFMG): pair of frequent LDGs consisting of two 

frequent graphs, Parent Graph and Child Graph. The Child Graph is constructed by 
eliminating one edge in the Parent Graph.  

3.2 General Idea of Our Approach 

Our method consists of two main stages, "finding the frequent LDG” and “matching 
data entities using the extend mix similarity metric" for discovering the missing links. 
In the first stage, Let us describe in detail by the example shown in Figure 1. In this 
example, three datasets (A, B, C) are given. When some entities are connected with 
the owl:sameAs relationship, we can create an LEG in the middle. If the LEG graph is 
frequent, then we can get the LDG from the frequent LEG. The LDG created from the 
LEG is shown in the upper left LDG. Then, we create PFMGs from the LDG. It con-
sists of a Parent Graph (upper left), and a Child Graph (upper middle). If we find the 
LEG in the same pattern of the Child Graph, as with the LEG shown in lower right, 
then we can expect that ck may have a link to an entity in Dataset B. After we create 
the candidates of missing links, we identify links with matching data entities using the 
extend mix similarity metric in the next stage. 
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LEGs. In case, we can easily recognize that the pair is a PFMG, but the entity does 
not need to check because there is no possibility to find new links for the PFMG. 

In this situation, if we try to apply the method in previous work with above condi-
tions, we also have to query all links, although many of them are redundant. To solve 
this problem, we proposed to use the Apriori graph mining method. It not only helps 
us to optimize query data, but also this method has the following advantages:  

• Base on Apriori theory, we count the number of links as a candidate on the item set 
before query the data. If the number is lower than threshold, we can remove the 
links. In addition to it, we can omit all links that are neither linked to any entities 
on important data nor linked to more than two datasources because this link is not 
useful for detecting the missing link. 

• Generate parallel linked entity graphs while querying all needed links.  
• Query data entities on demand. 

Apriori graph mining requires choosing a support threshold for the frequency. How-
ever, it is difficult to choose a fixed threshold for data sources having a different 
number of links. When a huge dataset is connected to a small dataset, the following 
situation may occur: with a fixed threshold, a graph created from a huge data source 
tends to be very frequent because of the dense connections comparing with a small 
data source. Hence, important graphs may be dropped due to the fixed threshold. So 
depending on all linked data sources, the threshold for each graph is determined by 
the percentage of links in the smallest data source. Whenever a new item-set candi-
date is created, we need to identify the dynamic threshold again. This is an extension 
of the original Apriori graph mining algorithm in our system. 

Now, we find all frequent LDGs at the same time using query data from the 
SPARQL server and satisfying the three conditions above by Apriori graph mining. 
Then we generate all PFMGs used in the next stage of discovering the missing link. 
For graph g1 and g2 in the PFMGs, g1 is a Parent Graph of PFGM and g2 is a Child 
Graph, which is a subgraph of g1, which eliminates one edge from g1.    

3.4 Matching Data Entities Using the Extend Mix Similarity Metric 

We perform the second stage of detecting the missing link. After obtaining all the 
PFMGs, we have to find out which link is missing for a given entity by a matching 
similarity. Before we go into the details of our matching method, we discuss our  
concept  "extend mix similarity metric". 

3.4.1 Extend Mix Similarity Metric 
Although many kinds of similarity measures[7] are available, we propose a novel 
method to calculate the distance between two entities. The major idea of our method 
is the extension of the previously proposed mix similarity metric [6]. The difference 
between the extend mix similarity metric and the original one is to apply some simi-
larity metrics for each attribute to calculate the distance between two entities with a  
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suitable data type. Given a data type, we can apply many similarity metrics because of 
the different characteristics, such as the string similarity with Jaro, JaroWinkler, Le-
venshtein, Jaccard, TFIDF, n-gram or the coordinate similarity with the Cosine and 
Euclidean distance. Not all metrics is good for all. They are depending to the feature 
of dataset[8][9]. Therefore, we propose the extend mix similarity metric method, 
which is a combination of each calculated similarity metric on a data type to achieve 
higher accuracy with the matching method: 

,  ∑ , ∑ ,, ,,∑ ,,∑ ,  

: The number of an entity's attributes in a data source. , : The weight of the distance against attribute  for two entities , . 
: The number of similarity metrics against an attribute of the two entities , . , , : The weight of the distance at similarity metric  against attribute  for two 

entities , . ,, : The distance between two entities ,  against an attribute. The distance can be 
calculated by the value of the attribute and the corresponding similarity metric . 

3.4.2 Matching Data Entities 
Now, we go into details of how to apply similarity metric for discovering the missing 
link. Large data flows on a network are a problem in the matching process. So we 
propose many techniques to reduce data flow on a network. 

The first one is the Top k entity. If we want to check whether entity  can be 
linked with entity in , we have to query | |  values in the target data source  
to find the best suitable entity (  refers the number of attributes needed for match-
ing). In a small dataset, this is not a problem, but if a dataset is enormous, data trans-
fer on the network becomes a serious issue. In this case, the solution for Top k is 
started by indexing data source  by a useful attribute, called "index property", 
which can help us to normally discriminate two objects. With the feature and the kind 
of data, we can choose suitable properties to serve as the index property. This choice 
also influences the accuracy of discovering the missing link. After that, we calculate 
the similarity indexed for each entity in data source , such as the label with the cor-
responding property in ak, and the name. We just get the top  entities with the high-
est value, and then apply the matching method on the m attribute with the  entities. 
As a result, the total cost converges to | | if | |  , and the data flow can be re-
duced to approximately the value ( | |. Moreover, given n is number of 
datasource will be processed in our system, we can refer that  is maximum 
matching condition (MC) in each datasource with all remain ones. If we choose index 
property which differs from matching properties in each MCs, we would choose 
another suitable index property to calculate similarity for achieving Top k entities. So  
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Table 1. The number of triples queried on the SPARQL server for each data set 

 Dbpedia Geonames Uscensus  Factbook Total 
DHR_cSpan 74313 88506 16372 0 179251 

PFMG 74313 61399 7063 0 142775 

 
the maximum index property we choose for one dataset is , and minimum index 
property is one. As a result, total property values  are queried: | | | | if | |   
The second technique uses as few matching properties as possible. Assuming that the 
number of properties  and the top  entities used for matching are sufficiently big, 
it means possibly we can query almost data on a target datasource . The number of 
pair matching property belongs to the feature of data and the candidate of pairs can be 
determined by some metrics. With the solution of using the top  and choosing the 
least possible matching, the accuracy for finding the missing link can be reduced. So, 
we apply the extend mix similarity metric to improve the accuracy of our method. 
Now the system is ready to find the missing links. We implement this algorithm in 
our system, called EMSMatching. Moreover, in the matching process, we have to 
normalize the query data, because, for some reason, the accuracy is reduced when 
calculating the similarity. 

4 Experiment 

We conducted an experiment to test our idea. In this experiment, we only retrieve the 
LDG graph, which has more than two edges. We use a support threshold of 20% for 
our experiment. The data sets used for our experiment are Geonames[10], Dbpe-
dia[11], Uscensus[12], and Factbook[13] with Dbpedia is important data source be-
cause of its popularity for all linked data. 

First, we evaluate our method from the aspect of data reduction for querying. We 
compare our proposed method PFMG with DHR_cSpan used in [1] on the same con-
dition for retrieving frequent graph patterns. The proposed method can reduce approx-
imately 20% of the triples compared with the DHR_cSpan method with the same 
constrains against frequent LDGs (graph length more than two), as shown in Table 1. 
Because DBpedia is an important data source, the number of triples of this link does 
not change depending on the method. The Uscensus data contain 16372 entities linked 
to Geonames, but only 7603 entities can be connected by DBpedia. The number of 
links in the World Factbook is zero because it does not have links to other data. It is 
only linked by Dbpedia. 

Next, we analyze the PFMGs that can be used for discovering the missing links. 
We obtain 19 PFMGs, as shown in Table 2. This table shows the relationship between 
the Parent Graphs and the Child Graphs and the number of graph instances for each. 
We consider the difference in the numbers as the candidates for missing links. 
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 EMSMatching MSMatching DHL_DE 
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Average 91.3 85.4 75.7 

Fig. 2. Accuracy for detecting missing links of each PFGMs 

LEGs and the number of entities in Geonames are approximately 2,600,000. Because 
the Top Item 30 "     "and one index property 
can be used for all matching conditons to get Top k entities, 2,600,000 data values 
(value of each property) are queried for EMSMatching and 7,800,000 data values for 
MSMatching. In other words, the data flow for our method shows a great reduction of 
query data on the network (approximately 5,200,000 data values). For all the match-
ing conditions between the two data sources, we use only two properties in our me-
thod (For coordinate matching on GeoNames, we need to query two properties instead 
of one as DBpedia). 

In the last experiment, we evaluate our method from the aspect of accuracy of dis-
covering missing links. To create correct answers for detection, we search an edge in 
the Parent Graph that does not exist in the Child Graph, and then we scan it in all the 
LEGs and finally remove the links for creating the test data. We compare three me-
thods in this experiment. The calculation of accuracy is based on the exact entity 
found and all entities used for predicting. 

Figure 2 illustrates the results of the experiment with the first column denotes the 
graph ID used in Table 2. The results indicate that our method EMSMatching obtains 
higher accuracy than do MSMatching and DHR_DE in most cases with the average of 
accuracy 91.3 %. We can say that the extend mix similarity metrics help us to  
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improve the accuracy in matching. From all above, we conclude that our method is 
effective for discovering missing links.  

5 Conclusion 

In this paper, we present a method to discover missing links on large-scale data-
sources. The experimental results show that our method performs better than previous 
approach. However, more work is needed in the future, such as using an independent 
matching approach instead of the user configuring a matching template. One issue is 
that the accuracy is not high in some cases, but we cannot solve this problem com-
pletely because of the noise and ambiguous data. Finally, if the links in all datasets are 
too dense, the method to reduce the data triples in the first stage is not efficient. 
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Abstract. Monitoring and prediction of resource usage are two major methods 
to manage distributed computing environments such as cluster, grid computing, 
and most recent cloud computing. In this paper, we propose a novel hotspot 
removal system using a neural network predictor. The proposed system detects 
and removes hotspots with resource specific removal algorithm. The system 
also improves neural network predictor by introducing prediction confidence. 
The effectiveness of our proposed system is verified with empirical examples, 
and evaluation results show that our system outperforms a popular hotspot 
removal system in hotspot predication and hotspot removal. 

Keywords: Neural Networks, Virtual Machine, Hotspot Removal, Prediction. 

1 Introduction 

Workload and resource management has been a popular research topic in distributed 
computing for a long time [1-2]. Currently, managing workload and resource in a 
large-scale infrastructure is becoming easier in terms of efficiency and manageability 
as virtualization technology becomes more mature.  

Large public cloud is the distinct trend in last few years. However, private cloud 
will grow faster because it provides more secure and trustworthy computing 
infrastructure. However, good architecture design and effective resource management 
scheme are needed more than public cloud or cluster computing because handling 
workload fluctuation in private cloud is harder.  Dynamic workload fluctuation, 
which is caused by incremental growth, time-of-day effects, and flash crowds [4-5], 
tends to generate a hotspot. Applications in datacenter are not able to operate above 
the performance level specified in service level agreement (SLA) [5]. In addition to 
this complexity of resource management, effective management of private cloud that 
is dedicated to a single organization is more challenging, since it is mostly built by 
leveraging existing IT infrastructure and personnel and easily suffers from resource 
constraints. 

Conventionally, resource management task is involved with classic issues like 
resource discovery, acquisition, and location transparency. For example, Condor-G 
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[3] is one of most popular software frameworks that support features listed above for 
grid resource management. However, with the help of virtual machines and 
hypervisors, we are able to focus on essential components of management to manage 
distributed resource dynamically; those are monitoring which is the act of collecting 
status information of resources of interest, load-balancing, handling fault events such 
as hotspots, and prediction of resource usage.  

Among them, monitoring and prediction of resource usage are two major tools to 
manage resource dynamically and automatically. Monitoring represents the approach 
that remaps resources based on the current usage. Using information that is gathered 
through monitoring, we are able to 1) deploy workload as balanced among physical 
machine nodes, 2) remap workload for either higher utilization or stable use of 
resource, and 3) detect over-use of resource (i.e. hotspot).  

On the other hand, prediction of resource usage [6] is another approach to manage 
resource. We achieve many of noted tasks by using prediction of usage and it is a 
powerful approach for workload provisioning because of its proactiveness. However, 
monitoring and prediction are mix-used in most cases because it is hardly possible to 
detect fault events such as hotspots without monitoring. While, prediction is powerful 
tool for workload provisioning. 

2 Related Works 

Sandpiper is a popular resource provisioning and management system in cloud 
computing that automates the task of monitoring and detecting hotspots, redistributing 
physical to virtual resources, and initiating any necessary migrations [4]. To predict 
future values, it employs time-series prediction techniques [7]. Specifically, 
Sandpiper relies on the auto-regressive family of predictors, where the nth order 
predictor AR(n) uses n prior observations in conjunction with other statistics of the 
time series to make a prediction. For example, consider a sequence of observations:

ku  ,. . . u u ,, 21 . Given this time series, the 1st order predicator AR(1) makes a 

predication in (k + 1)th interval using the previous value ku , the mean of the time 

series values μ and the parameter φ  which captures the variations in the time series 

[7]. The prediction 1+kû is given by Equation (1):  

)(ˆ μuφμu kk −+=+1                            (1) 

However, there is room to improve hotspot prediction in Sandpiper’s mechanism; 
since the applied autoregression technique is a simple and linear statistic method (i.e. 
the sum of the mean and the variations of the time series). In this case, hotspot 
patterns are overwhelmed by normal patterns in time series. Thus, it does not provide 
reliable prediction result.  

Another interesting example of prediction in resource management is a fault 
prediction mechanism based on artificial neural network (ANN) in a high 
performance computing domain. Charoenpornwattana et al. [8] provide their 
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experimental results that are conducted and analyzed online via the Intelligent 
Platform Management Interface (IPMI) [9] for faults prediction. Data is collected 
from the sensors that are installed on nodes in a cluster periodically (10 sec. interval 
in their experiments). The approach is interesting since hardware based ANN 
application for fault prediction is not popular. However, their research publication 
(i.e. Ref. [8]) does not provide detail formulas and mechanisms of ANN in detail. 
Thus it is hard to learn lessons from their experiments. 

To improve Sandpiper’s prediction method, we apply neural network predictor 
(NNP). In this paper, the predictor is trained with equal number of hotspot and normal 
patterns. We also consider variations of prediction errors as prediction confidence, to 
prevent false prediction confidence for the final prediction.  The effectiveness of our 
approach is presented with empirical examples in Section 4. 

3 Effective Hotspot Removal System Using Neural Network 
Predictor 

In this section, we describe our architecture proposal of dynamic resource 
management system. The overview of the system architecture is depicted in Figure 1. 

3.1 Motivation of Research and Design Overview 

In our proposal, we address the workload fluctuation with automatic resource usage 
monitoring and virtual machine (VM) live migration algorithm based on resource 
usage information predicted by a NNP. Monitoring and prediction of resource usage 
are critical counter parts for each other in our design. To be effective on hotspot 
detection and VM migration, both monitoring and predication should collaborate 
together as well as monitoring module provides state information of PMs and VMs to 
predictor (i.e. neural network model with prediction confidence).  We assume that the 
target system of our proposal is a cluster of virtualized server nodes in large scale and 
configurations of physical hardware are already known. On each PM node, 
applications are operated over VMs and the workloads of applications are all 
different. 

To achieve our goal, we suggest three key features in our scheme and system 
design as follows: 

Resource usage monitoring (Monitoring Module) – collecting state information of 
resources of all PM nodes and VMs through host OS and virtual machine monitor 
(VMM or Hypervisor). Collecting process is periodical with interval p. Information is 
provided as an input to Analysis Module for hotspot detection and prediction. 
Analyzing monitoring information (Analysis Module) – receiving data from 
Monitoring Module. The module analyzes received monitoring data to detect hotspots 
and predict future occurrence of hotspots using neural network model. It detects 
hotspot occurrence by analyzing monitoring information and requests its removal to 
Migration Module. Also it runs the neural network model for hotspot occurrence 
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prediction and uses this prediction result to select a destination PM node for VM 
migration for hotspot removal 
Hotspot removal (Migration Module) – executing hotspot removal operation. 
Migration Module determines the destination PM for migration based on the result of 
hotspot removal algorithm which is provided by Analysis Module. Migration Module 
live-migrates the overloaded VM to the destination PM. 

 

Fig. 1. Overview of Hotspot Removal System 

3.2 Prediction of Resource Usage Based on Neural Networks Using Hotspot 
Patterns 

Figure 2 is our one-step ahead hotspot predictor modeled by using a neural network 
(NN) based on resource usage in time series. To predict the occurrence of hotspot for 
each physical machine (PM), we first need to collect various hotspot patterns and 
normal usage patterns in time series which can be monitored on each PM. Then, we 
train an NN using delayed (or past) resources from current time on each PM. For 
convenience of training, we set ‘1’ to the target resource usage for hotspot patterns 
and ‘0’ for the normal patterns. For the ith PM, denoted as PMi in the figure, one-step 

ahead prediction at current time t, denoted as 1+tiR
,

ˆ   can be formularized as seen in 

Equation (2). 

),,,(ˆ
,,,,, 111 −−−−+ = dtijtitititi R  ,. . . R  ,. . . R RfR                 (2) 

where, the optimal f  is a nonlinear function of trained NN, jtiR −,

is the jth delay 

resource usage, and d is delay index. The optimal f is determined from the updating 
process of the weights in the NN to the direction in which mean square prediction 
error is minimized.  

In general, reliability of the prediction depends on workload types on PMs that are 
monitored. For example, as seen in Figure 3 (a) in Section 4, monitored history 
variance is high while Figure 3 (b) in Section 4 has low variance. The workload types 
of Figure 3 (a) can be observed from many of Internet applications that have high 
fluctuation of workload and applications that have stable workload patters such as e-
Science services shows workload type of Figure 3 (b). If reliability of the prediction 
is varying, we have to expect that the quality of the prediction is bad and the hotspot 
prevention is hard as a consequence. 
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violation (i.e. a VM) from the current PM to a destination PM. This is a NP-hard 
multidimensional bin-packing problem of matching available resource on PM nodes 
and required resource of VMs [5].  
 
System Models 
In this subsection, we propose resource usage model for a virtualized cluster. Suppose 
there are M nodes in the cluster and K virtual machines. The resource usage of PMi, 
Ri,, is defined as },{ ,,,, nimicii RRRR = , where ciR ,  is the CPU utilization, miR , is the 

memory utilization, and niR , is the network utilization. Likewise, the resource usage 

of VM j, denoted as },{ ,,,, njmjcjj VVVV = , where, cjV ,  is the CPU utilization ratio of 

the current usage versus usage in service level agreement (SLA), mjV , is the memory 

utilization ratio of the current usage versus usage in service level agreement (SLA), 
and njV , is the network utilization ratio of the current usage versus usage in service 

level agreement (SLA). R is a set of resource usage state of the PM cluster, denoted 
as ) , ... ,  ,  ...  ,( , Mi21 RRRRR = . Likewise, V  is a set of resource usage state of the 

PM cluster, denoted as ) , ... ,  ,  ...  ,( , Kj21 VVVVV = . 
 

Algorithm  HotspotRemoval(R,, P̂ ) 

Input:  a node H where a hotspot occurred, a set of resource usage state of the PM cluster (R), a 

set of resource usage state of the VMs (V), and predicted resource usage ( P̂ ) 

Output:  a success flag of hotspot removal (S) 

1: ( hV that is the main cause of hotspot, T that is the specific resource that cause the 

hotspot) ←�findViolateResource(H) 

2: Remove H from set R 

3: sortDescendingOrder(T, R)  

// sort R in terms of specific resource T 

4: for i= 1 to (M -1)  

5:    if ( hV  +  iR < Threshold )   

6: if (isMigrateSafe( hV , iR , P̂ )) then  

// isMigrateSafe tests the safeness of live-migration 

7:       Rd ←� iR  

// Rd  is a destination PM node for live migration 

8: liveMigrate(Rd , Vh) 

9: end if 

10: end if 

11: breakfor 

12: if ( ≠dR null) then 

13: return yes 

14: else  

15: return no 
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Virtual Machine Deployment Algorithm 
In our system, we execute a hotspot removal algorithm to remove hotspot from the 
cluster and re-balance the workload. In this algorithm we use the predicted resource 
usage for determining the destination PM node to prevent future hotspots. The basis 
of our algorithm is derived from the first fit decreasing (FFD) algorithm [10].  

In our algorithm, we find the specific resource that causes a hotspot in node H 
(findViolateResource) by traversing the set of resource usage of VMs in node H. For 
example, if the memory usage ratio of the 2nd VM in PM node H is the biggest among 
the resources of all VMs in node H, Vh is V2 and T is m2V , for this example. 

Then, after removing node H from R, we sort nodes in R in descending order in 
terms of T (sortDescendingOrder) to apply the first fit decreasing algorithm. At the 
line 4, we start looping the R to find the largest available resource for the Vh and check 
whether the migration will generate a new hotspot in the near future by considering 
the prediction of resource usage of the candidate node (isMigrateSafe). If there is 
enough room and it will not make a new hotspot, we process live-migration of Vh to 
Rd (liveMigrate). Finally, the algorithm returns the flag of success. 

Table 1. virtual machine instance types 

Instance ID # of cores Size of memory 
(GB) 

Network  
(Mbps) 

1 1 2 100 
2 4 8 100 
3 8 16 200 
4 1 1 100 
5 8 16 100 
6 4 2 100 

Table 2. Simulation Environment Setup 

CPU type Intel i5-2320 
Number of cores 4 
CPU clock 3.00 GHz 
RAM 4GB 
OS Window 7 
Development Software Java 1.7.0 
DBMS MySQL 6.0 
IDE Eclipse Indigo 

4 Evaluation 

To verify the effectiveness of our hotspot removal algorithm and neural network 
predictor, we conduct simulation experiments with empirical data. We set up the 
experimental environment by developing the workloads on VMs. First, we reference 6 
types of VM instances from Amazon EC2 documents [11] that are shown in Table 1. 
Then, we collect workload patterns from various references: 8 patterns of CPU 
workloads, which are defined by Ranganathan, et al. [12] about a CPU utility in an 
enterprise data center, 4 patterns of memory workloads, which are studied by Lee, et al. 
[13], and 4 patterns of network workloads, which are studied by G. Wang, et al. [14]. 
The network patterns are identified from Amazon EC2 data center’s usage. Thus, we are 
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Table 4. Hotspot Removal Ratio (%) 

Simulation 
Our Hotspot Removal System Sandpiper 

Hotspot  
Occurrences 

Removed  
Hotspots 

Hotspot  
Occurrences 

Removed  
Hotspots 

A (1912 VMs) 191 165 (86.2) 299 201(67.2) 
B (1813 VMs) 94 65(69.1) 115 79(68.7) 
C (1845 VMs) 205 145(70.7) 217 139(64.1) 

 
To our analysis, Sandpiper’s prediction method is not appropriate for the patterns 

changing dynamically (see Figure 3 (a) and Figure 3 (b)), because it utilizes the 
statistics of the hotspot occurrences. Our method can learn various types of hotspot 
patterns in a nonlinear fashion because of the generalization performance of NN. 
However, our method is not able to predict the hotspot in noisy patterns in which 
hotspot occurs abruptly as seen in Figure 3 (a). 

As seen in the table, overall performance is better than Sandpiper. It is because the 
performance of Sandpiper depends on data size more than our method. In other 
words, Sandpiper needs huge number of various patterns to provide better 
performance. 

4.2 Evaluation of Hotspot Removal Algorithm 

To verify the effectiveness of our hotspot removal algorithm, we measure the number 
of hotspots detected by our approach and Sandpiper’s approach and compare them. 
We run simulations using the combination of VMs’ types and workload patterns to 
measure the hotspot removal ratio of our system and that of Sandpiper. Table 4 shows 
the number of hotspots occurred during 3,000 hours equivalent simulation and 
number of removed hotspots. We conduct three simulations with different data sets 
that are generated randomly with given types and patterns.  

Even though the ratio improvement are varying, it is clear that with the new 
destination PM node selection method (i.e. resource specific first fit decreasing 
algorithm) and hotspot predictor modeled based on resource usage in time series, it is 
clear that our proposed system is removing hotspots as well as preventing hotspots 
more effectively. 

5 Conclusion 

Workload and resource management is one of key research issues in distributed 
computing. Currently, handling fault events such as hotspots is getting important 
since achieving high utilization of resource by using virtualization technology as well 
as classic workload fluctuation problem makes the problems of operating 
environment more complex and challenging. In this paper, we proposed a novel 
hotspot removal system with the neural network predictor to improve hotspot removal 
performance (i.e. success ratio of hotspot removal).  

In order to verify the effectiveness of our approach, we conducted the evaluation of 
1) the performance of our neural network predictor and 2) success ratio and 



 Effective Hotspot Removal System Using Neural Network Predictor 487 

performed the comparison of our system with Sandpiper using empirical workload 
data. The results showed that our approach performs better in both evaluations.  

As our future work, we are planning to run our system on mid-size private cloud to 
evaluate the system with workloads that are generated by real applications. 

To verify the effectiveness of our hybrid approach, we conduct empirical 
experiment with a RDF management system based on our approach. The evaluation 
results and the analysis show that we can expect notable performance gains with our 
hybrid approach. Even though there is one strong assumption we made and it can be a 
limitation of our approach, we confirm that our approach is effective especially when 
there is a high number of requests from the users and the query repetition ratio is high. 
Since the query translation processor is not included in our design, the keyword query 
is only effective to the query which is asked previously. The query translation issue 
should be studied further. 

There is one strong assumption we made and it can be a limitation of our approach. 
Since the query translation processor is not included in our design, the keyword query 
is only effective to the query which is asked previously. The query translation issue 
should be studied further. 
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Abstract. We are presented with a situation in which a visitor wants to travel to 
Malaysia. Several questions arise at this point:  Should the visitor believe the 
information provided in the Malaysian official tourism website? Or should the 
visitor refer to some other “unofficial” sources like blogs which contain the 
blogger’s own experiences? In the travel domain, almost all information shared 
in blogs naturally derives from blogger’s experiences. Positive correlation 
might exist between blogger and information. This correlation must point to the 
fact that users tend to be attracted towards finding information through blogs. 
To support this crucial issue, a survey on the actual people’s opinions in finding 
the relationship between a person and his/her blog information has been done in 
the travel blog’s domain. Results have shown that user usually prefers to refer 
to the information mentioned by people they trust or, more accurately, friends 
rather than other sources. In addition, the previous works on trust and blogs also 
share an agreement that the positive correlation between a blogger and his/her 
information should affect the trust value. This survey has created an inspiration 
for the recommendation systems based on the trust exerted on blog information. 

Keywords: Trustworthiness, Blog, Travel, Recommendation-Making. 

1 Introduction 

In the blog circle, the information is kept updated- a condition known as real-time 
information. Although the information shared in the blog has been increasing expo-
nentially, and a wide range of search engines or plug-ins are created, they are quite 
unsuitable for information-searching in blogs because the information in blogs cannot 
completely be trusted. The information in blogs is not merely about the contents of 
the entries but also about the people who support the information by submitting the 
information and about those contributing the information. This survey aims to ex-
amine bloggers’ and non-bloggers’ opinions about the correlation of “trust” with a 
blogger and the information that he or she includes in their blogs for blog recommen-
dation-making. A blogger is considered as trustworthy, if the following criteria are 
met: when he or she has many followers, whether they have many positive comments 
in their posts and if they could collect as many “likes” as possible.  
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The issue of ‘trust’ takes into account the distribution of followers, comments, rat-
ings, and contents which are similar to those of other bloggers. Bloggers may share 
their ideas and experiences about something in the blog, for example their trips to 
interesting places, their fine dining and wonderful gourmet experiences, as well as 
experiences in using public accommodations and public transports. All these informa-
tion are shared freely and enthusiastically in the blog. Bloggers usually include de-
tailed information on every experience and every story they wish to share in their 
blogs. For example Alice who comes from somewhere, had visited Kuala Lumpur, 
Malaysia for three days and two nights. She may include these details in her blog: 

• Which airline she took to fly to Kuala Lumpur? 
• The mode of transport taken in Kuala Lumpur (public bus, rented car, taxi etc) 
• Her accommodation arrangement and the costs involved. 
• If the accommodation was a hotel, how much did she spend and how comfortable 

was the hotel? 
• The places she visited and the costs involved, if any. 
• Where did Alice have breakfast, lunch and dinner and the respective costs in-

volved?  

The growing blog fraternity has indirectly facilitated Malaysians to make well-
informed decisions in important matters like travelling especially involving overseas 
travel. In matters pertaining to food, most Malaysian also like to share recipes in their 
blogs and provide other people with various recipes. Comments left on the bloggers’ 
websites provide an indication of the level of interaction that occurs between the visi-
tors and the blogger himself or herself. 

A common situation emerges when a user finds it difficult to trust the recommen-
dation systems. From the Google search engine, user may receive many suggested 
blogs, websites, images and videos in response to what they are looking for. Bhuiyan 
T. [1] indicates that recommendations may be received through a chain of friend’s 
networks and the problem for the user is to be able to evaluate various types of opi-
nions and recommendations. User may be unable to choose and evaluate, as well as 
decide which site should be trusted more. For example from the user’s query or key-
word for “Kuala Lumpur”, the search engine will display many results, whether from 
official or unofficial websites. However, nowadays, the search engine is no longer 
categorized, making the results less trustable but it categorizes the results by keyword 
and user profile.  Despite the fact that many collaborative recommendation systems 
are present, their performance is regarded as poor especially when previous informa-
tion or experience is not made available [2]; a phenomenon known as the cold start 
problem.  Therefore, to overcome this problem, the trust-based approach has been 
introduced to the recommendation system [3, 4, 5]. This survey is done to identify the 
person’s trust characteristics and use the survey results for improving the recommen-
dation system based on user trust. 

In the following sections, we have described briefly the current status of the online 
social networks and the issue of trust and similar issues that arise in online environ-
ment. In this paper we have surveyed and analyzed online users‘opinions about the 
relationship between trust and similar interests and the findings presented could be 
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useful in the research areas of trust-based automated recommender systems. The rest 
of the paper is organized as such- in section 2, we have discussed the fundamental 
tenets of trust by formally defining trust and listing its characteristics. Section 3 
presents a brief summary of online social network evolution. Section 4 describes an 
analysis of the current research work on trust and similarity of interests. Section 5 
elaborates on the survey method in detail and provides discussion of the survey results 
and findings. The paper is concluded in section 6. 

2 Trust Fundamentals 

2.1 Overall Trust 

Gambetta [6] defines “trust (or, contrastingly, distrust) as a particular level of subjec-
tive probability with which an agent assesses another agent or group of agents who 
will perform a particular action, both before he can monitor such action (or inde-
pend-ently of his capacity to ever be able to monitor it) and in a context in which it 
affects his own action”. Donovan Artz [7] defines that trust stands as an integral com-
ponent to many angels of human interactions. By trust, people can act in uncertain 
situations and face the risk of having to suffer from negative consequences. In the 
semantic web, trust becomes a central component [8-9]. [9-10] include a trust layer 
that serves to assimilate the ontology, rules, logic, and proof layers. Donovan Artz [7] 
asserts that trust is used to verify who the source claims to be. All the information 
should be checked and verified as proof that the information can be trusted. Hussain 
and Chang [11] further explain that there is no correct definition of trust with regards 
to the contexts of dependence, time dependence and the dynamic nature. Moreover, 
Deustch [12] elaborates that when a person perceives an ambiguous path, the trusting 
behaviour will tend to exist. Whether the result following the path is good or other-
wise, it will contingent on the action of another person [12].  

In the meantime, two researchers Golbeck and Hendler [13] define trust in a person 
as “a commitment to an action based on belief that the future actions of that person 
will lead to a good outcome”. This definition supplies a meaning where a positive 
outcome is always placed on the first place, and vice versa. Trust can be complex to 
one person and it is not dependent on only one situation or domain. The interpretation 
of trust can differ according to motivations and goals. Jøsang et al., [14] define two 
general trust; reliability trust (the term “evaluation trust” is more widely used by the 
other researchers, therefore this term is more commonly used) and decision trust.  

Our main purpose is to provide a survey of trust in view of the natural content of 
travel blog and the user behaviour. Previous works relevant to the classification of 
trust in computer science include a Survey of Trust and Reputation Systems for 
Online Service Provision [20], a Survey of Trust in Computer Science and the Seman-
tic Web [7], a Survey of Trust in Internet Applications [21] and the latest Survey of 
Trust in Workflows and Relevant Contexts [22]. Although there are many aspects of 
the definition of trust with multiple uses, there is yet to be produced, a 
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proposal which highlights the aspect of trust in natural content, i.e in blog, where 
nowadays, it is for a fact that most Internet users tend to prefer to find travel  
information through natural content (or what has been defined as ‘blog’). Natural 
content in non-official websites such as blog establishes important guidelines to  
users who are looking for certain information based on user’s own personal  
experiences. 

2.2 Characteristics 

Golbeck [15] proposes three main properties of trust in the web-based social envi-
ronment which is (i) Asymmetric, (ii) transitive, and (iii) personalised. Below are the 
scenarios of properties that have been implemented in our comtext. 

Trust is Asymmetric: Between two parties, the trust level is not balanced. Bob shares 
ample information on “Kuala Lumpur” in his blog. In this case, Alice may trust Bob 
100%, but Bob may not necessarily trust Alice at all and may not want to share details 
or information with her. Bob may only trust Alice at the rate of 50%. 
Arguably, trust can be transitive: Let’s say Alice and Bob know each other very well; 
in fact, they are best friends. Bob has a friend named Carlo whom Alice has not met 
before.  However, since Alice knows Bob so well and trust Bob’s choices in making 
recommendation, Alice may trust Carlo to a certain extent even though they have 
never met. Now let’s say Carlo has a friend named Daniel whom neither Alice nor 
Bob knows well, and understandably Alice finds it hard to trust Daniel. Hence, some 
argue that as the link between nodes grows longer, trust level has become more and 
more decreased . Previous researches [16, 17] disagree with the statement that trust is 
transitive. Moreover, [18] defines that if one has a good friend whom he or she trusts 
dearly, who also trusts that the president would not lie, does that mean that he or she 
would therefore trust that the president would not lie either? 
Trust is personalised: Trust is a subjective point of view; two parties can have very 
different opinions about the trustworthiness of the same information. For example, a 
person in a group may like to visit the island but another member of the group does 
not share this preference. So there can be two different reasons that very much depend 
on the way a person behaves. 

2.3 Blogging in Malaysia 

According to thestar.com1, blogging activities in Malaysia rank among the highest in 
the world. Malaysians start to develop the trend of sharing information, experiences and 
knowledge through a modern medium known as blog. Through the statistics from Sy-
somos.com2, Malaysia is at the 14th place among the top 15 countries in the ranking of 
growing blogs. Furthermore, Utusan Malaysia had reported that in 2008 there were 

                                                           
1  Thestar.com: http://thestar.com.my/ 
2  Sysomos.com: www.sysomos.com/ 
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500,000 active blogs in Malaysia. In 2012, MyEventsInternational3 with the endorse-
ment by the Ministry of Information, Communications and Culture in Malaysia had 
successfully organized the “World Bloggers and Social Media Awards 2012”. In this 
event, a total of 803 blogs were nominated where 80% of judging is based on public 
voting and 20% on judges’ decision on several aspects of the blog. From the evaluation 
by the judges, 80% come from public voting or the Internet users. This means that users 
have the power to evaluate whether the blog content is useful, trustworthy, interesting or 
others. A large number of votes imply that these users have demonstrated what they 
have decided to be their favorite information. If they believe in the content, and like the 
information provided by the blogger, they will vote for the blogger in question. Other-
wise, the blog can only be satisfied with low ratings, and an indication that the blog has 
a low level of trust. From this event, the winner can improve their rankings and his or 
her position to the world‘s view. For example, the Best Travel Blog is won by 
PlacesandFoods.com. This blog has developed rather well, once it has become well-
known by outside organisations such as Thailand Tourism and Australia Tourism. The 
power of blogs lies in its appeal or attraction to the readers or users, and such fascination 
can be created merely by writing down everything that has been experienced and 
thought to be worth sharing with other readers in the virtual world.   

3 Material and Methods 

3.1 Study Objective 

The objective of this survey is to collect information about the users (especially blog-
gers)- and how they view the characteristics regarding the relationship between a blog 
audience and his/her information in the travel blog they produce. This survey is based 
on Touhid B. [19]’s study in which questionnaire is supplemented to support and 
improve the results. In addition, we maintain the objective to identify the relationship 
between a person (blogger) and his/her supplies of information.The subject is catego-
rized in several sub-topics, as shown below: 

• User and blog’s profile 
• Perceptions about the Recommendation System 
• Relationship between person and information 

3.2 Study Design 

We have chosen the Google Drive (Survey) drive.google.com to host the survey as it 
is convenient for large participants, that it is very flexible and the data gathering 
process is easy to administer. This survey was distributed in July, 2012 and ended in 
the first week of September, 2012. Invitations to take part in the survey were sent out 
via Facebook.com, email, at the workplace and places of study.  

                                                           
3  MyEventsInternational- myevents.com.my is top organization in Malaysia which mission to 

provide their clients with a first-class, cost effective service, organized by professional staff, 
for an inspirational approach to total event management. 
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3.3 Questionnaire Participants 

In total, 65 people had taken part in the online questionnaire. Among these, 74% were 
female and 26% were male. Most of them are 25 to 35 years old, and 47% of respon-
dents are undergraduates, 37% have master or professional degree and 8% are Ph.D 
students. Most survey participants have some Information Technology (IT) back-
ground with 36% claiming to be Internet users, 34% bloggers where they had identi-
fied their blog’s link in the survey answer and 27% admitted that they are Face-
book.com users. None of them answered “I am not an Internet user”, so we believe 
that in the real world, all of them are Internet and Facebook.com users. Fig. 1 shows 
some results from the Demography category. 

4 Discussion on Results and Findings 

The results are categorized in two different sections which shall be discussed in the 
following sub-sections below: 

4.1 Category One : Blog and Blogger 

There were 18 respondents who do not have a blog and most of them had listed the 
URLs blogs that they always visit. Most of the respondents which is 92%, character-
ize their blogs as a personal blog, 60% regard their blog as a pastime and 25% viewed 
their blogs as Academic Brainstorm (Fig. 2). We separate the personal life and pas-
time because the latter can be characterized as a personal life but personal life cannot 
be characterized as pastime. For example, traveling with family to Kuala Lumpur can 
be both under ‘personal life’ and ‘hobby’, but expressing trouble faced in Kuala 
Lumpur cannot be characterized as a hobby, but rather as an experience in one’s per-
sonal life. Moreover, most respondents clarified their blog as moderate (32%) and 
slightly (34%) private, as illustrated in Fig. 3. It means many bloggers are willing to 
share their information to the public and it is consistent with the aspect of blog  
 

Fig. 1. A Survey of Online Social Networks Participant Background 
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Fig. 2. Blog Characterization Fig. 3. How private are the 
things you write about on 
your blog? 

Fig. 4. How well do you 
feel you know your blog's 
visitor? 

 
characterization where respondents had chosen “Personal Blog” and “Hobby”. We 
asked the question of what the blogger would feel if they knew who their visitors are 
in Fig. 4, 43% respondents chose “average” and 23% picked “above average”. In 
addition, 35% respondents had stated “very careful” followed by 25% who chose 
“moderately careful” in question 14; If you were aware of all the people who read 
your blog, how likely is it that you would become more careful about what you write? 
In conclusion, it shows that once the respondent knows his/her visitor and he/she can 
keep track which post that the visitors always read, he or she will try to share the 
same element of information in the blog. For example, when Bob knows that Alice 
and Carlo always visit his blog to read information about travelling, then Bob will 
keep sharing about most of his travelling experiences and information in his blog as 
compared to news about academics or sports. 

4.2 Category Two: Recommendation System 

In the second category, we decided to collect user’s views on behalf of getting the 
travel information via Internet sources and how they trust people and the information 
from the Internet. In the first question, we asked whether user prefers to have auto-
mated recommendation for travel information or not, and 68% answered “Yes” and 
31% stated otherwise, as can be seen in Fig. 5.  

 

 

Fig. 5. “Do you prefer to have the automated 
recommendation for travel information or not? 

Fig. 6. "Which recommendation do you prefer 
most?” 
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Fig. 7. "Assume that an unknown traveler expert A and one of your friends B who is an expert 
about travelling is available for recommendation as you are going to travel / visit some places. 
Which recommendation will you prefer?” 

It means the users prefer to have travel recommendation as a main source for ob-
taining the travel information they need. We asked users Which recommendation do 
you prefer most?, as seen in Fig. 6. From the result, 71% chose “From a friend whom 
you trust” compared to 28% who selected “From a person who has similar taste like 
you”. From the result, users mostly prefer information from their trusted friends, 
compared to friends who have similar taste and this is strongly supported by other 
results, where 80% users choose his/her friends who have the expertise about travel-
ling to relay the information on travelling compared to any expert traveler that they 
are not familiar with. This result is shown in Fig. 7. Since many users prefer their 
trusted friends, we then asked them whether they consider people they have met on-
line as a friend or not. A large number had said ‘yes’ and the rest did not consider 
them as friends, at least not yet. It contrasts with our previous findings where most 
users define ‘friend’ as someone they trusted, in comparison with a person who only 
has similar taste with them in terms of the recommendations, as illustrated in Fig. 8. 
Thus, it is a wonder why they consider their online contacts as friends when the per-
son they actually believe most is their own friends.  For example, if Bob has 50 
friends in his blog (or rather, 50 followers), it does not mean that Bob happens to 
really know all these people on the same level. Some of them might be new acquain-
tances in his blogosphere, whereas some are his close friends. To answer this ques-
tion, we asked users what would be a recommendation that they would trust, as in Fig. 
8. and 34% answered “A recommendation from a person who is competent in the area 
of recommendation”, 38% chose ‘from a person who is believed by them’, and 15% 
‘from a person who has good reputation’ while the rest claimed that they believed in a 
recommendation through their confidence. From the result, it shows that the user has 
the confidence to believe in a person in different situations. For example, 3 of the 50 
friends of Bob might be excellent at sharing travel information and 5 of 47 friends are 
excellent at sharing about historical places that can be visited. Bob’s fifty friends can 
have the expertise in some things and may not have the expertise in other things too. 
However, what proves to be important in our survey is that we want to know that 
users have their own rules in choosing people in the Internet as their friends. To clari-
fy the previous questions, the next question arises in other to find the best describe 
their opinion and 51% said “From people I know (including friends)”. Fig. 9 shows 
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the result where 25% chose “Automated recommendation generated by the expert 
system” and 22% chose “From my family”. This means that users prefer to choose 
“People/friends” they “know and trust” compared to resorting to other recommenda-
tion systems. 

 

 

Fig. 8. “Which one is more important to you? 
A recommendation from a person who...” 

Fig. 9. "In terms of making recommenda-
tions,, which one best describes your opi-
nion?" 

5 Conclusions 

Although trust has been studied and has become an increasingly popular principal in 
the recommendation system, we have begun to figure out the user behavior on trust 
determined in their findings. The hypothesis is derived, in order to validate the fact 
that people and the information that they have play an important role in gaining trust 
from users or their followers. Thus, we have done a survey to show that this hypothe-
sis is approved and that our results have strongly supported the hypothesis. User pre-
ferred to choose the people or friends that they know and whom they feel can be 
trusted more compared to other factors. Besides, users also strongly choose the rec-
ommendation that comes from a person they believe, compared to the existing rec-
ommendation system which by means a person they choose is a blogger. In future 
works, we will use our survey data for our next development of the blog recommen-
dation system. We do believe that our survey can offer a helping hand to other re-
searchers in finding the pattern of behavior of users in this particular field of  
blogging. 
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Abstract. Ontology-based Vietnamese WordNet (OVW) has an extremely im-
portant role for most of areas relating to Vietnamese language processing. In 
this paper, we supplement some structural changes to enrich the structure of 
Ontology-based WordNet and use it to develop the OVW. A consensus-based 
collaboration method with reliability measurement is proposed for collaborative 
OVW building. The knowledge contributed through collaborative processes by 
participants is considered as in consistent data for our consensus method to 
make a reconciled version. In experiment, OVW is automatically initialized by 
using Vietnamese word list. Participants collaborate to improve this initial ver-
sion via our system. To evaluate our method, we compare the accuracy rate of 
OVW and Vietnamese WordNet using Asian WordNet’s approach. 

Keywords: Ontology-based Vietnamese WordNet. 

1 Introduction 

WordNet1 is a lexical database that groups English words into sets of synonyms 
called synsets, provides short, general definitions, and records the various semantic 
relations among these synsets. The purposes of WordNet are to produce a combina-
tion of dictionary and thesaurus that is more intuitively usable, and to support auto-
matic text analysis and artificial intelligence applications. 

In 2006, Assem et al. presented a conversion of WordNet 2.0 to RDF/OWL [2] for 
direct use by Semantic Web application developers. One year later, Huang et al. [9] 
described a data representation for WordNet 2.1 that can be used to enrich the work in 
progress of standard conversion of WordNet to the RDF/OWL representation [2] at 
W3C. In 2008, Suchanek et al. [13] proposed YAGO, a large ontology with high cov-
erage and precision that has been automatically derived from Wikipedia and Word-
Net. It comprises entities and relations, and currently contains more than 1.7 million 
entities and 15 million facts that have been extracted from the category system and 
the infoboxes of Wikipedia and have been combined with taxonomic relations from 
                                                           
1 http://wordnet.princeton.edu 
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WordNet. In addition, the author also proposed a powerful query model to facilitate 
access to YAGO’s data. Simultaneously, Duong et al. [5] in 2008 introduced a me-
thod for integration of WordNet-based Ontologies using distance measures. This pa-
per applied the meaning of concepts of upper ontologies to an ontology integration 
process by providing semantic network called OnConceptSNet. In 2010, Assem, one 
of the authors of [2], continuously proposed the RDF-based WordNet3.0 [1]. 

For Vietnamese, WordNet is also extremely important in Natural Language 
Processing, Machine Translation, Information Retrieval, Semantic Web, etc. There-
fore, building Vietnamese WordNet becomes imperative. In 2003, Ho et al. [8] pro-
posed an approach to build Vietnamese WordNet focused mainly on creating the noun 
tree by using the Vietnamese dictionary. Recently, Isahara and Sornlertlamvanich in 
[10] built the AsianWordNet (AWN) project in which Vietnamese WordNet was 
translated from WordNet 3.0 with collaboration of Luong in 2007. Unfortunately, the 
structure and content of this Vietnamese WordNet have not been published, so we 
cannot inherit from this project. The progress of this project is quite slow, 10.44% in 
five years and the due time cannot be determined. Furthermore, their method of colla-
borative translation does not seem appropriate in English and Vietnamese. For exam-
ple, in English, fall has many senses: autumn, waterfall, etc. However, when the sys-
tem translates this word from English to Vietnamese, mùa_thu (fall) does not have 
sense thác (waterfall). This is the biggest obstacle of building Vietnamese WordNet 
by translating from WordNet. 

Nowadays, the initial approaches to create the Vietnamese WordNet-based Ontol-
ogy have several publications. National key project [4] headed by Cao, created a non-
publicly knowledge based on Ontology that is a set of well-known named entities in 
Vietnam. Besides, Nguyen built an open Ontology for Vietnamese Language2 having 
2,543 classes, 10,024 individuals, 312 relations and 87 properties. In this paper, we 
propose a structure of OVW improved from WordNet-based Ontology. From this 
structure, we supplement words or phrases in Vietnamese word list [7] to this in order 
to create an initial OVW. However, the initial OVW does not have senses and rela-
tions. Therefore, researching to reach a collaborative approach and conflict processing 
accordance with this problem is necessary in OVW building. 

Collaborating and resolving inconsistency of knowledge in Ontology building were 
great attractive [3, 6, 11, 12]. Bao et al. introduced Wiki@nt [3], an ontology building 
environment, which supports collaborative ontology development included know-
ledge integration and knowledge reconciliation. In 2008, Nguyen et al. [11] published 
the book including a set of methods for resolving inconsistency of knowledge, in 
which consensus method was presented as an effective solution. After that, Duong et 
al. [6] used consensus method in collaborative ontology building. In 2012, Nguyen et 
al. [12] proposed a relatively new approach of consensus method to solve conflicted 
issues in collaborative knowledge through social network. However, this approach 
mainly focused on the importance of users in social network, not exploits users’ intel-
lectual contributions. In this paper, we propose a new approach of consensus-based 
collaboration method with reliability measurement to build OVW.  

                                                           
2 http://ovl-open.sourceforge.net 
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2 Collaborative Ontology-Based Vietnamese WordNet Building 

2.1 Consensus Methods for Collaborative Ontology Building 

Engineering-oriented method [14] is used to develop most of ontologies. This method 
has a small group of engineers carefully build and maintain a representation of their 
view. Maintaining in engineering-oriented manner is a highly complex process: par-
ticipants need to regularly merge and reconcile their modifications to ensure that the 
ontology captures a consistent and unified view of the domain. Stanford University 
uses Protégé [14] for knowledge acquisition that provides a graphical and interactive 
ontology design and knowledge base development environment. 

Consensus is a collaborative process in which participants work together to solve a 
problem. Consensus is not to find the best idea or the most correct idea, but is to find 
the consensus idea of all participants. Currently, consensus has two common methods: 
Nominal Group Technique (NGT) and Delphi. NGT is a method of voting all ideas to 
make the final decision with the most support from participants. The drawback of this 
method is that the experts have to work directly with each other. Therefore, Delphi 
method was presented that uses normal discussion such as email instead of complex 
communication among participants. The facilitator makes the results by analyzing the 
feedbacks from participants. 

The most important issue of consensus method is to solve the conflict profile that 
has a set of different versions of knowledge explaining the same goal. Nguyen et al. 
[11] proposed a function consensus for solving conflicts in participant opinions. There 
are two cases can occur: the solution is independent or dependent from the opinions 
of the conflict participants. According to this author [11], consensus method is an 
effective approach that can be used to solve the conflict profile. 

Some consensus methods have a leader while for other methods all participants 
have the same role [11] in the collaborative ontology building. In this paper, to save 
money, time and effort, we propose a consensus-based collaboration method with 
reliability measurement of participants determined based on the agreements of other 
participants for previous contributions. 

2.2 Ontology-Based Vietnamese WordNet 

About the content, WordNet only includes four main types: Noun, Verb, Adjective 
and Adverb. They are organized into synsets, which describe and represent a basic 
content, are connected by different kinds of relationships. About the structure, Ontol-
ogy-based Wordnet [2] has three main classes: Synset, Word and WordSense. Synset 
and WordSense have subclasses based on the distinction of lexical groups. For Synset 
this means subclasses NounSynset, VerbSynset, AdjectiveSynset and AdverbSynset. 
For WordSense this means subclasses NounWordSense, VerbWordSense, etc. Word 
has a subclass Collocation used to represent words that have hyphens or underscores 
in them. To develop OVW, we add a main class VWord (see Fig.1) that has a subclass 
VCollacation to OVW in order to store words or phrases in Vietnamese.  
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Fig. 1. The class hierarchy of Ontology-based Vietnamese WordNet (OVW) 

In Table 1, we list the properties and its significance in OVW. We propose three 
relations to enrich the structure of OVW: partOf, originalSenseOf, vietEng. (1) the 
partOf relation shows relation of geographic among places. For example, Chua Mot 
Cot (Chùa_Một_Cột) is a famous place in Ha Noi (Hà_Nội). Therefore, synset of 
{Chùa_Một_Cột, Chùa_Mật, Nhất_Trụ_Tháp,...} has a partOf relation to synset of 
{Hà_Nội, Thăng_Long, Thủ_đô_Việt_Nam,...}. (2) The originalSenseOf relation 
shows original sense of a word or phrase in Vietnamese. Because Vietnamese 
borrows so many words from other languages, especially Chinese, the 
originalSenseOf relation is more clear. For example, a compound word 
khắc_cốt_ghi_tâm in Vietnamese has the originalSenseOf relation to synset of 
{in_sâu_vào,...} because khắc in the compound word khắc_cốt_ghi_tâm has means 
in_sâu_vào in Vietnamese. However, a compound word thời_khắc has 
originalSenseOf relation to the synset {thời_gian,...} because khắc in thời_khắc means 
a quarter of an hour. (3) the vietEng relation shows the equivalent sense of a 
Vietnamese synset and an English synset. For example, synset {sinh_viên,..} in 
Vietnamese has a vietEng relationto the synset {student,...} in English. 

Table 1. The relations in Ontology-based Vietnamese WordNet 

Property Domain Range Target 
Meaning of Property 
(A: the first, B: the 

second) 
hyponymOf synset synset Nouns , Verbs A is a hyponym of B. 
entails Synset Synset Verbs B is an entailment of A. 
similarTo Synset Synset Adjectives B is a satellite A. 
memberMeronymOf Synset Synset Nouns B is a member meronym 

of A. 
substanceMeronymOf Synset Synset Nouns B is a substance meronym 

of A. 
partMeronymOf Synset Synset Nouns B is a part meronym of A. 
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Table 1. (continued) 

classifiedByTopic Synset Synset Nouns, Adjec-
tives, Verbs 

A has been classified as a 
member of the class 
represented by B. 

classifiedByUsage Synset Synset Nouns, Adjec-
tives, Verbs 

classifiedByRegion Synset Synset Nouns, Adjec-
tives, Verbs 

causes Synset Synset Verbs B is a cause of A. 
sameVerbGroupAs Synset Synset Verbs Verb synset grouped 

together are similar in 
meaning. 

attribute Synset Synset Nouns to 
Adjectives 

The adjective synset is a 
value of the noun synset. 

derivationallyRelated WordSense WordSense Nouns, Verbs, 
Adjectives, 
Adverbs 

A is derived from B by 
means of a morphological 
affix. 

antonymOf WordSense WordSense Nouns, Verbs, 
Adjectives, 
Adverbs 

This operator specifies 
antonymous words. 

seeAlso WordSense WordSense Verbs, Adjec-
tives 

Additional information 
about A can be obtained 
by seeing B. 

participleOf WordSense WordSense Adjectives to 
Verbs  

The adjective synset is a 
participle of the verb 
synset. 

adjectivePertainsTo Synset Synset Adjectives to 
Nouns or 
Adjectives 

An adjective synset per-
tains to either the noun or 
adjective. 

adverbPertainsTo Synset Synset Adverbs to 
Adjectives 

An adverb synset is de-
rived from the adjective. 

gloss WordSense xsd:string Synset and 
Sentence 

The gloss for a synset. 

frame Verb-
WordSense 

xsd:string Synset and a 
verb construc-
tion pattern 

A generic sentence frame 
for one or all words in a 
synset. 

partOf Synset Synset Nouns A is an area of B. 
originalSenseOf Synset Synset Nouns, Verbs A is original sense of B 
vietEng Synset Synset Nouns, Verbs, 

Adjectives, 
Adverbs 

An English word B cor-
responds to a Vietnamese 
word A. 

2.3 Consensus for Collaborative OVW Building 

The Reliability Measurement 

Each participant has a value of trust denoted by  in [0,1]. Where: 0 means that 
the system cannot trust this participant and 1 means that the system absolutely 
trusts this participant. When a new participant joins to the system, his/her trust value 
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is  specified by the system. We denote  is a set of participants. The trust 
function  is defined as follows:  

 :  0, 1  (1) 

To solve a problem  in OVW building, each participant gives knowledge called a 
profile ,  consisting of many pairs of element and its value that ex-
presses the strength of this element. In the specific case of this paper,  is the set of 
senses and relations of one word or phrase in OVW. Element  is a specific 
sense or specific relation to other ones of this word or phrase. Other participants have 
a right to express their agreement for each element by giving a value from 0 to 1 de-
noted by  for each element . Each participant gives only one agreement val-
ue, but he/she can change this value later. The agreement of each participant for each 
element is defined as follows: 

 : 0,1  (2) 

The function ,  returns the value of participant  give for an element  
denoted by . For example, we assume that an element  in profile  can have four 
agreement values from four participants , , ,  respectively 0.4, 0.1, 1.0 and 
0.9. Agreement function can be written as: , 0.4 , , 0.1 , , 1.0, , 0.9. 

Let be the set of participant expressing the agreement for the element  and 
 be the participant whose trust value  is the largest. We propose 

formula (3) to determine the strength of each element. 

 ,  ∑ ∆ ,  ∑  (3) 

with: 

 ∆ ,  ,  ,  (4) 

where: 

-  is the strength of element  
-  is the set of participants expressing the agreement for element  

-  is the number of participants in  
-  is the trust of participant  
- ,  is the agreement of the participant  for the element . 
- ,  is the agreement of the participant  for the element . 

Example 1. Assume that participants express their agreement for  and  (see  
Table 2).  
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Table 2. Participants’ agreement for  and  

   ∆ ,  

 0.9 0.8 0 

 0.5 0.2 -0.4 

 0.4 0.6 -0.5 

 0.5 0.7 -0.4 
 

∆ ,
 0.9 0.9 0 

 0.9 0.7 0 

 1 0.8 0.1 

 1 0.9 0.1 
 

(a) (b) 

In the example of element  (see Table 2 (a)), applying formula (3) we have: 0.9  0 0.8 0.4 0.2 0.5 0.6 0.4 0.70.8 0.2 0.6 0.7  0.61 

The same to the example of element  (see Table 2 (b)), we have: 0.9  0 0.9 0 0.7 0.1 0.8 0.1 0.90.9 0.7 0.8 0.9  0.96 

According to the formula (3), the strength of an element  depend on not only the 
values of the participants expressing their agreement for this element but also the 
reliability of these participants. 

Let  be the set of elements in all profiles that participant  contributed to the 
system. When finding the consensus knowledge of a word or phrase, the system will 
update the trust of participant proposed this element by using the following formula: 

 
∑

 (5) 

where: 

-  is the trust of participant . 
-  is the number of elements in . 
-  is the strength of element . 

Solving Conflict Profile Algorithm 

When there are many profiles to solve a problem , an element  can appear in 
some profiles. It will lead to the conflict profiles. An example of conflict profiles for 
solving a problem: , 0.6 , , 0.3 ,  , 0.9 , , 0.3 ,, 0 , , 1 . In the above example, element  appears three times with the 
strength values determined by formula (3) respectively 0.6, 0.9, and 0; element  
appears two times with the strength values 0.3 and 0.3 respectively; element  ap-
pears only one time with the strength value 1; We propose an algorithm for giving 
consensus knowledge from profiles in the state of conflict profile based on the 
strength of each element. 
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Table 3. Solving conflict profile algorithm 

 

The Consensus Methodology 

In this section, we present a consensus methodology for collaborative OVW building 
from the initial OVW. There are four phases: 

• Phase 1 – Preparation: (1) We build an initial OVW based on Ontology-based 
WordNet [2] automatically by adding words or phrases in Vietnamese word list [7] 
to UnknownWord, the list of words or phrases that should be contributed. (2) Our 
system automatically invites participants to contribute information of  words or 
phrases in UnknownWord everyday via social networks.  

• Phase 2 – Contribution: (1) Information contribution: Participants provide infor-
mation about senses and relations of one word or phrase. Each sense or relation is 
considered as an element of this word or phrase. A set of elements of this word or 
phrase contributed by a participant is regarded to a Profile. (2) Voting contribution: 
the participants express the agreement for each element of one profile by giving a 
value in [0,1]. 

• Phase 3 – Solving the conflict profiles: after receiving the profiles from partici-
pants and the values of agreement from other participants, our system uses the al-
gorithm in Table 3 to integrate information of those words or phrases. 

• Phase 4 – Controlled feedback: (1) If no consensus is reached [11], our system will 
not save this words or phrases into OVW. Our system backs to Phase 1 until find-
ing the consensus version. (2) If the system finds the consensus knowledge of a 
word or phrase, the system updates information of these words or phrases and up-
dates the trust values of participants who contribute information by using formula 
number 5. 

Input: Given n profiles:  
Output:  the best represents to solve the problem 
1. For each  
2.   For each  /* : the set of elements of  */ 
3.   Determine the  with  is the largest 
    /*  is the set of participants expressing the  
    agreement for  */ 

4.    

5. Let  
6. For each  
7.  Determine  
8.   If  < consensus_threshold then 
    Remove  from  
9. Create  
10.Return  
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3 Experiments 

Firstly, we use Jena to build an initial OVW based on Ontology-based WordNet [2] 
automatically by adding words or phrases in Vietnamese word list, a large Vietnam-
ese list with about 74,000 words and phrases [7] to UnknownWord in OVW.  

Secondly, we build a system for collaborative OVW building that automatically 
invites participants to contribute the knowledge of word or phrase everyday via social 
networks. The participants, who know the senses or relations of this word or phrase, 
go to the system to enter its senses or relations. Other participants have the right to 
express their agreement to each element. The system determines the strength of each 
element based on the agreement values and the reliability measurement. After that, 
the system creates consensus version of the words or phrases. This process will repeat 
until there is no word or phrase in UnknownWord. 

We perform the collaborative Ontology-based Vietnamese WordNet Building for 
1000 random words or phrases in UnknownWord with five participants. We compare 
the accuracy rate of senses of these words or phrases and 1,000 random words or 
phrases in the Vietnamese WordNet [10] of AWN (see Fig. 2). The result of compari-
son shows our approach is an effective approach for collaborative Ontology-based 
Vietnamese WordNet building. 

 

 

Fig. 2. The comparison of the accuracy rate of senses of 1,000 random words or phrases  
between our approach and AWN’s approach 

4 Conclusions 

We propose some structural changes to enrich the structure of Ontology-based 
WordNet and use it to develop the OVW. Besides, we propose the collaborative 
OVW building and the reliability measurement of participants. Consensus method 
based on the reliability measurement is effective process creating the quality results. 
OVW has high accuracy because it is consensus knowledge of the participants who 
have expertise in what they contribute. However, if OVW is built automatically  
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before applying our method, time of this process will be greatly reduced and the accu-
racy of the OVW will increase. Even if this work is done, this collaborative OVW 
building still required a lot of time and the enthusiasm of participants. Therefore, this 
process needs the support from experts, society and government. 
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Abstract. Ontologies are used in Business Process Management (BPM) to  
reduce the gap between the business world and information systems, especially 
in the context of the cross enterprise collaboration. For a dynamic collaboration, 
virtual enterprises need to establish collaborative process with appropriate 
matching levels of tasks. However, the problem of solving the semantics  
mismatching is still not tackled or even harder in the case of querying space  
between different enterprise profiles as ontologies. This paper proposes an  
approach based on the ontological and context-awareness during the integration 
and matching task for forming collaborative processes in the problem of the 
cross enterprise collaboration. 

Keywords: BPM, Semantic BPM, B2B integration, Ontology, Cross-enterprise 
collaboration, context-aware. 

1 Introduction 

Cross enterprise collaboration has become on of the main course of Semantic  
Business Process Management (BPM) research recently [1]. There are several  
approaches for this issue with different perspective which have been surveyed in [2]. 
State-of-the-art research trends have been focused on two issues for this problem: 1) 
forming collaborative business process (CBP) dynamically using ontologies or exist-
ing BPM standards; 2) Solving the semantics conflicts or mismatching during the 
process integration and mapping into the execution level. The both issues have been 
studied in our previous work [1, 3], in which, we choose to move our focal research 
into the second issue by proposing an conceptual architecture based on business  
processes ontologies. Our recent work [3] has more focused on the mapping into the 
execution level with the semantic web services composition approach based on an 
ontological hierarchical task networking (O-HTN) for the CBP formulation. 

In the other hand, the second issue has not been discussed in more details in recent 
research efforts. Approaches often ignore this crucial issue in this challenging  
problem of semantic B2B. The main point, according to our survey in [2], is the het-
erogeneity of used ontologies in several different forms and domains. This makes the 
querying space for needed processes become huge and the matching process faces a 
real challenge for finding matched patterns. 
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The context-aware approach proposed in this paper is about introducing a solution 
to scope down the querying space for processes in the matching process for CBP for-
mulation. This paper uses BizKB Ontology (BO) as “context ontology” (or  
the context in short) with our O-HTN solution to achieve the goal. The remainder of 
the paper is organised as follows: the related work to my research is discussed  
in Section 2. Section 3 describes the ontological BizKB model. Main points of the 
paper are introduced in Section 4. Section 5 and 6 will deliver discussions and the 
conclusion. 

2 Related Work 

Since the failure of the non-semantic approaches as mentioned above, research efforts 
have been emerged from the motivation of knowledge management and applying 
Semantic Web technologies into BPM researches to bring the administrative side and 
IT side together.  

Jenz’s BPM Ontology approach [4] argued that the third generation business  
process management is different in that it provides an integrated view on business 
processes. According Jenz’s, the business-oriented view has a counter piece in the 
form of the IT view, and both must be on an equal footing. The business view can be 
segmented into three layers: core business ontology layer; industry-specific ontology 
layer; and organization-specific ontology layer. The IT view is not segmented into 
layers and is completely organization-specific. 

SUPER [5] addresses the ever enduring need of new weaponry in struggle for  
survival in optimistic business environment where profit margins dramatically drop 
while competitiveness reaches the new sky high limits. The major objective of the 
SUPER project is to raise BPM to the business level, where it belongs, from the IT 
level where it mostly resides now [5]. This objective requires that BPM is accessible 
at the level of semantics of business experts. SUPER’s approach has tried to trans-
form existing BPMN and BPEL standards into a semantics-enriched form, respec-
tively called sBPMN (so-called BPMO – Business Process Modeling Ontology) and 
sBPEL [6, 7] in the attempt to realize their goals. 

In the same line, the SemBiz project1 aims at bridging the gap between the busi-
ness level perspective and the technical implementation level in Business Process 
Management (BPM) by semantic descriptions of business processes along with  
respective tool support. This approach takes emerging frameworks for Semantic Web 
Services, namely the Web Service Modeling Ontology (WSMO)2 as a basis for defin-
ing an exhaustive semantic description framework for business processes. On basis  
of this, novel functionalities for BPM on the business level can be supported by  
inference-based techniques that work on semantic process descriptions. 

Haller in [8] extended the multi metamodel process ontology (m3po) introduced 
with concepts for a full formalisation of the meta-model of XPDL. In the context of 
their approach, to deal with collaborative processes (choreographies) these internal 
                                                           
1 SemBiz Project, http://www.sembiz.org/ 
2 Web Service Modeling Ontology, http://www.wsmo.org/ 
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workflow models are aligned to the external behaviour advertised through web  
services interfaces. The m3po ontology presented explicitly models the complete se-
mantics of XPDL. The integrated m3po is used as shared representation to perform 
the integration. The advantage of this approach is that authors use a web ontology 
language to formalise proposed model into linked data with established business 
document standards. 

One of recent efforts in cross-enterprise collaboration research is Genesis approach 
based on its ontology called Business-OWL (BOWL) [9]. The core of the approach is 
about BOWL that is a hierarchical task networking (HTN) modelled in OWL describ-
ing the hierarchical relations between tasks of collaborative business processes consist 
of compound tasks, primitive tasks and task decomposition methods. HTN keeps 
hierarchical relations of compound and primitive tasks, however, HTN’s typical tech-
niques store the knowledge and the specification domain in text files and they could 
not be processed in the Web environment and not suitable for current dynamic  
e-commerce today. Therefore, the knowledge described by HTN needs to be modelled 
in forms of OWL ontologies proposed in this approach. 

Through the evaluation and comparison of these approaches, we can see that the 
fusion of BPM and the Semantic Web or ontology-based techniques becoming a 
promising research direction in the domain. This research approach can bring new 
opportunities, new prospects and useful tools for e-business and B2B integration es-
pecially. The effort follows this line is Jung’s work [10] which focus on basic prob-
lems of applying ontology aligning for business process integration. However, there is 
still room for the two issues mentioned above. Thus, our approach is BizKB-based by 
combining ontological profiles with the context in the information retrieval [11]. 

3 Ontological BizKB 

3.1 Ontological Enterprise Profiles 

According to [12], the Enterprise Architecture refers to a comprehensive description 
of all of the key elements and relationships that make up an organization. Through the 
Enterprise Architecture, enterprises can implement enterprise integration to cope with 
dynamically changing business environment.  

Existing Enterprise Architectures, however, lack of semantics for humans and  
systems to understand them exactly and commonly, which causes communication 
problems between humans or between systems or between human and system. These 
communication problems keep enterprises from implementing integration and  
collaborating with other enterprises.  

In order to solve this problem, an ontology-based Enterprise Architecture is  
proposed [12] and depicted in Fig. 1. The Enterprise Architecture ontology is  
composed of ontologies in three levels. Ontologies of business terms are in the first 
level, ontologies of Enterprise Architecture components are in the second level, and 
ontologies of relationships among Enterprise Architecture components are in the top 
level (Fig. 1).  
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In the scope of this paper, we focus on ontologies for business processes that  
are used for the CBP formulation in the B2B integration problem (level 1 and  
2-processes). We call those are enterprise profiles which are modelled and stored in 
BizKB framework as a knowledge base. As depicted in Fig. 2, the overall conceptual 
architecture of the BizKB framework consists of two main parts: the BizKB and the 
Process Formulator. The output of BizKB framework is CBP with semantic web ser-
vices profiles attached to the CBP. BizKB is the core part of BizKB Framework con-
taining the business knowledge in the form of BPMO-based3 collaborative  
business processes with different levels of the abstraction [1]. 
 

 

Fig. 1. Levels of Enterprise Architecture ontology 

3.2 Ontology Matching for CBP Formulation 

3.2.1 CBP Formulation 
In order to formulate these BPMO-based processes to store in the BizKB, the BP 
analysts are required as an important human factor of the system. Based on the analy-
sis on the BPs, the found CBP patterns, level of the abstraction and associate business 
rules are also extracted and realised. 

As described in Fig. 2, extracted artifacts of BPs are modelled using BPMO accord-
ing to specific domains and kept in the BizKB. This repository is considered as the 
process feeder for the later stage of the CBP pattern discovery and CBPs formulation. 

                                                           
3 Business Process Modeling Ontology. 
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Fig. 2. BizKB architecture 

Establishing a complete reference collection as a knowledge base beforehand is 
very unlikely due to the number of standards, their evolution speed and the cost a 
complete analysis would create, if it were at all possible. Thus the knowledge base 
has to be flexible, in the sense that its evolutionary growth is not only possible but 
also a substantial building criterion. Clearly, an approach that does not start with a 
fully developed knowledge base shows weaknesses in the starting phase. Due to its 
initially small knowledge base, references supplied by the system might be erroneous 
and incomplete. But with the growth of the knowledge base, quality improvement 
occurs quickly. 

From B2B collaboration phases, a comprehensive list of CBP tasks can be  
modelled in BizKB Ontology (BO). First, the sequences and hierarchies of granular 
tasks were synthesised into the three B2B collaboration phases. 

BO is a set of ordered compound or primitive task and methods. Compound tasks 
have one more “hasMethod” property since they can be decomposed into primitive 
tasks that can be performed directly using O-HTN. Each method has a prescription for 
how to decompose some task into a set of subtasks, with different restrictions that 
must be satisfied in order for method to be applicable and also various constraints of 
the subtask and relationship among them.  
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3.2.2 Ontology Matching for CBP Formulation 
In BizKB, we do not focus on research for new approaches for ontology matching 
algorithm. We use existing ontology matching and alignment algorithms mentioned  
in [10] and [13] to build an ontology matching framework by integrating matching 
techniques to create a new effective matching results [13]. The following framework 
describes the matching mechanism for CBP: 

Matching Repository is the repository of ontology matching (OM) artifacts that 
could be reused and metadata describing their properties. Ontology Repository is used 
to manage input data of the OM process described by ontology metadata. Rule  
Repository is considered as associations of ontologies and matching properties, and 
used to identify appropriate OM rules for input ontologies. 

Matching Engine is responsible of the selection (through rules) and the execution 
of the OM algorithms according specific input ontologies. 

 

 

Fig. 3. Ontology matching framework 

Metadata (Matching metadata, Ontology metadata) are used to represent the  
semantics of OM algorithms’ properties and ontologies. Based on these metadata, the 
Matching Engine will automatically compare input value’s metadata to constraints of 
given algorithms along with rule sets built by experts that eliminate the applying in-
appropriate OM algorithms, and the algorithms not satisfied with attributes of  
ontologies to be applied for the OM. 

For BizKB framework, the Ontology Repository is the BizKB that contains the  
ontological enterprise profiles are modelled in BPMO. However, the OM-based  
querying mechanism for CBP formulation in a dynamic manner could have very large 
querying space, especially when we finding web services to be fitted into the CBP 



An Ontological Context-Aware Approach for a Dynamic Business Process Formulation 515 

with service profiles. We cannot limit the scope of domain in on-the-fly CBP formu-
lation attached with web services. The context-aware could help narrow down the 
scope for querying relevant concepts according to the application domain. 

4 Context-Aware Semantic Web Services Discovery 

The formed CBP with service profiles has it own semantics described by BizKB  
artifacts. Concepts for a new CBP generated from BizKB are organised as an  
ontology. The next step is the discovery phase for appropriate web services that match 
CBP’s service profiles. In order to do so, we have to do a mapping from different 
ontologies into the CBP ontology-called context ontology. We call this process is the 
contextualisation of web services into the CBP’s conceptual space. 

4.1 Concept Contextualisation 

Definition 1. A concept contextualization, Con, in BizKB is a mapping of concept 
(class) C of service ontology O1, to the context ontology O2. The relationship between 
C and other concepts in O2 will be reformed. 

Con(C) : C,O1  C,O2
 

The concepts in the CBP context ontology (‘context ontology’ in short) is still associ-
ated to the BizKB artifacts. The contextualisation is realised by applying the mapping 
mechanism mentioned above. 

4.2 Context-Aware O-HTN Service Discovery 

Definition 2. The BizKB Enterprise Context (BizKB-EC) is a set of concepts from the 
context ontology linked to the enterprise profiles and associated resources, as well 
was the properties are in querying action. Let call U is a BizKB-EC, we have: 

U = C, R, P  

where C is the set of the underlying concepts, R is a set of associated resources, and P 
is a set of queried properties. 

 
The O-HTN based architecture [3] for the Process Formulator is described in Fig. 4. 
User’ request is presented in WSMO ontologies and a WSMO Goal. The context-aware 
mapping process for the goal G with n enterprise profiles is described as follows: 

G = OntoMap(Con(Pi,U),U), i =1, n   

where OntoMap is the used ontology matching algorithm. 

4.3 Context-Aware Service Discovery Framework 

Based on [3], in this framework (Fig. 4), the WSMX component uses the discovery 
component to find web services profiles which have semantic descriptions registered 
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through their capabilities and interfaces. A set of properties strictly belonging to a 
goal is defined as non-functional properties of a WSMO goal. A goal may be defined 
by reusing one or several already-existing goals by means of goal mediators. 

 

Fig. 4. The O-HTN-based Context- aware process formulator 

During the discovery process the users’ goal and the web services description may 
use different ontologies. If this occurs, Data Mediation is needed to resolve heteroge-
neity issues. Once these mappings are registered with WSMX, the runtime data  
Mediation component can perform automatic mediation between the two ontologies. 
We apply the contextualisation process here to make the service matching more  
efficient and reduce the mapping and matching spaces according to the enterprise’s 
description model in its profiles. The context-aware approach is the matching process 
with the target for comparison is the context ontology, that is CBP’s service profiles 
and ontological enterprise profiles. 

Every Semantic Web service has a specific choreography that describes the way in 
which the user should interact with it. This choreography describes semantically the 
control and data flow of messages the Web Service can exchange. In cases where the 
choreography of the user and the choreography of the Web Service do not match, 
process mediation is required. The process Mediation component is WSMX is re-
sponsible for resolving mismatches between the choreographies of the user and web 
service. If there is no single web service that satisfies the request then the request will 
be offered to the planner.  

The planner then tries to combine existing Semantic Web services and generate the 
process model. In the proposed framework, the process generator is based on HTN-
planning with ontological context-awareness. The process generator to tackle the 
problems of heterogeneous ontologies and choreography uses discovery component of 
WSMX. Thus via this component, the process generator will be able to discover the 
appropriate semantic web services for the dynamic cross-enterprise collaboration. 
Finally the process model with matched services will be transferred to the WSMX for 
its execution. The stages for execution of Web services as a process model are like as 
single web services. 
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5 Conclusion and Outlook 

In this paper we have proposed an ontological context-aware approach using  
Ontological-HTN, “context” ontology and WSMO for forming collaborative business 
processes in the dynamic cross-enterprise collaboration and service discovery in the 
process enactment. The approach is motivated by the semantic web approach in  
efforts of bridging business perspective and IT world together, and provides an archi-
tecture that supports the dynamic semantics-based collaborative business process 
management in a new e-business environment. 

This new approach reduces the querying space and helps discover the most  
appropriate services according the formed CBP and enterprises’ profiles in BizKB 
framework. For the future work, we plan to improve the algorithm and implement 
with some experiments for benchmarking, especially for the web services discovery 
with new approach to ontology mapping mechanism and carry out experiments with 
mapping of attached web services into the execution level with practical examples. 
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Abstract. Automated identification of persons staying and working within 
closed and restricted areas is required for many guarded centers and restricted 
areas including airports, power plants, railway and sea container terminals, mili-
tary training grounds, etc. This process is essential to ensure security and sup-
port identification of threats over the area to prevent terrorism acts and ensure 
adequate protection level. In case of large areas and many employers involved, 
it is necessary to introduce automated identification methods to support or even 
replace traditional security forces that are usually human guards using optical 
and infrared vision, also enabling operation in the darkness and heavy weather 
conditions. This paper represents general assumption for the integrated solution 
using Global Positioning System (GPS) devices, range radars, communication 
and software, also contains in-depth description of the database-related part of 
the system, including dataflow model and underlying Database Management 
System (DBMS) design as a part of the integrated “Friend” or ”Foe” (IFF)  
identification solution. 

Keywords: security, identification, threats, databases, GPS, radar, restricted 
areas, access control, DBMS, IFF. 

1 Introduction 

An increasing insistence to the security has been observed over last two decades. 
Growing terrorism risk on one hand and requirement of protecting private and public 
property against vandalism on the other leads to increased demand for automated and 
semi-automated protection, identification and authorization techniques and systems, 
particularly for restricted areas. While it is common that some sensitive zones are 
protected by guards and systems that forbid enemies to enter area at all, in case of 
large, outdoor expanses it is difficult to ensure limited access. It is also common that 
some humans are supposed to operate there thus the problem of authorization of the 
persons is essential here. The examples of such areas are (among others) airports, sea 
container terminals, military training grounds, power plants and industrial systems. It 
is also common that presence of unauthorized personnel, whether having designs 
against on someone or accidentally entered restricted area, may lead to large scale 
hazards. Complex hardware and software solution may be helpful here to provide 
authorization systems that help or even replace human guards and human based  
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monitoring and security systems, with means of remote identification and location 
using integrated system constituted of personal devices with GPS receivers and radio 
transmission (UAIs), microwave radar and software solution, altogether. Such system 
is capable to operate in heavy weather conditions and in the darkness. 

This paper is intended to provide partial description, related to the data layer  
and database oriented part of the project. Presentation of the full SMAC integrated 
solution is out of scope of this paper because of its limited volume and SMAC system 
complexity. A brief overview has been presented in the following chapter.  

The SMAC system has been invented and implemented by the team of researchers 
working in Silesian University of Technology, Gliwice, Poland, Faculty of Automatic 
Control, Electronics and Computer Science and Faculty of Mechanical Engineering. 
The research leading to these results has received funding National Centre for  
Research and Development in the frame of Project Contract No 0133/R/T00/2010/12. 

2 SMAC System Overview 

The SMAC system is using microwave radars to find, enumerate and localize objects 
(possible threats) that are visible within radars range (objects have to be moving) and 
provide their longitude, latitude and bearing to the data storage. Every member of the 
authorized personnel carries GPS receiver with communication device (UAI) that is 
able to communicate with the system on-demand of the base station (BS) and provide 
its location specified by longitude, latitude, altitude and unique identifier. Once  
knowing possible threats identified by radar scans, the SMAC system is requesting 
positions from the UAIs then juxtaposes them to the enumerated objects, thus identi-
fying them as enemies or authorized ones, so called “Foe” or “Friend”. This simple 
approach has many disadvantages, however. Modern microwave, general purpose 
radar devices are capable to deliver enumerated objects up to 1Hz [6],[12] as well as 
GPS receivers [10]. That leads to frequent requests sent to UAIs, communication 
bottlenecks for crowded areas and high power consumption in mobile UAI devices. 
This is a point when modern, heuristics based software comes in hand. Using stored 
data and movement prediction, implemented software that constitutes part of the 
SMAC system is capable to identify objects and track them without necessity of UAIs 
requests every radar notification. Regular GPS receiver chips are able to locate with 
3m or better accuracy (RMS) [8],[9],[10],[11], so radar devices can, even up to 0.25m 
[6],[12]. A time series organization of the location data is required with separated data 
streams to enable synchronization among sources. As conjunction of the data streams 
of many origins, coming from the data sources, have to be synchronized over time, 
every item within each data stream should contain timestamp to enable reliable  
correlation among data sources with operating error no greater than 1s. It is achieved 
by design, because both UAIs and radar devices are equipped with GPS receivers 
capable to set RTCs of the devices or at least with NTP enabled network interfaces, 
accurate enough to provide location data that requires very accurate RTC synchroni-
zation [11]. The exact consideration on time-related data modeling is presented in 
chapter 3. 
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SMAC system is constituted of the following components (see Fig. 1): 

• BSs including radar devices and proxy communication modules for UAI devices, 
as required for restricted area coverage. 

• UAI gateways enumerating entrances / exits of the personnel to / from the re-
stricted area. 

• Graphical clients with threat identification and appropriate software capable to 
identify authorized and enemy objects. 

• SQL relational database and data storage along with database management soft-
ware and configuration tools. 

 

 

Fig. 1. SMAC system components 

This paper describes in depth the fourth on the list above, with respect of the whole 
SMAC system dataflow. Data-oriented features of the SMAC system that played key 
role in database and management software design are presented below: 

• enabling software solution to perform tracking and enemy recognition of objects 
identified by surveillance radars and UAIs, 

• possibility to playback tracks of the objects (historical and current) by storing large 
volume of location data (UAIs tracks), 

• UAIs management and attachment of the device to the personnel, 
• identification of active and inactive devices i.e. corresponding to shifts, using  

automated gate for entrance / exit to the restricted area, 
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• technical configuration of the system, 
• users authorization, 
• integrated security solution that minimizes possibility of database compromise 

even, if end user credentials are compromised. 

The requirements above lead to selection of the relational database as an underlying 
for the data and configuration storage. In case of the SMAC system, the MS SQL 
Server 2010 database was chosen, however almost any relational database engine may 
be applied, as system was designed to be aware of specific server-side features using 
regular DDL, DCL and DML1, thus being compatible with SQL:2003 standard [5].  
A front side management application was implemented using Microsoft .NET 
Framework 4.0 and WPF thick client model. As central database engine is located on 
the physically and logically separate OSs, all software modules constituting SMAC 
system connect to database server using TCP/IP protocol, secured by SSL. The  
detailed description of dataflow is presented in chapter 3, while security related issues 
are described in chapter 5. 

3 SMAC Dataflow Model 

As general purpose of the application is to identify authorized and enemy persons and 
objects (Friends and Foes), the main data sources delivering large volumes of the data 
are radar devices and UAIs. Those devices bring XML data on objects found by the 
radar echo every 1s. This data is sent from the radar devices o the tracking software as 
XML file of proprietary format, similar to ICD-0100 communication standards [10], 
[6]. Every transferred file contains a header, list of objects detected by radar device, 
their location given by absolute and relative coordinates as well as heading. On the 
other hand tracking application is following objects and classifying them as Friends 
and Foes by juxtaposing object location given by radar devices and information from 
the UAIs location delivered through BS. To construct such system that enables possi-
bility to efficiently juxtaposing locations of two sources in appropriate time fashion, 
two approaches were subject of research: 

1. database centric approach, where each data source loads information into the SQL 
database, while tracking application is reading those data from the database, 

2. memory centric approach, where current and about 5 second history of each data 
source is stored in temporary memory cache, FIFO organized, then asynchronously 
stored in the SQL database. 

A storage stress tests were performed to estimate possibility of database centric ap-
proach as considered to be simpler in implementation and more flexible. Assuming 
typical scenario where about 50 objects is identified as Friends and 10 as Foes, giving 
total of about 60 objects in an XML file and storage interval is 1s, the table below 
represent achieved results in one, two and three radar data source configurations  
(typical case), loading data parallel to the MS SQL 2010 database: 
                                                           
1  DDL, DCL and DML stand for SQL Data Definition Language, Data Control Language and 

Data Manipulation Language. 
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Table 1. Storage stress test results for 60 objects pack, 1s interval 

 1 radar device 2 radar devices 3 radar devices 

Avg. storage time 71 ms 72 ms 76 ms

Std. dev. of above 47 ms 23 ms 48 ms

 
Stress tests performed indicate that storing radar data directly into the SQL data-

base for feature processing showed unacceptably large standard deviation that may 
lead to the bottlenecks on database operation (see Table 1 for details). This leaded to 
memory centric approach (see Fig. 2) that was chosen to implement SMAC system, 
with separated SQL storage channel using dedicated FIFO queue and special, efficient 
form of data storage (see chapter 4 for reference)[1]. SQL database also contains the 
list of devices and their attachment to the personnel as well as configuration informa-
tion used by software modules and hardware components, including IP addresses of 
BSs and radar devices. The following figure present conceptual dataflow model for 
the SMAC system using UML dataflow diagram [7]: 
 

 

Fig. 2. SMAC system dataflow 
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The final enemy / authorized state is presented on graphical terminals. The exact 
presentation of the Friend and Foe classifier algorithm is above scope of this paper. 

4 Data Structures 

Underlying database contains four main groups of tables and dedicated indexes (see 
Fig. 3 for physical data model) to provide rapid searching capabilities [3]: 

• devices configuration and dictionaries, 
• current active configuration (UAIs, on and off) including workers, 
• trace storage, 
• security model. 

The device data configuration and data dictionaries constitute regular, relational  
database tables, so current active configuration related tables does. Devices table  
is updated by entrance and exit of workers carrying UAIs to/from the restricted  
area. This constitute the state machine, presenting current authorized UAIs set. This 
state can be modified using administrator’s application as well. Workers table  
contains regular staff identification data and photos of personnel, enabling presenta-
tion of avatars on graphical terminals. Workers are grouped into categories by 
Groups table.  

Security model tables are implemented similarly to the .NET WEB provider securi-
ty model [2] and constituted by two entities: Users and Roles. More information 
on security system applied one can find in chapter 5. The special attention was paid to 
the trace storage system as it should be capable to store and process large volumes of 
data. Data volume has been measured for MS SQL 2010 Standard Server. Assuming 
50 UAIs, 10 enemy objects and 1s update rate, SMAC system requires about 700MB 
of storage space for trace logs (including both data and indexes) every day. Trace data 
is stored up to 1 month, constituting rotating registry. After reaching last day of the 
month it is necessary to clean data for first day of the next month. Deleting relatively 
large amount of data causes extra load on database. This usually leads to bottlenecks 
on storage system [3] when performing delete on records limited by where 
clause. On the other hand using truncate operation is much faster, but requires 
separate entities one for each day. During the design of trace storage system  
approaches where considered: 

• one table and high efficiency storage channel, 
• one table, partitioned, one partition for each day, 
• 31 tables, one for each day, stored in separate files. 

The first approach was abandoned because of bottlenecks on delete operation, 
inability to use truncate operation and high cost of storage devices. The second 
approach was abandoned as causing bottlenecks on delete, non-standard DDL 
syntax and inability to truncate table. Moreover, deleting data using delete 
SQL command frequently causes file system fragmentation that lowers performance 
of the storage channel over the time. Last model was chosen for implementation as 
brings flexibility, lack of bottlenecks, as every table and indexes related are using 
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separate file store, ensures DDL standards and enables usage of truncate operation 
on table level. Those tables are HSRSTrace1 through HSRSTrace31. Truncate 
operation is executed using stored procedure, scheduled for daily run. Its purpose is to 
clean trace data in advance for feature re-usage of space. 
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Fig. 3. Database physical model 

5 Security 

Whenever sensitive data processing and storage is performed, special level of the 
security has to be introduced. In case of SMAC system there is a bunch of applica-
tions connecting to the database. Compromising of the database access may lead to 
unidentified threats i.e. by enabling invalid UAI that should not appear in the re-
stricted area at a moment or that was stolen or canceled from the authorized devices 
list. It is common that secure communication almost ensures inability to compromise 
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logon credentials. The most insecure part of the IT systems are operators. Most thick 
client applications require providing credentials that are used directly for underlying 
database connection as connection credentials [2]. This is insecure approach, because 
once compromising user credentials one may gain access to the SQL database as well, 
usually with administrators or at least with wide privileges. On the other hand most 
WEB based systems are secured using security provider model [2], where user pro-
vides some sort of login and password that is verified in the security provider’s store, 
while using some other technical credentials to connect to the underlying database. It 
is secure, because in case of WEB applications user is usually physically and logically 
separated from the application server and the underlying SQL database server as well, 
thus has no access to the technical connection credential settings. 

 

Fig. 4. SMAC security – logon model using mixed approach 

A wide research on security model was provided when designing SMAC system. 
The WEB model approach, where user logs on to the application using logon creden-
tials that do not have wide and high privileges on the database side (or has no connec-
tion privilege at all) is a good choice, however leads to the necessity of using another, 
higher privileges credentials to operate connection to the SQL server. Including fixed, 
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technical credentials within the software (embedded or stored as configuration para-
meter) as in case of the WEB application server based solutions is considered to be 
insecure as well in case of SMAC system, because those credentials are stored along 
with thick client application that leads to compromise opportunity. SMAC system is 
using smart mixture of both – classical and WEB-based approach. User provides WU 
(Weak User) logon credentials that enable application to verify credentials along with 
database user’s table (see chapter 4 for structure). Those credentials are also used to 
preliminarily connect to the SQL database with lowest possible privileges, particular-
ly reading only Users table in a limited range. The next step is performed to obtain 
ciphered, high privilege PU (Power User) credentials from the Users table. Applica-
tion then reconnects to obtain full database access using those credentials and works 
using them until logout or timeout occurs. The advantage of this solution is that user 
does not even know the high privilege technical PU credential details, thus being 
unable to compromise them. As WEB based model also brings roles table along with 
users (using role provider [2]), it is not necessary to apply database related role mod-
el. The PU is granted operations on all tables. Separate role provider is limiting user 
access to the function on the code level. This simplifies database exception handling 
as special security exceptions does not need to be handled and explained to the user. 
WU has read privileges on only one table. This way it may obtain no more than ci-
phered credentials for PU (i.e. 3DES ciphering). This data, particularly password is 
subject of automated generation thus is unknown for users and typical cracking me-
thods i.e. those using dictionary approach won’t be helpful here. Moreover, password 
is 32 characters long that discourages potential compromising trials. This settle the 
approach to be more secure than most of the recommended approaches for thick client 
applications. 

6 Summary 

During development of SMAC system some problems connected with flow and sto-
rage of large amount of data and ensuring the database efficiency and security had to 
be resolved. Research has been done for selection of proper approach for storing track 
data from radars and UAIs into the database. Method of storing the data in separate 
files for tables of every day of the month has been selected as ensuring flexibility and 
eliminating the bottleneck of SQL delete method as well as leading to standard 
approach to the creation and management of the data structures. To ensure security of 
database the thick client application that is executed for CU is allowed to read the data 
from database only in very limited range. If user is allowed to have full access to the 
database its PU credentials are transmitted from database in ciphered form, using  
re-logon procedure, ensuring inability of compromise credential data and simplify 
database operation. 
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Abstract. With the introduction of NGNs, operators need to upgrade their 
access networks because in several cases, existing access networks can no  
longer meet increasing customer expectations. Evolving consumer expectations 
will require changes to the existing access network – next generation access. 
However, existing technologies faces some difficulties and are not ready for 
large-scale roll-out yet. For example, in the case of DSL technologies, the great 
majority of operators with copper networks are improving their networks,  
making investments to deploy fiber optics closer to customers and offering 
higher-speed access, which is required for new emerging services (reducing the 
distance between fiber and the users.). The entry of new competitors can be 
based on the resale of services from the incumbent, on building up their own  
infrastructures, on renting unbundled infrastructure from incumbents, or, on the 
combination of the above elements. Then, is important create the right incentive 
for operators to make an efficient build/buy choice and define the appropriate 
pricing principles. 

Keywords: NGNs, Broadband Access Networks, Telecommunication network 
operators, policy and regulation. 

1 Introduction 

The advent of NGN (new network technologies, access infrastructures, and even 
services) has changed the concept of telecommunication networks and has pro-
found implications for operators and regulators. The definition of policies and 
regulations for competition in the access networks constitute one of the most de-
bated issues in telecommunications today. The regulation of telecommunications 
networks and services is seen as a necessary requirement in most countries to meet 
government objectives and to ensure public interest. Regulation is fundamental to 
generate positive welfare effects where markets alone would not tend to perfect 
competition.  

But, as referred by [1], the major problem is how to measure these welfare effects, 
as they can occur as consumer surplus, producer surplus, societal gains (e.g., in-
creased tax income, better working conditions, etc.). Their empirical study uses price 
situation to examine the welfare effects measured by the state of competition.  
They assumed that the increase of competition reduces prices in the market and that 
competition can also increase consumer welfare without reducing prices (achieved by 
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innovation). Public policies should promote an efficient investment and competition 
in all markets (see fig. 1). 

The two main economic reasons that have been used to justify interventions in 
access networks are the beliefs that access networks constitute a natural monopoly for 
which competition is not feasible in principle and that regulation is, therefore, neces-
sary to control monopoly power and to achieve universal service in which all (or 
most) users have the opportunity to affordably access the services of the network. The 
challenge of telecom operators to provide a profitable deployment of broadband ser-
vices depends if is a high or a low competition area. In areas with high competition 
already exists competition between broadband network operators, and the main ques-
tion is know the market share of all intervenient. However, in low competition areas 
high investments cost must be incurred to promote broadband. [2] argued that national 
or regional policy concerns can also affect NGA roll out. Without some type of inter-
vention, there is the risk for a new digital divide, with urban customers on short loops 
being able to receive IPTV/multi-media services and HDTV while those in rural areas 
might not be able to receive such services. Therefore, the access network poses  
serious challenges to the regulator [3].  

The question then becomes whether it is more important to stimulate investment or 
to ensure competition. Investment in network quality is important for consumers be-
cause it provides access to both better quality and speed to services, such as Web 
browsing and email, and services that require more bandwidth, such as video. Invest-
ment in network quality also improves the service value for consumers and attracts 
new consumers to the market. Therefore, there are two major options for access regula-
tion [2]: temporary or permanent deregulation (i.e., the removal of sector-specific rules 
and regulations) or mandated access (i.e., the obligation to grant access to bottleneck 
facilities at a regulated price and quality). Deregulation increases investment incen-
tives, as it overcomes the “truncating problem” and allows above-normal profits. How-
ever, in the absence of alternative infrastructures or in areas of low population density 
under limited competition or the threat of entry into the upstream market, an integrated 
incumbent might leverage its market power to competitive downstream segments.  

For NRAs, one request of decisive importance is if they must foster service-based 
competition in the first phase of liberalization or to focus on infrastructure-based 
competition. This decision (infrastructure or service-based) would lead to lower pric-
es, more differentiated and innovative products and improved services for consumers. 
When access is available at different levels of the incumbent’s network, new entrants 
will be able invest in the infrastructure gradually as sufficient economies of scale 
became achievable - This concept is the ladder of infrastructure competition. This 
concept defends that new entrants (or access seekers) may enter the market offering 
broadband access by reselling the wholesale services of the incumbent operator  
(requires least investment) where they only cover minor elements of the value  
chain (Figure 2). When the number of customer grows and financial means become 
available, the operator move on to higher rungs of the ladder [1, 4]. Next, new  
entrants need to building their own infrastructure and acquiring only the residual  
infrastructure from the incumbent's wholesale department. This includes a move for 
the operators from service to infrastructure-based competition. 
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The migration to NGAN has raised a range of issues related to building wiring 
and infrastructure sharing. The deployment strategies for operators and entrants are 
completely different. In addition, parameters, such as existent infrastructure, geo-
graphical characteristics, infrastructure renting costs, and consumer willingness to 
pay, influence the definition of the strategy. So, telecommunication operators can 
select among a set of deployment strategies that are characterized by path depen-
dency and diminishing usage of the legacy copper loop. The range of the selection 
space is based upon how much of the copper they use and, consequently, how far 
toward the customer they deploy new fiber. In the final step, operators replace all of 
the copper with FTTH. Within that scenario, FTTH can be implemented as either 
active Ethernet or passive optical networks, although most incumbent operators 
tend to select PON. 

 

 

 

Fig. 1. Policies effects [5] 

Wholesale line rental 
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Fig. 2. Ladder of investment [6, 7] 

The strategy of a new entrant in an access network that does not have an infra-
structure can be one of the following three alternatives (Fig. 3): (1) Renting infra-
structure (i.e. conduit, cable, equipment, ...) from other operators and offering only 
services (infrastructure sharing); (2) Deploying a new infrastructure; or (3) Not 
participating at all.  
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Deployment strategies for incumbent operators Deployment strategies for entrants 

 

 

Fig. 3. Deployment strategies for incumbent operators and new entrants [8, 9] 

Regulators must decide whether to promote competition on the basis of a single in-
frastructure with regulated access (service competition) or to encourage the build-up 
of competing, parallel infrastructures (infrastructure competition) [10]. Then, is im-
portant create the right incentive for operators to make an efficient build/buy choice 
and define the appropriate pricing principles. To obtain economic efficiency, a regula-
tor should [6]: (1) Encourage the use of existing infrastructure of the incumbent  
operator where this is economically desirable, avoiding inefficient duplication of  
infrastructure costs by new entrants (incentive to buy); and (2) Encourage investment 
in new infrastructure where this is economically justified by (a) new entrants invest-
ing in competing infrastructure, and (b) the incumbent operator upgrading and  
expanding its networks (incentive to build). 

In this context, the cost models are fundamental in the determination of the access 
price that can be used by regulators in the definition of wholesale prices. 

2 Infrastructure-Based Competition 

European Commission argues that infrastructure-based competition is the best and 
fastest way for broadband development. The arguments are that infrastructure based 
competition provides efficiency incentives to operators, reduces prices, increase pene-
tration, stimulates innovation, etc. The empirical study deployed by [1] concludes that 
prices are lower and penetration rates are higher in those countries with predominant-
ly infrastructure-based competition. However, broadband development and infrastruc-
ture-based competition has higher costs (the cost of laying out these infrastructures 
and operation inefficiencies of duplicating/redundant infrastructures).  

The entry of competitors in the infrastructure-based market is dependent on the 
cost of the alternative technology. An efficient market entry is based in retail rates and 
access prices (reflect the cost of using the incumbent’s network). So, infrastructure-
based entrants can offer differentiated services at equal (or lower) costs (and thereby 
increase consumer welfare), when the cost of providing broadband access by an  
alternative network is lower (or equal) than the incumbent’s cost of providing broad-
band access services [11]. The share of LLU is increasing in favor of bitstream 
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access. This could be understood that the competition in the lowest possible layers 
allows more degrees of freedom to differentiate. However, competition in this layers 
could not be not technically feasible (e.g., constraints in ducts or sewers implies that 
fiber cables cannot be installed) or economically feasible (e.g., in rural areas where 
the business case for FTTH isn’t attractive). 

2.1 Build or Upgrade Infrastructure 

In NGNs, infrastructure-based entry into the local loop can occur in two ways: by 
constructing new networks (greenfield approach) or by upgrading existing networks 
[12]. Upgrading existing networks can be driven by the increase in number of  
subscribers, the introduction of new services, the conversion to broadband access 
infrastructure, or modernization of existing access solutions using different access 
technology than previously installed.  

With the exception of wireless networks, which constitute a low-cost investment, 
the construction of parallel infrastructures that are similar in costs and capabilities 
remains unlikely in NGNs. However, providers can enter the market successfully by 
deploying a superior network with lower costs and/or higher quality alongside an 
existing infrastructure. In many European countries, next generation access will most 
commonly use FTTCabinet architecture. The replacement of the traditional copper-
based access with new fiber-based access potentially both enables a significant in-
crease in the capacity and ability to support new services and lowers operating and 
maintenance costs as compared to copper [13]. However, the initial cost of deploying 
it is substantial. Alternative operators require access to civil engineering. For an oper-
ator rolling out a fiber optical network, access to existing civil engineering changes 
the economic equation considerably. Therefore, all operators are not on equal footing. 
Alternative operators have begun to introduce optical fiber only in large markets. In 
addition, incumbent operators are rolling out optical fiber in their civil engineering 
ducts, which they inherited from the former monopoly. 

NGA fiber rollout requires substantial investment, and incumbents are better posi-
tioned than new entrants to make these investments on a large scale because of the 
associated lower costs of infrastructure usage, investment savings by dismantling 
MDFs, better use of passive infrastructure, and larger subscriber base [5]. The tech-
nologies used by most, but not all, network operators are FTTC/VDSL and FTTH/B 
(P2P and PON). The FTTC/VDSL solution uses copper access line from the network 
operator’s MDF in the CO, to the street cabinet is replaced by a fiber optic line. In 
FTTH PtP networks, the copper access line from the network operator’s CO to the 
end user’s residence is replaced by a fiber optic line that is effectively dedicated to a 
single customer. In FTTH (PON) the copper access line from the network operator’s 
CO to the end user’s residence is replaced by a fiber optic line.  

3 Service-Based Competition 

The large investments required to build/upgrade a network capable of supporting 
broadband access services could be a barrier to enter into the market. [14] argues that 
service-based competition is only viable with regulatory intervention in the market. 
National Regulatory Authorities (NRA) intervention is important for regulation costly 
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and to offer the right incentives for innovation and cost-minimization. For that, the 
regulators need correct information on technologies, costs, market, etc.  

By NRA definition, incumbent networks were opened to facilitate competition. 
With this policy, new entrants could rent the elements of the incumbents’ networks 
with stipulated prices, which enabled competitors to utilize last-mile incumbent  
network facilities at cost-oriented prices under the following arrangements [15-16]: 
Bitstream access, Local loop unbundling (LLU), and shared access. The report from 
the ERG [7] identified LLU and wholesale broadband access (Bitstream) as key areas 
where harmonization might significantly help deliver benefits of a single electronic 
communications market.  

Mandated access to the bitstream or the unbundled line reduces uncertainty and 
protects competition in the downstream market, although the effects on investment 
depend upon the allowed margin. Further, regulated access to cable ducts can help 
competitors to deploy, restructure, or upgrade their access infrastructure. In NGNs, 
physical unbundling becomes increasingly difficult with the rollout of FTTH deploy-
ments, as current points of interconnection, such as the MDF or the street cabinets, 
become obsolete and are phased out. In the case of FTTH, investments by competitors 
to interconnect physical access points in the local loop might ultimately be stranded. 

4 Wholesale Access Services 

Some operators have decided to share their networks under several options in order  
to reduce their CAPEX and OPEX (e.g., ducts, fiber, site sharing, etc.). For new  
entrants, is possible without higher investments in local loops, reduce the risks of 
entry, which leads in the long run to more investment in alternative access network 
infrastructures [17]. Table 1 presents the types of wholesale access. 

Table 1. Types of wholesale access (Summary) 

Type Description 
Local loop 
unbundling 
(LLU) or 
unbundled 
local loop 
(ULL)  

Is the recommendation by which incumbent operators are obliged to open 
their copper-based line access networks other operators (new entrants). In the 
case of full unbundling, a copper pair is rented to a third party for its exclusive 
use. This access method uses the incumbent’s copper access line from the CO 
to the customer premises, but the LLU operator provides its own electronics at 
the CO to enable the local loop for broadband [18].  

Shared 
access 
lines 

Shared access lines supplied by the incumbent to other operators (new en-
trants). A fundamental feature of shared access is that it is provided over a 
subset of the full frequency spectrum of the line (copper, coax, fiber, …). 
Cable is a separate access network generally not owned by the incumbent 
operator, except in Portugal [189]. The cost of the line is shared between the 
shared access services.  

Bitstream 
access 

It refers to the situation where the incumbent installs a high-speed access link 
to the customer premises, and makes this access link available to new  
entrants, to enable them to provide high-speed services to customers [16]. 
Bitstream access is a wholesale access product which allows alternative  
operators to offer BB Internet access to the final costumer without having an 
own access line [19].  
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4.1 Wholesale Pricing 

One of the variables that can influence the level of competitiveness is the access price 
definition. Access prices are essentially the wholesale prices that network owners 
(normally incumbent operators) charge to the other operators (competitors) for access 
to infrastructure or services provided by the incumbent network infrastructure.  

Where the incumbent’s network is opened to competitors at more than one level 
(e.g. LLU, wholesale broadband access and wholesale line rental), regulators have 
to project correctly the relative prices of the different options in relation to one 
another and in relation to the retail prices prevailing in the market [20]. An incor-
rect definition of the access price can affect the level of competition and welfare 
loss. For example, a lower price will reduce the incentive of the infrastructure 
owners to invest in the infrastructure because they do not receive an adequate  
return on their investment. Further, a higher price will reduce the capacity of  
competitors to compete - a low price for access encourages use but discourages 
investment and vice versa. 

To be able to make the ladder of investment operational it is necessary that pric-
es in wholesale markets are consistent for the different products [1]. The definition 
of access pricing is critical when network access is a vital input to deploying ser-
vices to end consumers. In a market where the network owner also operates at the 
retail market, competing with other firms the access pricing definition is a key 
question and is frequently considered to be an economic regulation problem. To 
assure a legal competition, the NRAs have to control the price scheme of the 
wholesale regimen for the bitstream access services or even determine the upper 
price levels. The EU has to provide the directives to promote homogeneity in the 
price regulation scheme. 

Without access price regulation, network owners may be tempted to exercise 
market power and block access to the network. On the other hand, significant con-
trol of the access price can discourage the realization of investments in the quality 
of the network. Consequently, a lower access price can result in inefficient input, 
whereas a higher access price can lead to inefficient investments with the objective 
of reducing dependence upon the incumbent operator. Then, the regulator can use 
the access pricing definition to influence the decisions of new firms’ inputs in the 
retail segment.  

In Portugal, a recent European Commission report [21] shows that LLU prices 
have not been modified and continue to be just above the EU average. The monthly 
average total cost was €10.05 for full unbundling and €3.57 for shared access in  

October 2010 (compared to EU averages of €9.61 and €3.29 respectively).  

4.2 Wholesale Access Market 

For new entrants, LLU (fully unbundled lines and shared access) is the main  
wholesale access with 76.2% (in January 2011) of DSL lines, up from 65.2% in July 
2008 (Source: EC).  New entrants' use of bitstream access for local loop unbundling 
in the provision of broadband services went up by 1 percentage point since July 2008. 
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The share of resale, which represents a type of access for low-investment intensive 
new entrants, has shrunk by 7.6 % during the last year. Previous figure shows the 
evolution since 2007 of DSL lines by type of access. 

Table 2 presents the types of access of the new entrants for Portugal and EU. In 
Portugal, LLU continues to be the preferred wholesale option for alternative opera-
tors, with 83.4% (2010) of lines. However, the number of fully unbundled lines 
(shared access is not used) for the provision of broadband services has decreased 
from 269.066 in January 2010 to 229.098 in January 2011 [21]. Table 2 shows that 
there is a bigger difference in the use of shared access between Portugal and EU 
average. 

Table 2. New entrants` DSL lines by type of access (EU and Portugal), 2009/11 (Source: EC) 

Type of  
access 

EU level Portugal 
2009 2010 Jan. 2011 2009 2010 

Own network 0,9% 0,9% 1.2% 0,0% 0,0% 
Full ULL 54,4% 61,5% 63.9% 86,6% 83,4% 
Shared access 16,9% 13,3% 12.3% 0,0% 0,0% 
Bitstream 17,0% 15,4% 14.5% 13,4% 16,4% 
Resale 10,7% 8,9% 8.1% 0,0% 0,2% 

 
In Portugal, competition is strong in urban areas, where unbundling is highly de-

veloped, but in rural areas, incumbent operator remains largely dominant. In 2009, the 
% of DSL connections was different by type of provider: a) Urban area - ULL:41,0%, 
Bitstream/Resale:4,0% and Incumbent retail:55,0%; b) Rural area - ULL: 8,5%,  
Bitstream / Resale: 5,5% and Incumbent retail: 86,0%. [6] defends that an effective 
and sustainable infrastructure competition is superior to service competition, as it 
allows for head-to-head competition between operators and requires a minimal need 
for regulatory intervention with competitors not being reliant on the incumbent infra-
structure. So, operators, especially new entrants, will have a choice as to whether they 
should invest in their own infrastructure (i.e. build) in order to provide services  
to end-users, or to seek access (buy) from an existing provider (normally the  
incumbent). 

5 Conclusion 

The analysis of the broadband market suggests that where infrastructure competi-
tion exists, as in DSL and wireless broadband, service providers will more aggres-
sively price their offerings, driving down the access price for consumers. However, 
in the case of limited infrastructure competition, broadband access price remains 
high for consumers. Infrastructure competition between DSL, Cable and wireless 
solution, had a significant and positive impact on the broadband penetration. We 
verify that opening access networks (and network elements) to competitive forces 
increases investment and the speed of development. Despite increasing competition, 
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incumbents are maintaining their dominant position. More than 60% of all broad-
band subscriptions make use of incumbent’s broadband access infrastructure. In 
countries/regions where alternative technological platforms are not developed, the 
deployment of the DSL technology depends on the use of the networks infrastruc-
tures that are propriety of incumbent operators. To facilitate market entry of new 
competitors and develop competition in the access market, the regulatory authorities 
are focused on unbundled access to the local loop (fully unbundled local loop and 
shared access to the local loop) and on different forms of network access (bitstream 
and resale). 
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Abstract. Database trigger is a block code that automatically executes
in response to changes of table or view in the database system. The
correctness of a trigger usually can be verified when it is executed. It
is apparently useful if we can detect the trigger system’s errors in the
design phase. In this paper, we introduce an approach to model and verify
data manipulation language (DML) triggers in the database system by a
formal method. In the first phase, we formalize a database trigger system
by an Event-B model. After that, we use the Rodin tool to verify some
properties of the system such as termination, preservation of constraint
rules. We also run an example to illustrate the approach in detail.

1 Introduction

Triggers are active rules of some commercial database systems such as Oracle,
SyBase, etc.. which are formed in ECA (Event - Condition - Action) structure.
Triggers are widely and commonly used in database systems of many applications
to implement automatic tasks and ensure integrity constraints. In some commer-
cial databases, triggers have two kinds: data manipulation language (DML) and
system triggers. The former are fired whenever events such as DELETING, UP-
DATING, INSERTING occur, while the latter are executed in case that system
or data definition language (DDL) events occur. A trigger is made of a block of
code, for example in Oracle, a trigger is similar to a stored procedure containing
blocks of PL/SQL code. These codes are human readable and without any formal
semantic. Therefore, we can only verify that if a trigger terminates or conflicts
to integrity constraints after executing it or with human inspection step by step.
It is important if we can show that triggers execution is correct at the design
time. Several works have attempted to solve this question by using termination
detection algorithms or model checking [13] [14] [10] [7] [16]. However, in our
thought, most of results focused on the termination property, while few of them
addressed to both termination and integrity constraints of the database system.
Furthermore, these approaches seem such complicated that we can not apply
them in the database development.
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The B method [1] is a formal software development method, originally created
by J.-R. Abrial. The B notations are based on the set theory, generalized sub-
stitutions and the first order logic. Event-B [2] is an evolution of the B method
that is more suitable for developing large reactive and distributed systems. Soft-
ware development in Event-B begins by abstractly specifying the requirements
of the whole system and then refining them through several steps to reach a
description of the system in such a detail that can be translated into code. The
consistency of each model and the relationship between an abstract model and
its refinements are obtained by formal proofs. Support tools have been provided
for Event-B specification and proof in the Rodin platform.

In this paper, we propose an approach to formalize database triggers system
by a proof-based method, e.g Event-B. The main idea of the approach comes
from the similarity between structures of Event-B EVENT and ECA. We first
translate a database system to an Event-B model. In the next step, we bring
this model to more practical approach by using the Rodin platform to verify
some properties such as termination and constraint preservation based on its
proof obligation engine. The advantage of our approach is that a real database
system including triggers and constraints can be modeled easily by logic expres-
sion phrases in Event-B such as INVARIANTS and EVENTS. Therefore, the
correctness of the entire system can be achieved by formal proofs. It is valuable
especially for database developers since they are able to ensure that the trigger
systems avoid the critical issues at the design time. Furthermore, the approach
is such practical that we can implement a tool following its main idea to trans-
form a database model to an Event-B model in Rodin platform automatically
(or partly). It makes sense as we can bring the formal verification to database
implementation. It also overcomes one of disadvantages that makes formal meth-
ods absent in the database development process because of the complexity of
modeling.

The remainder of this paper is structured as follows. Section 2 gives a brief
introduction of Event-B and background of database triggers. Next, in Section
3, we introduce some transformation rules between a database triggers system to
an Event-B model. To show the approach in detail, we model a specific trigger
system in an example in Section 4. Followed by Section 5, we give some informa-
tion and adjustment of related works so far. We conclude our contribution and
present the future works in Section 6.

2 Backgrounds

In this section, we briefly introduce the overview of relational database triggers
and basic knowledge of Event-B.

2.1 Database Triggers

Database trigger is a block code that is automatically fired in response to an
defined event in the database. The event is related to a specific data manipulation
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of the database such as inserting, deleting or updating a row of a table. Triggers
are commonly used in some cases: to audit the process, to automatically perform
an action, to implement complex business rules.

The structure of a trigger is followed EAC structure, hence it takes the fol-
lowing form: rule name:: Event(e) IF condition DO action.

It means that whenever Event(e) occurs and the condition is met then the
database system performs actions . Users of some relational database systems
such as Oracle, MySQL, SyBase are familiar with triggers which are represented
in SQL:1999 format (the former is SQL-3 standard). Database triggers can be
mainly classified by two kind: DML and Data Definition Language (DDL) trig-
ger. The former is executed when data is manipulated, while in some database
systems, the letter is fired in response to DDL events such as creating table or
events such as login, commit, rollback..

2.2 Event-B

Event-B is a kind of formal method which combines mathematical techniques
from the set theory and the first order logic. It is used as a notation and method
for the formal development of discrete systems. Event- B is an evolution of others
formal method notations like B-method (also know as classical B), Z and Action
Systems. It is considered as an evolution because it simplifies the B machine
notations, is easy to learn and more suitable for parallel and distributed reactive
system development. Another advantage Event-B is the tool support for system
modeling. The basic structure of an Event B model consists of a MACHINE and
a CONTEXT.

Contexts form the static part of the model while machines form the dynamic
part. Contexts can extend (or be extended by) other context and are referred
(seen) by machines. The machine contains the dynamic part of the model. It
describes the system state, the operations to interact with the environment to-
gether with the properties, conditions and constraints on the model. A Machine
is defined by a set of clauses which is able to refine another Machine. We briefly
introduce main concepts in Event-B as follows:

– Variables: represents the state variables of the model of the specification.
– Invariants: describes by first order logic expressions, the properties of the
attributes defined in the variable clauses. Typing information, functional
and safety properties are described in this clause. These properties are true
in the whole model. Invariants need to be preserved by events clauses.

– Events: defines all the events that occur in a given model. Each event is char-
acterized by its guard (i.e. a first order logic expression involving variables).
An event is fired when its guard evaluates to true. If several guards evaluate
to true, only one is fired with a non deterministic choice.

A Context consists of the following items:

– Sets: describes a set of abstract and enumerated types.
– Constants: represents the constants used by the model.
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– Axioms: describes with first order logic expressions, the properties of the
attributes defined in the CONSTANTS clause. Types and constraints are
described in this clause.

After having the system modeled in Event-B, we need to reason about the model
to understand it. To reason about a model, we use its proof obligation which
show its soundness or verify some properties. As we mention in the first part of
this Subsection, behaviors of the system are represented by machines. Variables
v of a machine defines state of a machine which are constrained by invariants
I (v). Events Em which describe possible changes of state consisting of guards
Gm(v) and actions Sm(v , v ′) and they are denoted by

when Gm(v) then v :| Sm(v , v ′) end

Properties of an Event-B model are proved by using proof obligations (PO)
which are generated automatically by the proof obligation generator of Rodin
platform. The outcome of the proof obligation generator are transmitted to the
prover of the Rodin tool performing automatic or interactive proofs.

3 Modeling and Verifying Database Triggers System

In this section, we present an approach to model a database systems including
triggers. The main idea is mapping between entities of the database systems
and Event-B elements in which we emphasize on modeling triggers by Event-B
Events. After the transformation, we are able to verify some properties based on
achieved Event-B model.

3.1 Modeling Database Systems

A database system is normally designed by several elements such as tables
(or views) with integrity constraints and triggers. Whenever users modify the
database table contents, e.g Insert, Delete and Update actions, the modifica-
tion should be conformed to constraints and it also can fire the corresponding
triggers. Before modeling the trigger system by Event-B, we introduce some def-
initions related to Event-B specification, they are useful in the modeling process.

Definition 1. A database trigger is modeled by a 3-tuple db = <T ,C ,G>
where T is a set of table, C states system constraints, G indicates a set of
triggers.

Definition 2. For each t ∈ T , denoted by a tuple t =<row1, .., rowm>where m
is the number of table row, rowi , (i ∈ 1..m) is a set indicating the i-th row of
the table. A row is stated by a tuple rowi=<field1, .., fieldn>

Definition 3. Each trigger g of the system is presented as a 3-tuple such as
g ∈ G, g = <e, c, a> where, e is the corresponding event of the trigger, c is
condition of the trigger, a is the action of the trigger.
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We model a database system by mapping these definitions to Event-B concepts
in Table 1. These rules are described in detail as follows:

Table 1. Transformation between database system and Event-B concepts

Database definitions Event-B concepts

Rule 1. db = <T ,C ,G> dbB = {ST ↔ I ↔ E}
T = {t1, .., tm> ST = {t1, .., tm}

Rule 2 t = <r1, .., rm> tB = {rB1, .., rBm}.
Rule 3 ri = <fi1, .., fin> rBi = {1 → fBi1, ..,m → fBin}

– Rule 1. Where set of tables T is mapped to set ST , constraints C is translated
to a set of invariant I, triggers set G is transformed to a set of events E

– Rule 2. A table is translated to a set of rows.
– Rule 3. A row of a table is transformed to an ordered set of fields, where m
is a number of columns of the table and fBij is the value of column j at row
i, where i ∈ 1..m, j ∈ 1..n

In the next subsection, we present in detail how to formalize database triggers.

3.2 Formalizing Triggers

As illustrated in Table 2, a trigger is formalized as an Event-B event where
trigger’s type and its condition is the guard of the event. Action of a trigger is
transformed to the body part of an Event-B event.

Table 2. Modeling a trigger by an Event-B Event

IF (type)
ON (condition) WHEN (type ∧ condition)

ACTION (act) THEN (act) END

To show our approach, we simplify by considering the case that the Action
part of a trigger contains a single action, though it can be a sequence of ac-
tions. It is clear that we are able to model such sequence of actions using
Event-B if we can formalize a single Action. An Action of a trigger body is
Insert, Update or Delete statement. In case of Update and Delete statements,
the action contains a condition that shows which rows are affected. There-
fore, we combine statement and trigger condition into guard of transformed
event. Specifically, mapping rules of each kind of statements are presented in
Table 3.

3.3 Verifying System Properties

After the transformation, taking advantages of Event-B method and its support
tool, we are able to verify some properties of the database system model as
follows:
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Table 3. Translating SQL statements to Event-B events

UPDATE table name WHEN update condition

SET column1=value, column2=value2 THEN r := {1 �→ value1, 2 �→ value2}
WHERE some column=some value

DELETE FROM table name WHEN delete condition

WHERE some column=some value table name := table name − {col1 �→ val1, .., coln �→ valn}
INSERT INTO table name WHEN insert condition

VALUES (value1,..,valuen) table name := table name ∪ {col1 �→ val1, .., coln �→ valn}

– Termination: Since a trigger can fire the other triggers, hence it probably
leads to infinite loop. The termination of a trigger is able to be verified by
the deadlock property of the Event-B model. This situation occurs when
after a sequence of events, state of the system does change. This property
is proved by proof obligations which state that the disjunction of the event
guards always hold under the properties of the constant and the invariant.
The deadlock freedom rule is stated as I (v) # G1(v) ∨ ... ∨ Gn(v), where
v is variable, I (v) denotes invariant, Gi(v) presents guard of the event. At
the moment, the deadlock freeness PO is not generated automatically by the
Rodin tool yet. However, we can generate it ourself by as a theorem saying
the disjunction of guards.

– Constraint preservation: Since these properties already are modeled by Event-
B INVARIANTS as the approach illustrated in Subsection 3.1, hence we can
prove them by using invariant PO rules.

4 An Example

In order to make our approach more clear, in this section, we take an example
to present it in detail. We first describe the example, after that we model it by
an Event-B machine and verify its properties.

4.1 Example Description

Let assume that we have a database system including two tables EMPLOYEES
and BONUS structured in Table 4.

Table 4. Table EMPLOYEES and BONUS

EMPLOYEES BONUS

E Id level E Id amount

0911 2 0911 2

0912 2 0912 2

0913 4 0913 4

The database system has a constraint: The bonus of an employee with a level
greater than 5 is at least 20.
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It includes two triggers that do the following tasks:
Trigger 1. Whenever the level of employee is updated, his bonus is increased by
10 if the level is even
Trigger 2. If the employee’s bonus amount is updated, then his level is increased
by 1.

These two triggers are rewritten in the format of PL/SQL as follows:

CREATE TRIGGER Tr igger 1 BEFORE UPDATE
OF level ON employees
FOR EACH ROW
BEGIN

IF MOD( employees . level ,2)=0 THEN
UPDATE bonus SET bonus . amount

=bonus . amount + 10
WHERE bonus . E id = employees . E id ;

END IF ;
END

CREATETRIGGER Tr igger 2 BEFORE UPDATE
OF amount ON bonus
FOR EACH ROW
BEGIN
UPDATE employees SET

employees . level = employees . level+1
WHERE bonus . E id = employees . E id ;

END

4.2 Modeling an Example

Followed the approach presented in Section 3, we formalize two tables which are
involved in the trigger statements by two variables such as empl and bonus. Vari-
ables bonus rec and empl rec present a row of the table Bonus and Employees
respectively.

inv7 : bonus ∈ P((N1 × N1)× (N1 × N1))
inv11 : empl ∈ P((N1 × N1)× (N1 × N1))
inv16 : bonus rec ∈ bonus

inv17 : empl rec ∈ empl

inv5 : trigger type ∈ P(TIME)↔ P(COMMAND)
inv20 : active field ∈ P(TABLE NAMES)↔ P(FIELD NAMES)

The constraint of the database system is also formalized by an INVARIANT

INVARIANTS
inv21 : empl level < 5 ∨ bonus amount ≥ 20
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We next formalize two triggers of the system as the approach presented in 3.2.
Since DML actions are performed on the table, we model the table involved in
triggers by an Event-B VARIABLE table such that table is the identifier of the
table.

Event trigger1 =̂
when

grd1 : trigger type = {AFTER %→ UPDATE}
grd3 : empl levelmod2 = 0

grd5 : empl level ∈ ran(ran(empl))
grd6 : empl id ∈ ran(dom(empl))
grd8 : ran(dom({bonus rec})) = {empl id}
grd9 : bonus amount ∈ dom(dom({bonus rec}))
grd10 : active field = {EMPLOYEES %→ EMP LEVEL}

then
act1 : trigger type := {AFTER %→ UPDATE}
act3 : bonus amount := bonus amount+ 10

act5 : bonus rec := (1 %→ empl id) %→ (2 %→ bonus amount)
act6 : active field := {BONUS %→ BONUS AMOUNT}

end
Event trigger2 =̂

when
grd1 : trigger type = {AFTER %→ UPDATE}
grd2 : active field = {BONUS %→ BONUS AMOUNT}
grd3 : ran(ran({empl rec})) = {empl id}
grd4 : empl level ∈ ran(ran({empl rec}))

then
act1 : trigger type := {AFTER %→ UPDATE}
act2 : empl level := empl level+ 1

act3 : empl rec := (1 %→ empl id) %→ (2 %→ empl level)
act4 : active field := {EMPLOYEES %→ EMP LEVEL}

end

4.3 Checking Properties

– Termination: To verify the termination property in the Rodin tool, we gen-
erate an invariant clause which is the disjuntion of two events’ guards. Using
PO engine of the Rodin tool, we can prove that the system is not deadlock
free, i.e the system is terminated.

– Constraint violation: Since the constraint property of the system is modeled
by INVARIANT inv21, hence it is also proved by invariant preservation rules.
The invariant is proved to be failed through events of the model, hence the
triggers execution violates the system constraint.

5 Related Works

From the beginning, the previous works focused on the termination of the triggers
by using static analysis, e.g. checking set of triggers is acyclic with triggering
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graph. In [13] and [14], Sin-Yeung Lee and Tok-Wang introduced algorithms
to detect the correctness of updating triggers. However, this approach is not
extended apparently for general triggers and it is presented as their future work.

E.Baralis et al performed the dynamic analysis to check active rules at run
time to see if a state of the database system is repeated.

L. Chavarria and Xiaoou Li proposed a method verifying active rules by using
conditional colored Petri nets [7]. Since Petri nets are mainly used in modeling
transitions, hence it is quite elaborated when normalizing rules. The approach
has to classify rules by the logic condition of these rules to check if they involve
disjunction or conjunction operators. In our opinion, if the number of these
operators are enormous then the transition states can be exploded.

Some works applied model checking for active database rule analysis [12][10].
In [12], T. S. Ghazi and M. Huth presented an abstract modeling framework
for active database management systems and implemented a prototype of a
Promela code generator. However, they did not describe how to model data and
data actions for evaluation.

Eun-Hye CHOI et al [10] proposed a general framework for modeling active
database systems and rules. The framework is feasible by using a model checking
tool, e.g SPIN, however, constructing a model in order to verify the termination
and safety properties is not a simple step and can not be done automatically.

More recently, R. Manicka Chezian and T.Devi [17] introduced a new algo-
rithm which does not pose any limitation on the number of rules but it only
emphasizes on algorithms detecting the termination of the system.

6 Conclusion and Future Works

Most of the researches to date that have worked on verifying and modeling
database active rules or triggers mainly focuses on the termination property.
A few works presented methods to model a database system and verify some
properties of the system. However, in our opinion, these results are complex
to bring them to software development and are not feasible to be performed
automatically without human analysis. In this paper, we propose an approach
to formalize and verify the database system with constraints and triggers by
using Event-B. Our main contribution is that we perform the mapping between
elements of the database such as tables, triggers, constraints to Event-B clauses.
We also reuse the obligation engines and tool supported by Event-B to prove
the correctness of the system. Moreover, the transformation is also simple and
clear such that it is feasible to formalize the database system by an Event-B
model automatically. Therefore, it makes sense if we want to bring the formal
verification to software development.

Besides the advantages, the paper still has some limitation such that we do not
address how to model a more complex case study with more complicated trig-
gers. These issues, along with development of a tool which takes into account
to translate a database system to an Event-B model in the format of Rodin
platform, are our future works.
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Abstract. This paper examines the progress of researches that exploit multi-
agent systems for detecting learning styles and adapting educational processes 
in e-Learning systems. In a summarized survey of the literature, we review and 
compile the recent trends of researches that applied and implemented multi-
agent systems in educational assessment. We discuss both agent and multi-
agent systems and focus on the implications of the theory of detecting learning 
styles that constitutes behaviors of learners when using online learning systems, 
learner’s profile, and the structure of multi-agent learning systems. We propose 
a new dimension to detect learning styles, which involves the individuals of 
learners’ social surrounding such as friends, parents, and teachers in developing 
a novel agent-based framework. The multi-agent system applies ant colony op-
timization and fuzzy logic search algorithms as tools to detecting learning 
styles. Ultimately, a working prototype will be developed to validate the 
framework using ant colony optimization and fuzzy logic. 

Keywords: Multi-agent System, Learning Style, e-Learning, Learner Modeling, 
VARK Learning Style. 

1 Introduction 

Recently, more attention has been given to the use of multi-agent systems (MAS) in 
many distributed applications. Studies in multi-agent systems include the inquiry for 
rational, autonomous and flexible behaviour of entities, and their interaction and co-
ordination in different areas [1]. The foundation of multi-agent systems play a signifi-
cant role in the growth of teaching systems, because the basic issues of teaching and 
learning could be easily resolved by multi-agent systems [2]. 

An agent is a software entity that has the ability to execute flexible autonomous ac-
tions in an intelligent manner to carry out tasks that meet its goals. Depending on the 
functions of agents in their environments, their abilities may differ [3].  

The quest for effective learning strategies has instigated educators and researchers 
to continuously exploit the information and communication technology in developing 
better and improved learning systems. Such development has produced a diversity of 
learning systems that claim to improve the learning process. The literature provides 
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ample evidence that suggests a spectrum of learning dimensions that are examined 
and incorporated in these learning systems. These include the modes with which the 
systems are used, the specific learners’ domains and learning stages, the quality of the 
subject matter and the ease of using the systems. We believe that the development of 
these systems considers issues on the way people learn in these online environments, 
the way the resources are accessed and utilized and the learners’ preferences in using 
the resources. These considerations manifest adaptable and flexible learning systems 
that are arguably compatible with the learners’ behaviors and profiles. While we are 
not disputing the findings and development of such systems, we propose yet another 
alternative framework that not only considers the common dimensions used for learn-
ing styles detection but also introduces a novel proposition of learners’ social sur-
rounding and their conversational attributes, e.g., the words they used, as other possi-
ble dimensions to investigate. 

In a learning environment, the learning style defines each learner’s preferences in 
the way he/she approaches the learning process. Educators and researchers consider 
the learning style as an important factor that contributes to the learning process [4]. In 
the last decade, many researchers investigated the issues of learning style and pro-
posed the most important feature of e-learning systems, which is personalized learn-
ing. Since each learner has his/her learning preferences, enhancing the learning sys-
tems to have the ability of classifying differences in the skills and preferences of the 
learner is of vital importance [5]. 

This paper examines recent educational systems that use multi-agent approach to 
improve the learning process and using such approach to detect learners’ learning 
styles. The first part of this paper contains a review of the previous papers, their ap-
proaches, and current methods. The review discusses the applications of multi-agent 
approach to learning styles detection followed by a deliberation on learning style, its 
theory, use of multi-agent systems, and their properties, both theoretically and practi-
cally. We then propose our method, in which we infer a learners’ learning style based 
on using the current methods that depends on the learners’ behaviors and profiles and 
a novel method that considers the learners’ social surrounding. 

We organize the rest of the paper as follows: Section 2 reviews the related work of 
this research. In Section 3, we highlight the limitation of existing applications. Section 
4 discusses our proposed framework and Section 5 concludes the paper. 

2 Related Work 

2.1 Aspects of Learning: Single-Agent and Multi-agent Learning 

In order to understand the issues in detecting learners’ learning styles using multi-
agent systems; we analyze the existing theories and applications. We identify the 
limitations of the existing methods and show the need to offer a framework that 
enables discovery of learners’ styles by multi-agent systems. 

Current agent-based approaches that detect learning styles in adapting the learning 
process are offered in many different ways. A review of the literature reveals that 
most agent-based learning systems are developed based on a single agent but the ef-
fectiveness of the systems is doubtful since single agent approaches only improve its 
individual skills.  
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An agent-based online learning system developed by Schiaffino et al. [6] uses a 
single intelligent software agent called “e-Teacher” that supports learners by analyz-
ing their online behaviors. The agent then creates a profile for each learner with which 
it recommends the learner with personalized learning strategies to help him/her 
progresses. The profile contains important information about the learners, such as 
their behaviors and preferences (e.g. examination results, exercises done, and objects 
studied). The system utilizes the Bayesian networks to detect a learner’s learning 
style, which the e-Teacher agent uses to suggest appropriate course of actions. 

Boff et al. [2] presented a method which uses the BDI and Bayesian networks with 
one intelligent agent (called Social Agent) to act in an educational environment. In 
this system, a learner’s actions are stored in his/her model. The model is used when 
the agent looks for learners to join a workgroup. The workgroups are created by social 
agents based on learners’ recommendations.  

Alonso et al. [1] opined that single agent application in learning systems might not 
always produce optimal performance. They proposed that there are domains in which 
multi-agent learning is coordinated to improve the learning effectiveness.  

In learning theory, “a learning object is a self-standing, reusable, discrete piece of 
content that fulfills an instructional objective”. The decomposition of educational 
content into learning objects permits a discrete learning object to be exploited in many 
different educational courses. There is a special agent called Object Agent which is 
responsible for collaborating between learning style and the learning objects [3]. 
There are three parts that implement this strategy: 

• Defining learner’s learning style scheme. 
• Classifying learning objects depending on the learning style. 
• Suggesting appropriate learning objects. 

For practical implementation of multi-agent systems where learning objects have to 
be taken into account,  [7], [8] independently proved the importance of classifying 
each learning object and suggest appropriate object to each learner. 

The researchers in [8] presented a multi-agent system for adapting distance learn-
ing on the Web. The system classifies the learners according to their skills. It uses 
intelligent agents to motivate the learners by letting them study what they want and 
test all possible chances to develop the teaching process.  

Joy [3] presented a new approach that merges two learning style theories. They de-
signed, implemented and evaluated the educational research contribution. Their sys-
tem has five agents: Object Agent, Record Agent, Student Agent, Modeling Agent 
and Evaluation Agent. Each of these agents is developed to process all requirements 
that are compatible with the learning system. Their system has interleaving Bayesian 
Network and Fuzzy Logic techniques to implement a novel approach that develops 
architecture of learners’ skills, by which it creates a complete model which represents 
the learners’ requirements and knowledge. 

Pham and Florea [4] proposed a method that automatically detects learner’s learn-
ing style using the Felder-Silverman Learning Style (FSLS) theory. They developed a 
multi-agent adaptive learning system that compares the expected time spent on each 
learning object with the time a learner actually spent on it. If the recorded times are 
similar to the ones calculated for each learning style labeled for the learning object, 
then the learning style is correct for that learning object. 
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Rabbat [7], in his PhD thesis, developed a new model using the Bayesian network 
to detect each learner’s learning style. A multi-agent tutoring system used this learn-
ing style to suggest learning materials that match the learner’s style. 

2.2 Learner Modeling Methods 

In 2012, Pham and Florea [4] presented the concept to classify the modeling methods 
for learners as Explicit Modeling and Implicit Modeling Methods. 

Explicit modeling is a simple and straightforward method for inferring learners’ 
learning styles. In this method, learners are asked to answer a dedicated psychological 
questionnaire from which a preference towards one or more of the learning style di-
mensions can be inferred. Some disadvantages of this model are:  

• The measuring instruments used may not be reflective of the way a particular 
learner learns. 

• The learners may not be aware of the importance of the questionnaires as such 
they may tend to choose answers randomly. 

• The learner model is rather static since once a learner model is created, it is not 
subjected to change or update.   

There is another method which uses an implicit and/or dynamic modeling method. 
Three approaches are identified:  

• Use the learner’s performance as index of his/her style through evaluation tests. 
A higher percentage of some performance is considered as an indication of a 
style that corresponds to performance. 

• Get feedback from learners about their experiences in the learning process and 
adjust the learner model accordingly. 

• Observe the learners’ interactions with the system and determine a correspond-
ing learning style [5]. 

2.3 Models of Learning Style 

Researchers generally agree that learning styles play a vital and significant role in 
providing effective learning experience for learners. For example, Lang [9] suggested 
that “research in learning styles attempts to categorize individuals into different cate-
gories by the patterns they use to take in, perceive, and interpret situations”. Landry 
[10] then claimed that “everyone has a unique learning style, and instruction should 
be designed to best accommodate different methods of learning.” 

There are many models for detecting learning styles. Some learning style’s models 
that we have gathered include [11] Kolb; Felder-Silverman; Dunn and Dunn; Myers-
Briggs Type Indicator (MBTI); Right- and Left-brained; VARK; Gregory’s Mind; 
Honey and Mumford; Herrmann “Whole Brain” and Grasha-Riechmann. Due to 
space limitation, we shall not deliberate each of these learning styles models but only 
discuss those that are significant to our work. 
 
Fleming’s [12] VARK Model. VARK is considered to be one of the classical learn-
ing theories in the educational field. The VARK model categorizes individuals as 
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Visual, Auditory, Read/Write, and Kinesthetic. Usually Visual learners prefer to be 
treated with symbols and charts but Auditory learners use listening to contact with the 
world. Read/Write learners use text while Kinesthetic learners are active in nature. 
Sometimes, there can be a mixture of models (i.e. multiple models) which is called 
multi-model learners. 

In VARK, identifying a learner’s mode involves using an instrument to detect the 
learning preference. The instrument consists of 16 questions and there is only one 
answer for each question. Every answer corresponds to one of the four classes of 
learning styles. The responses are compiled by category and the maximum value is 
used to determine the respondent’s learning style.  If two or more categories share the 
same highest score, then the respondent is considered to be a multi-modal learner. A 
multi-modal learner learns well in more than one category of the model. 
 
Personalized Learning Model. Researches in personalized service in e-Learning 
systems focus on two main directions: Adaptive Educational Systems and Intelligent 
Tutors (agents). 

Adaptive educational systems enable the selection of learning resources according 
to the learner’s profile which comprises information such as learning style, know-
ledge, background, and goals. In a quite similar fashion, intelligent tutors offer rele-
vant educational activities and provide feedback on those activities based on the 
learner’s profile [6].  

3 Limitation of Existing Applications 

Most systems that we reviewed only consider learners’ responses to a specific ques-
tionnaire and detect learning styles from learner’s behaviors and actions. These sys-
tems do not exploit other information such as the learners’ social surrounding to 
detect learning styles. To overcome these problems and provide a near-perfect model 
of a learner’s learning style, existing learning models need to be extended. A strategy 
that exploits a learner’s social surrounding needs to be conceived and the words used 
by learners need to be analyzed. Our argument for such proposition is due to the fact 
that we should not ignore the influence of the environment that shapes a learner’s 
personality including his/her learning style. There is a cliché that says “for each per-
son, there are three ideas about him: first, what he thinks about himself; second, what 
people said about him; and the third is the real truth”.  

Vazire and Carlson [13] support this notion in an article, “There are aspects of per-
sonality that others know about us that we don’t know ourselves, and vice-versa. To 
get a complete picture of a personality, you need both perspectives.” 

Consequently, we posit that learning styles may also be detected not only from the 
behavior and profile of the learners but also from resources that are close to the learn-
ers such as their parents, friends, and teachers. These people could provide the added 
information such as specific learners’ characteristics that are relevant to their learning 
styles. We perceive the possible advantages of using these resources from the many 
years of contact that these people have with the learners. In this paper, we exploit the 
second statement of the cliché and propose a framework that utilizes the statement to 
enhance the learning styles detection. 
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In another perspective, none of the algorithms that we reviewed consider the words 
used by a learner as an important resource to identify his/her learning style. Figure 1 
shows the visual map of neuro-linguistic programming (NLP) that demonstrates that 
speech is one of the important features that represent every person and their styles. 
We argue that there is a very strong relation between the personality of a person and 
the language he/she uses. Most human communication tells us something about the 
people doing the saying [14]. We consider such conversational attribute as another 
dimension for our framework. 

 

 

Fig. 1. Neuro-Linguistic Programming Visual Map [15] 

4 The Proposed Multi-agent Framework 

To satisfy a near-accurate learning style for learners, we analyze the dimensions that 
are commonly considered when detecting learning styles, but we take into account 
two additional dimensions: the social surrounding of learners and the words they 
used. These could be investigated by soliciting information from parents, friends, and 
teachers and analyzing the words used by the learners while describing some event. 

Consequently, we propose a multi-agent framework which examines learners’ learn-
ing styles using three intelligent software agents; each is responsible for detecting the 
learning styles depending on its knowledge base. These agents communicate their deci-
sions to each other before a final decision is reached. The framework proposes that a 
learner attempts the VARK test [3], in which there are 16 questions and each question 
has four options that correspond to four different styles, i.e. Visual, Auditory, Read-
ing/Writing, and Kinesthetic. The framework also proposes that the learner uses the e-
learning system to discover his/her actions and behaviors that relates to his/her learning 
style. All these information are saved in the learner’s profile.  

To implement the framework, we introduce two algorithms. Fuzzy Logic is used 
by Student Agent (STA) and Social Surrounding Agent (SSA). STA saves informa-
tion about a learner’s behaviors, actions, used words and all information in his/her 
profile. The Social Surrounding Agent (SSA) solicits all the information from the 
learner’s close contacts (parents, friends and teachers) and saves all information in its 
knowledge base. The Evaluation Agent (EVA) communicates with the SSA and STA 
and receives the results from the VARK test to provide the necessary information. We 
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introduce another algorithm, the Ant Colony Optimization (ACO) algorithm for EVA, 
which is responsible for deciding on the learning styles. Figure 2 shows the proposed 
framework. 

 

 

Fig. 2. The Proposed Framework  

4.1 Using Fuzzy Logic 

Each of the Social Surrounding Agent and Student Agent uses fuzzy logic to detect 
the learner’s learning style. In the framework, the agents are designed as fuzzy agents. 
A fuzzy agent is “a software agent that implements fuzzy logic but interacts with the 
environment through an adaptive rule-base” [16]. 

We use K to denote Kinesthetic, V for Visual, A for Auditory, R for Read/Write 
and LS for Learning Style. For example, a visual learner can understand information 
in a chart or graph. Using this type of information is important to create rules. There 
are four membership functions: visual, auditory, read/write and kinesthetic. Figure 3 
shows an example of fuzzy rules used by the SSA. 

 

 

Fig. 3. The reasoning model of fuzzy agents 
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4.2 Using ACO Algorithm 

Figure 4 depicts the proposed Ant Colony Optimization (ACO) structure which is 
used in conjunction with the fuzzy agents. Initially, an ant starts from the selected 
node (first detected by the VARK test). It then travels across the structured graph, and 
at each stage determines its direction. 

 

 

Fig. 4. The Proposed Structure of EVA’s ACO 

With the first four styles taken from the VARK test’s results attempted by a learn-
er, the algorithm starts from these four main styles, which we represent as a node (V, 
A, R, K), and uses the output of the SSA and STA to determine the final learning 
style. There are 24 final nodes, each node represents the VARK style in different 
sequences, i.e. VARK, VKRA, KVRA, . . . etc. Each one of these nodes represents a 
VARK style in different priority depending on the position of each character. Node 
VARK means that the style of the person is Visual (high percentage) and then Audito-
ry (lower percentage), followed by Read/Write and Kinesthetic. 

Figure 4 shows that each node represents a multi-modal learning style for the 
learner and each edge represents the evaluation of each style. The proposed algorithm 
consists of two stages. The initial value for the first stage is taken from the VARK 
test. The weight for each edge depends on the output of SSA. In the second stage, the 
output of the first stage is used with the output from STA to determine the ultimate 
learning style.   

Assume that the output of the VARK test is as shown in Table 1 and the output of 
SSA is shown in Table 2. 
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Table 1. Output of VARK Test  Table 2. Output of SSA 

Style Percentage  Style Percentage 
V 40  V 30 
A 30  A 20 
R 20  R 40 
K 10  K 10 

 
The ACO algorithm uses each of these numbers as weight on the edge which con-

nects the nodes. Depending on the final weight, the best node is reached as shown in 
Figure 5. In the figure, the V style is the dominant style (70%), followed by R (60%), 
A (50%) and K (20%). 

 

 

Fig. 5. An Example of the ACO Calculation 

5 Conclusion and Further Work 

This paper compared some state-of-the-art approaches for detecting learning styles 
that used multi-agent systems. We focused our attention on the internal structure of 
automatic detection of learning style systems which used multiple agents. We then 
proposed a new framework based on new sources of information from learners’ social 
surrounding such as friends, parents, and teachers and words used by learners.  

The proposed multi-agent system consists of three agents: Social Surrounding 
Agent (SSA), Student Agent (STA) and Evaluation Agent (EVA). Each agent is re-
sponsible for a specific set of operations. SSA and STA use fuzzy logic to decide on a 
learner’s learning style. Fuzzy logic allows two agents (SSA and STA) to be adapted 
for managing ambiguous data, which is very common in many real-world problems. 
EVA uses the ant colony optimization algorithm for proposing a set of optimal paths 
to detect all possible properties of learning styles. Our focus is to develop accurate 
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models to detect learners’ learning styles based on the knowledge from the models 
that use different intelligent techniques.  

In our future work, we shall implement the proposed framework and develop the 
algorithms to detect the learning styles based on the framework. Additionally, detailed 
mechanisms for all the agents and the sources of information will be developed. 
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