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Preface

In the context of the European Union (EU)-funded research project PROMISE
(Participative Research labOratory for Multimedia and Multilingual Information
Systems Evaluation), a winter school was organized in the small ski resort of
Zinal, Valais, Switzerland during January 23-27, 20121.

PROMISE aims at advancing the experimental evaluation of complex mul-
timedia and multilingual information systems in order to support individuals,
commercial entities, and communities who design, develop, employ, and improve
such complex systems. The overall goal of PROMISE is to deliver a unified envi-
ronment collecting data, knowledge, tools, methodologies, and to help the user
community which is involved in the experimental evaluation.

The title of the winter school was From Information Retrieval to Information
Visualization and the goal was to bring together these two research domains
that are currently quite separated but have an important potential to help each
other in advancing the fields. Indeed, the school was attended by participants
who came from one domain or the other and offered them the possibility of
starting to acquire cross-disciplinary competencies. Interestingly enough, the
school turned out to be a brainstorming and discussion opportunity also for the
lecturers, since they had the chance to meet colleagues from a quite different field
with their own perspectives on a ground of shared topics and issues, such as how
to envision models and design systems around user needs, how to consider the
user interaction and context, how to conduct evaluation, and so on.

In all, 17 high-quality lecturers from academia and industry were invited to
speak on a large variety of topics from introduction talks to hot topics such
as crowd sourcing and social media; 62 participants from 25 countries and four
organizers followed the courses and helped to create lively discussions and an
open atmosphere with many questions. Most of the speakers stayed for the entire
week and enriched the discussions as well.

All participants had the possibility to present their own work with a poster
during the first day of the winter school at the evening welcome reception that
started many discussions among the participants. An evaluation and selection
of the posters was performed and a symbolic best poster award – a bottle of
excellent Swiss wine – was given to the three best posters.

The fact that the participants remained close together during the five days of
the winter school and had many possibilities to meet with the other participants
and the lecturers gave rise to many discussions and to a stimulating environment
for both the participants and the lecturers.

1 http://www.promise-noe.eu/events/winter-school-2012/
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Altogether the PROMISE winter school can be seen as a great success in
connecting two research domains and allowing a large number of participants
to get in contact with high-quality lecturers and give them hopefully a better
view of the research domains and also on the ways in which they can evaluate
their own research and profit from tools of visualization that are available. Most
participants gave very positive feedback, and hopefully the proceedings of the
winter school will also help to record the main outcomes of the winter school for
the future and for those persons who could unfortunately not participate.

An analysis of the evaluation forms after the winter school highlighted that
most students very much enjoyed (more than 90% of the participants) the win-
ter school and the atmosphere among the participants and the lecturers. Most
presentations were enjoyed (about 90% of the participants); but sometimes the
introductory presentations were regarded as too simple for a majority of PhD
students. The students were generally interested in the different topics offered by
the school (about 90% of the participants). The setting in a remote alpine valley
was very much appreciated but the lack of a professional conference room and of
limited infrastructures such as for lunch time were also regarded as problematic.
Lectures of 90 minutes were regarded as too long, and perhaps short breaks after
45 minutes would have been a better option.
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Introduction to Information Visualisation 
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Abstract. This is a short introduction to information visualisation, which is 
increasingly important in many fields as information expands faster than our 
ability to comprehend it. Visualisation makes data easier to understand through 
direct sensory experience (usually visual), as opposed to more linguistic/logical 
reasoning. This chapter examines reasons for using information visualisation 
both for professional data analysts and also end-users. It will also look at some 
of the history of visualisation (going back 4,500 years), classic examples of 
information visualisations, and some current challenges for visualisation 
research and practice.  Design of effective visualisation requires an appreciation 
of human perceptual, cognitive and also organisational and social factors, and 
the chapter discusses some of these factors and the design issues and principles 
arising from them. 

Keywords: information visualisation, human–computer interaction, HCI, visual 
analytics. 

1 Introduction 

Information assails us in business, in science, in government and in day-to-day life, 
from the processing of massive scientific streams at CERN to sentiment analysis of 
millions of Twitter messages to gauge the popularity of a party, or to locate power 
outages.  Information retrieval is about selecting out of this morass of data, relevant 
documents, images, and audio.  Visualisation is about helping people make sense of 
either the original data sources or the subsets of data obtained through information 
retrieval.  Both can operate independently, but also they have great power together. 

This chapter is a short introduction to information visualisation.  In it we will look 
at a number of areas.  First, in the next section, we will look at the definition and 
scope of visualisation in general and information visualisation in particular.  Most 
critically, despite the term being 'visualisation', it may in fact involve other senses and 
is centrally about the use of these senses to make sense of data.  Visualisation has 
various purposes and users; section 3 considers these, in particular the different ways 
in which information visualisation is used by data analysts compared with data 
consumers (whether a company CEO or newspaper reader). 

While visualisation seems like a modern phenomenon, and indeed interactive 
computer visualisation is comparatively recent, in fact the roots of static visualisation 
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can be traced back at least 4500 years. Section 4 presents a brief history of 
visualisation from Mesopotamian financial tables and 10th century line graphs to 
current spreadsheet graphics, data journalism and visual analytics.  This is followed in 
section 5, by an overview of some of the kinds of visualisation that might be 
particularly useful in the context of information retrieval.  

The chapter concludes with a discussion of some of the human-centred design 
principles that can be applied to visualisation choice and creation. We will consider 
detailed design issues; in particular the way interaction can soften the trade-offs that 
are inherent in making (static) visualisation choices.  However, we will also consider 
the way visualisation (and for that matter information retrieval) fits into a larger social 
and organisational context. 

2 What Is (Information) Visualisation 

Defining Visualisation 

Visualisation is perhaps easier to recognise than define.  In his textbook "Information 
Visualisation" [1], Bob Spence refers to the dictionary definition: 

visualize: to form a mental mode or mental image of something [1] 

He emphasises that visualisation is critically about insight, what happens in your 
head, not a computer.  Often the most powerful mental images are formed from words 
alone, but that would not correspond to the common notion of visualisation, which is 
often about the design of media (computer, paper) to help people. 

So, for this chapter we shall adopt a slightly different definition of (information) 
visualisation: 

making data easier to understand using direct sensory experience 

Note this is still about insight and understanding, but also about the perception 
('sensory experience') and deliberate design ('making'). 

Note also that this definition says 'sensory', not simply 'visual', as the inner 
visualisation that makes you say "I see" can also be engendered by other senses. 
Although less common, you can have aural and tactile 'visualisation' – think of the 
click of a Geiger counter – faster clicks mean more radiation.  These non-visual forms 
are particularly valuable for those with visual disability, but also in contexts when the 
eyes need to be elsewhere, for example while flying a plane.  This all said, the vast 
majority of visualisation is, as the name suggests, visual.  The visual cortex accounts 
for around 50% of our brain, and so it makes sense to use it. 

Also note that the word 'direct' is in the definition to exclude purely rich textual 
descriptions, no matter how sharply they focus the mind.  Although you use your eyes 
to read words or even tables of numbers, they are processed linguistically and 
logically, rather than the more instant feeling you get when you see a rising graph. 

With many caveats to beware of pseudo-science, you can think of this as a form of 
left brain / right brain distinction.  Not that one is better than the other.  In statistics, 
one is taught never to start by calculating means, t-tests, etc., but instead always to 
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Fig. 

Fig

The human sensory syste
in visualisation for data an
patterns where there are no
more likely one will appe
particularly those for exp
distinguish happenstance fr

4 A (Very) Brief H

4.1 Static Visualisation

The computer-driven visu
visualisations of various fo
tablet in Figure 8 is aroun
information. We may think
tablet writing is of an adm
of numbers. 

 
6. Box plot of Neutrino transit times [7] 

  

g. 7. Multiple parallel visualisations [8] 

em is tuned to find patterns, and this is exploited to the 
nalysis, especially exploratory. However, we may also 
one. The more different ways you look at something, 
ear to have a pattern, purely by chance. Visualisatio
ploratory analysis, therefore need to help the ana
om real underlying patterns.  

History of Visualisation 

n (From 2500 BC to 1990 AD) 

ualisations shown so far are comparatively recent, 
orms date back many millennia. The Mesopotamian c
nd 4500 years old, and contains a table of administrat
k bureaucracy is new, but the vast majority of early c

ministrative / financial nature, often including simple tab

full 
see 
the 

ons, 
alyst 

but 
clay 
tive 
clay 
bles 



 

  Fig. 8. Mesopotamian table o

Moving on 3500 years,
planetary movements. The
heavenly body, where the y
the 19th century and shows
x-axis hours of the day (fro
distance along the route (P
clearly as the steeper lines. 

These early visualisation
of computing it became po
easily, or to create new on
days this was done using v
printer, but now it is simply
print! 

Fig

This use of computers t
page or PDF, or printed in
drawn illustrations. Thes
particularly when commu

Introduction to Information Visualisation 

               

on a clay tablet              Fig. 9. 10th Century time line 

 Figure 9 shows an early line graph of solar, lunar 
e x-axis is days in the month and the lines track e
y-axis is their height in the sky. Figure 10 skips forward
s a visualisation of the Paris–Lyon train timetable, with 
om 6am to 6am the next day) and the y-axis showing 

Paris at the top Lyon at the bottom). Fast trains stand 

ns were created painstakingly by hand, but with the adv
ossible to create the same visualisations more quickly
nes that would have been impossible before. In the ea
very slow x-y pen plotters or character-graphics on a l
y a matter of selecting a few options in Excel and press

 

g. 10. 1855 Paris-Lyon train timetable 

o create fixed visualisations whether on screen, on a w
n a newspaper, is in many ways similar to the older ha
e static visualisations are still of great importan

unicating with others. Furthermore, understanding 

9 

and 
each 
d to 
the 
the 
out 

vent 
y or 
arly 
line 
sing 

web 
and-
nce, 
the 



10 A. Dix 

effective design and qualities of static visualisations is an essential first step to 
creating more complex interactive visualisations. For static visualisation, the core 
texts are undoubtedly Tufte's beautifully illustrated books [9–11]. 

4.2 Interactive Visualisation 

Examples of interactive visualisation can be traced back to early scanning vector 
graphics displays, or the seaside information boards where tiny lights were 
illuminated when you pressed buttons for different kinds of features. However, it was 
in the early 1990s when growing graphics power made it possible, for the first time, to 
create rich 3D graphics, complex visualisations and real-time interaction. This led to a 
blossoming of information visualisation (and other graphics) research notably in the 
groups at Xerox PARC and University of Maryland.  Not all the ideas were good, just 
like with gloriously multi-fonted documents during the desktop publication revolution 
in the 1980s, there were many examples of gratuitous 3D, most of  
which are deservedly forgotten. However, despite this, most of the core kinds of 
visualisations in use today were introduced at that time (see selection in Figure 11), 
several of which will be discussed in the next section. 

  

Fig. 11. Interactive Visualisations from the early 1990s: clockwise from top left: Cone Trees 
[12], TreeMaps [13], FilmFinder [14], Buttefly Browser [15], and Pixel Plotting [16] in centre 
(note how use of 3D distorts text in Butterfly Browser) 

4.3 Current Directions 

We have already seen examples of data journalism where rich, but simple to 
understand, infographics have made their way into mainstream media. Furthermore 
the web has increased the public expectations of high quality, often interactive, 
visualisations. These web visualisations are sometimes 'authored', that is created by 
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particularly important when displaying images in the leaf nodes (Figure 17, left). The 
TreeMap is in many ways quite simple, but is one of the more heavily used 'complex' 
visualisations, proving itself able to manage vast trees (Figure 17, right) and yet still 
be relatively comprehensible. 

Finally for here, although not the end of the visualisation of hierarchical data by 
any means, are methods that distort space in order to show a tree. The most well 
known (but not most well used or understood) of these is the Hyperbolic Browser 
[21]. This began with the failure of simple circular layouts to deal with larger trees.  If 
a tree has a constant branching factor, say on average 3 nodes per parent, then the 
number of subnodes increase exponentially at each level down: 3, 9, 27, 81, 243, 729, 
...  However, when we layout in a circle, then the circumference of successively larger 
circles only grows linearly – there is never enough space! 

Mathematicians deal with a kind of curved space called hyperbolic geometry. This 
had theoretical beginnings, but now turns out to have applications in cosmological 
physics. The important feature of hyperbolic space is that the circumference of 
'circles' in this (rather odd) geometry increases exponentially with the diameter of the 
circle – perfect for trees. Unfortunately we do not see in hyperbolic geometry, so this 
is then projected back down into 2D (see Fig. 18) leading to an effect rather like 
earlier Fish Eye visualisations [3]. 

  

Fig. 18. The Hyperbolic Browser visualising the web [21] 

5.2 Clustered Data 

Quite frequently in information retrieval there is no fixed structure, instead, we have 
large sets of search results, with common attributes, but no given hierarchical 
structure. Although there is no given structure, sometimes a form of structure is 
induced using clustering, whether at a single level to give groups of related nodes, or 
at multiple levels with clusters of clusters leading to tree structure. 

Hierarchies are clearly centred on our linguistic/logical understanding of the world, 
and to some extent need to be made more immediate to our sensory perception. In 
contrast, clusters correspond closely to human perception, we see a group of sheep 
and, without consciously thinking, "they are all similar" they become a flock in our 
minds.  However, the fuzzier concept has its own challenges. 
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In the above example, the interactions were discrete, selections of attributes leading 
to updated values. However, sometimes interactions can be made more rapid and 
continuous. Figure 25 shows two screenshots of FilmFinder [14], another early 
faceted browsing interface. Within each screen there is a larger area to the left which 
shows a scatter plot of films, coloured by genre and plotted against date (x-axis) and 
popularity (y-axis). On the right are a number of sliders, which allow the setting of 
maximum and minimum values for various attributes. As the user moves these sliders, 
the points on the scatter graph are filtered in real time giving instant feedback.  Note 
that in the right-hand screen shot the filtering has reduced the number of points and so 
the titles of the films are also shown. 

Another example of faceted browsing is the Influence Explorer [27, 28]. This was 
designed to allow exploration of complex engineering problems including simulations. 
An example problem was light bulb design choices.  There are various input 
parameters that can be chosen (e.g. material, thickness and length of filament), and 
various output measures (e.g. cost, lifetime).  Large numbers of simulations are run to 
create a large set of multi-dimensional data points, each corresponding to a single 
simulation run. The engineer can then use dynamic sliders to either select 'input 
parameter' ranges (e.g. choose range of thicknesses), or 'output' parameters (e.g. 
maximum cost). So far, this is like the FilmFinder interface, except above each slider is 
a small histogram showing the way the currently selected items (simulation runs) are 
distributed over the relevant values. This is effectively like the counts in HiBrowse 
making it possible to see whether the sliders are hovering near critical values. 

  

Fig. 26. 'Peek over the horizon' histograms in Influence Explorer [27, 28] 

5.4 Big Data 

One of the trends noted in section 4.3 is the vast data sets that now need to be 
analysed. Many visualisations fail when dealing with large data. Some problems are 
computational, simply too many points to perform calculations on, especially for real 
time interactive visualisation. Some problems are more intrinsic to the visualisation, 
for example if there are too many points on a scatter plot it becomes unreadable, just 
solid colour. 

One approach is to simply use less space to visualise each item.  Figure 27 shows 
VisD, an example of pixel plotting [16], which uses a single pixel for each data  
point and then packs these densely filling the available space. In Figure 27 the  
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pixels are plotted in circles starting in the centre and then spiralling outwards. Similar 
techniques are also used for filling square areas. The colour represents a single 
attribute of the data, and some other attribute is used to order the plotting. For 
example, if the data is ordered by time then trends in the data would appear as 
changes in the average colour between centre and periphery, and periodicity would 
show up as segments or swirling patterns.  

  

Fig. 27. Pixel plotting [16] 

Pixel plotting allows 100s of thousands or millions of data points to be plotted on 
an ordinary display, but still this does not help with many current datasets, for 
example the tens of billions of web pages on a typical crawl. 

For these vast datasets there needs to be some form of data reduction. This may 
take the form of some sort of pre-programmed or emergent aggregation. For example, 
detecting clusters and displaying the cluster averages, as described earlier – that is 
visualising groups not individual elements. Example data points can also be used, 
effectively reducing the number of points displayed. These examples might be 
selected using some systematic technique, or simply using random sampling [29]. 

6 Designing for Visualisation 

6.1 Perception and Purpose 

As we have seen there are many different forms of visualisation.   When choosing a 
visualisation or designing a new one there are several factors to take into account: 

visual ‘affordances’ – what we can see – Our eyes are better at some things than 
others.  For example, they are much better at discriminating levels of darkness, than 
hues of colour, and are much better comparing lengths of lines when the lines share a 
common base. 

objectives, goals and tasks –  what we need to see – Recall the lists of numbers in 
Figure 1, if the purpose is to compare sizes or find the biggest/smallest, then aligning 
the decimal points helps you to do this. If you can understand the purpose of a 
visualisation, you are in a better position to ensure that the visual affordances make 
this purpose achievable. 
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Fig. 28. Stacked Histogram 
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hierarchies, clusters and multi-attribute data.  However, these are just common 
examples and there are as many kinds of visualisation as there are data, including, 
inter alia, temporal data, geographic data, and multi-media. 

We have also seen that designing visualisations requires an understanding of the 
human visual (or other sensory) system, the objective/goals that the visualisation is to 
aid, and aesthetics (especially for persuasive graphics). Choosing an appropriate 
representation typically requires choices and trade-offs between factors, but interactive 
visualisation can soften these trade-offs, allowing choices to be remade by the user as 
they interact with the system. However, it is also important to remember that 
visualisation takes place within a broader context where the data being visualised 
comes from the world, the visualisation helps individuals or organisations to make 
decisions, and these decisions lead to actions, which change the world and thus the 
data being visualised. 
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Abstract. Since the ‘80s, Human-Computer Interaction (HCI) researchers have 
performed a lot of work to identify principles, techniques, and methodologies 
that can support design, evaluation and implementation of interactive systems 
that fulfill needs and expectations of their users. This chapter discusses con-
cepts, such as usability and user experience, which are of great importance for 
the success of interactive systems, illustrating how Human-Centred Design is 
fundamental to create successful user interfaces. Principles proposed by the 
HCI community to support interface design are presented, analyzing the prin-
ciples that have a major impact on IR interfaces. 

Keywords: user interfaces, usability, user experience (UX), design principles. 

1 Introduction 

Before the advent of the web, Information Retrieval (IR) systems were used almost 
exclusively by librarians and information professionals, such as paralegals and jour-
nalists. They were frequent and expert users, who, after an initial training phase, 
somehow tolerated the complexity of a command-line interface. Today the rapid in-
crease of web-based accesses to IR systems has completely changed the use scenario. 
Also users have completely changed, since now almost every person accessing the 
web uses a search engine. According to a survey, made by Pew Internet & American 
Life Project, in February 2012 the web was accessed by the 80% of American adults 
population [1] and about 90% of them used online search engines [2]. Before the 
Web, a search for a document consisted in accessing the IR system where only data 
about the source of the document were available; such data allowed to get the physi-
cal copy of the document in order to get the full text. By exploiting the advance of 
technology, from networked database systems to graphical displays, the Web provides 
an enormous amount of content of different types, which includes not only traditional 
unstructured documents but also multimedia information (images, audio, video) about 
people, companies, organizations, etc. Moreover, it can be searched by directly asking 
questions such as: “What is the amount of water vapor in the air?”. 

This new scenario has pushed towards a completely new way of designing the IR 
system user interface that, as for any interactive system, is a critical component be-
cause it has a great impact on the users’ performance and satisfaction. This chapter 
describes Human-Centred Design as the approach for creating successful interfaces, 
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able to generate a positive User Experience (UX), and illustrates principles that sup-
port interface design, analyzing the principles that have a major impact on IR systems. 

2 Usability of Interactive Systems 

It is widely acknowledged that usability is a crucial factor of the overall quality of any 
interactive system. One of the first and most representative definitions is proposed by 
J. Nielsen within a model of the acceptability of the system by its end users, which 
reflects whether the system is good enough to satisfy different needs and requirements 
of the users [3]. In Nielsen's model, one of the system acceptability characteristics is 
its usefulness, decomposed in utility and usability (see Fig. 1). Specifically, utility 
considers if the functionality of the system can do what users need, while usability 
considers how well users can use that functionality. Usability is itself a multi-
dimensional characteristic, and the following five dimensions are considered by  
Nielsen (see Fig. 1): learnability, i.e., the ease of learning the functionality and the 
behavior of the system; efficiency, i.e., the level of attainable productivity, once the 
user has learned the system; memorability, i.e., the ease of remembering the system 
functionality, so that the occasional user can return to the system after a period of 
non-use, without needing to learn again how to use it; errors, i.e., the capability of the 
system to support users in making less errors during the use of the system and, in case 
they make errors, to let them easily recover; satisfaction, i.e., the measure of how 
much the users like the system. The latter dimension must not be underestimated, 
since a system pleasant to use increases users’ productivity. 

 

Fig. 1. Nielsen’s definition of usability as decomposed into five sub-characteristics (adapted 
from [3]) 

Despite all the work carried out by HCI researchers in defining methods for ensur-
ing usability of interactive systems, the many problems that people still encounter in 
interacting with various systems show that usability has been so far very much  
neglected by software developers. Actually, usability was already mentioned in the 
original definition of the standard for software product quality. In a more recent for-
mulation, the standard ISO/IEC 9126-1 (Information Technology - Software Product 
Quality) emphasizes the importance of designing for quality, focusing on intrinsic 
system features which can help to create products which are effective, efficient and 
satisfying for the intended users [4]. The overall quality of a software product is given 
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by its internal and external capability to support the achievement of the goals of users 
and their organizations, thus improving productivity and human health. The standard 
describes a model for software product quality, which includes internal quality, exter-
nal quality and quality in use, each one decomposed in a number of characteristics 
that should be properly measured (Fig. 2). Usability is one of the six characteristics of 
external quality and it is defined as “the capability of the software product to be  
understood, learned, used and attractive to the user, when used under specified condi-
tions”. Specifically, it is further subdivided into five sub-characteristics: understanda-
bility, i.e., the intrinsic capability of the software product of showing to the users its 
appropriateness to the tasks to be accomplished and to the context of use; learnability, 
i.e., the intrinsic capability of the software product to help users to easily learn its 
functionality; operability, i.e., the intrinsic capability of the software product to  
make possible for the users the execution and the control of its functionality; attrac-
tiveness, i.e., the intrinsic capability of the software product to be pleasant for  
users; compliance, i.e., the capability of the software product to adhere to standards, 
conventions, style guides about usability. 

 

Fig. 2. Software qualities in ISO 9126. Usability is one of the six characteristics of external 
quality and it is further decomposed into five sub-characteristics. 

The ISO 9126 standard introduces the concept of quality in use to address the inte-
raction between user and software product, which is measurable only in the context of 
a real and observable task, also taking into consideration different relevant internal 
attributes, such as usability. Quality in use is defined in terms of characteristics that 
represent the user’s view of the software quality, i.e., effectiveness, productivity,  
safety and satisfaction. These characteristics are very much related to those defining 
usability in another standard, the ISO 9241 (Ergonomic Requirements for Office 
Work with VDTs) [5], which is the standard of reference of the HCI community.  
In part 11 (Guidance on Usability) of the ISO 9241, the following definition is  
provided:  
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usability is the extent to which a product can be used by specified users 
to achieve specified goals with effectiveness, efficiency and satisfaction 
in a specified context of use. 
 

Effectiveness is the accuracy and the completeness with which specified users achieve 
specified goals in particular environments. Efficiency refers to the resources expended 
in relation to the accuracy and completeness of goals achieved. Satisfaction is defined 
as the comfort and the acceptability of the system for its users and other people af-
fected by its use. Usability is therefore intended as a high level goal of system design. 
We may conclude that both concepts of quality in use and usability, as defined in ISO 
9241, incorporate the most significant characteristics generally associated to usability 
by the HCI community.  

All usability definitions remark that usability is strictly dependent on the particular 
circumstances in which a product is used, i.e., the nature of the users, the tasks they 
perform, and the physical and social environments in which they operate. Therefore, 
the designer has to carefully analyze those circumstances in order to reach a good 
degree of usability of the developed product.  

3 Human–Centred Design  

Having a clear understanding of what usability means, the very problem is “how to 
obtain usability” or, in other words, how to design systems that users find usable. One 
of the reasons why many high-tech products, including computer-based systems as 
well as electronic equipment and everyday appliances, are so hard to use is that during 
the development of a product, the emphasis and focus have been on the system, not on 
the people who will be the ultimate end user. Developers counted on the fact that 
humans are flexible and adaptable, they can better adapt to the machine rather than 
vice versa. Human needs have been neglected in the past also because engineers were 
developing products for end users who were very much like themselves, since there 
was not yet the explosion of different types of end users we have today or, like in the 
case of IR systems, end users were people who used the system very frequently so 
that, after an initial training, they became somehow able to cope with systems difficult 
to use. With the large spreading of computers everywhere, the target audience has 
changed dramatically and keeps changing every day. One of the main requirements of 
the information technology society is to design for universal access, i.e., computer 
systems must be accessible by any kind of users. What has been done in the past does 
not work for today's users and technology. Designers must allow the human users to 
focus on the task at hand and not on the means for doing that task. Thus, methods and 
techniques to help designers change the way they view and design products, methods 
that work from the users' needs and abilities, have been developed. 

The approach that has already proven as a key factor for leading towards the  
development of successful interfaces is Human-Centred Design, also called User-
Centred Design (UCD) [6], [7]; it implies that final users are involved from the very 
beginning of the planning stage, and identifying user requirements becomes a crucial 
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phase. Early involvement of users has the potential for preventing serious mistakes 
when designing innovative systems. Indeed, it compels designers to think in terms of 
utility and usability of the system they are going to develop. Benefits of UCD are 
mainly related to completeness of system functionality, repair effort saving, as well as 
user satisfaction. Involving users from early stages allows basing the system core on 
what is effectively needed. Poor or inadequate requirements specifications can deter-
mine interaction difficulties, including lack of facilities and usability problems. Even 
if late evaluations are useful to assess the usability of final systems, it is unrealistic to 
expect that these results cause a complete redesign. 

The basic principles of UCD are: 1) analyze the users, the tasks they perform and 
the context in which they operate; 2) design and implement the system iteratively 
through prototypes of increasing complexity; 3) evaluate design choices and proto-
types, possibly with users. UCD requires understanding reality: who will use the  
system, where, how, and to do what. Then, the system is designed iterating a design-
implementation-evaluation cycle. In this way it is possible to avoid serious mistakes 
and to save re-implementation time, since the first design is based on empirical know-
ledge of user behavior, needs, and expectations. These principles have been captured 
in the standard ISO 9241-210 (Human-centred design for interactive systems), that is 
shown in Fig. 3. The design solutions mentioned in the model are implemented 
through prototypes that are evaluated and, if they do not meet the specified require-
ments, the process is iterated and goes again through a revision of the requirements 
and the proposal of a new prototype. The iterative process is stopped when require-
ments are met. It is evident that evaluation plays a critical role. It is highly recom-
mended to evaluate early prototypes, e.g. paper mock-ups, sketching the screens of 
the visual interface, because the earliest interface problems are detected, the easiest  
is to correct them with very limited cost. Chapter [Catarci & Kimani in this book] 
discusses different evaluation methods. 
 

 

Fig. 3. ISO 9241-210 “Human-centred design process for interactive systems”  
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4 From Usability to User Experience 

Over the last years, the concept of usability has been evolving, along with the emerg-
ing IT landscape. HCI has become increasingly concerned with user experience (UX), 
including subjective attributes like, for instance, aesthetic, emotions, and social in-
volvement in a design space which has previously mainly concerned with ease-of-use. 
The tenet of UX is well expressed by McCarthy and Wright [8]:  

“Today we don't just use technology, we live with it. Much more deeply than ever 
before we are aware that interacting with technology involves us emotionally, intel-
lectually and sensually. So people who design, use, and evaluate interactive systems 
need to be able to understand and analyze people's felt experience with technology”.  

Until recently, a primary goal of product and service design has been to provide use-
ful and usable functionality to allow people to perform their tasks. These goals are 
still important but, having so many goods and services now available, we have to 
make sure that they are pleasurable as well. Pleasure and fun are important compo-
nents of life: learning, education, work can all benefit from pleasure and fun [9]. UX 
is still a broadly defined term, including satisfaction of non-instrumental needs (e.g. 
aesthetic, hedonic, creative and social), and acquisition of positive feeling and  
well-being. Neither a universal definition of UX nor a cohesive theory of experience 
yet exists that can inform the HCI community on how to practically design for and 
evaluate UX, although efforts have been undertaken to develop UX conceptual mod-
els [10]. For definition of UX, see, for example, [11]. 

Traditional usability is characterized as task-oriented and performance-based. 
Some researchers observe that the three canonical usability metrics – effectiveness, 
efficiency, satisfaction – basically address not only the instrumental aspects of tech-
nology use, but also the non-instrumental ones, since satisfaction is a composite  
term, amalgamating a cluster of “felt experience". What the current UX research em-
phasizes is the composition of satisfaction into elemental attributes related to people 
emotions, such as pleasure, fun, surprise, intimacy, joy, and others, and try to under-
stand, define and quantify such attributes. 

It is now acknowledged that designing for experience includes but it is much more 
than designing for efficiency and other traditional attributes of usability. While effi-
ciency is focused on attributes such as fast, easy, functional, error-free, UX involves 
feelings and thus focuses on beautiful (harmonious, clear), emotional (affectionate, 
lovable, erotic), stimulating (intellectual, motivational), and also on tactile (smooth, 
soft), acoustic (rhythmic, melodious) in case of multimodal interfaces. The experience 
of a user with a product is certainly influenced by functional quality attributes of the 
product (e.g. utility, robustness), by non-functional quality attributes (e.g. usability, 
privacy) and by specific user experience attributes (e.g. desirability, pleasure). 

Today’s emphasis on UX, after many years of focus on usability, is not surprising, 
since it is typical of many other technological products. Initially, designers concen-
trated on utility of the new product. As industry sectors mature, the focus goes  
towards usability and, later, user experience. Fig. 4 and Fig. 5 report two examples. 
At the beginning of 20th century, a car was a useful, even if uncomfortable, means of 
transportation, with a user interface (car controls, see Fig. 4a) different from a model 
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to another. During the last century, cars were becoming more and more usable and 
confortable, with standardized car controls (Fig. 4b). Today, cars are equipped with 
several devices (GPS navigator, multimedia devices), in order to provide a positive 
UX for all people traveling in the car (Fig. 4c). The other example is about TVs. The 
TV first introduced in the market was black and white, with a very limited number of 
channels (Fig. 5a). Later, color TVs were produced and were provided with a remote 
control, which made the TV much more usable, since it could be operated while com-
fortably seating on a sofa. Today, TV provides a much greater experience: TV is  
interactive, 3D, connected to the Internet. It is interesting to note that the remote  
controls for these TVs have many buttons and are often not very usable (see Figure 
5c), and yet, because of the overall positive experience users get, they accept these  
complex devices. 

 

 

Fig. 4. (a) Car controls at the beginning of 1900s; (b) car controls at the end of 1900s; (c) de-
vices in a today’s car 

 

Fig. 5. (a) Black-and-white TV; (b) color TV with simple remote control; (c) 3D interactive TV 
connected to the Internet, with complex and little usable remote control 

Summarizing, a product, able to generate a positive UX should be useful, usable, 
and desirable. In order to create desirable products, UX puts a lot of emphasis on 
pleasure and thus, on aesthetics and fun. Aesthetics is today much more stressed,  
even if attractiveness was always considered a characteristic of usability. Aesthetics is 
very important also in the design of IR interfaces. Some studies show the correlation  
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between aesthetics and the perception of interface quality [12], [13]. It has been 
shown that interfaces aesthetically appealing are perceived more useful even when 
they are slightly less useful than an interface with similar functionality but less attrac-
tive [14]. Other studies point out the importance of a good layout with proper colors, 
font styles, blank spaces, showing how small details actually have a great impact  
on users’ perception of the interface. For example, in [15] it is reported that the ap-
propriateness of several graphic design details contributes to a good user experience 
with Google. 

5 Principles for Good Design 

As we said in the previous section, a positive user experience makes people more 
tolerant with respect to some usability problems of a product. Still, usability is very 
important in order to get a positive UX. Since the ‘80s, the HCI community has iden-
tified various recommendations for designers willing to create usable interfaces. Some 
of them are expressed in a positive way, such as “choose this solution in order to 
reach this goal”. Others are expressed in a negative way: “don’t do this in this situa-
tion”. Some design recommendations are more general, some are more compulsory. 
Often, in literature, words such as principles, guidelines, design rules, style guides are 
used as synonyms. We prefer to be more specific, distinguishing four categories based 
on different generality and compulsion levels, as shown in Fig. 6. 

 

Fig. 6. Classification of design recommendations (adapted from [16]) 

Principles are more fundamental and widely applicable rules, derived from scien-
tific evidence and general consensus, taking into account psychological and social 
aspects of human beings, rather than technology. Expressed in general form, they are 
more enduring. Guidelines are more specific recommendations for the design of a 
certain class of systems, i.e. they are narrowly focused. Standards are design rules 
formulated by an international organization; they must be strictly observed if one has 
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to comply with those standards. Company style guides (or company design rules) are 
very detailed rules to be applied in the design of company systems, so that their user 
interfaces will have similar look and behavior. 

In this chapter, we address design principles, in particular those more relevant for 
IR interfaces. Many collections of specific guidelines are proposed in the literature, 
for example the reader may refer to [17]. As an example of standard, the already men-
tioned ISO 9241 contains guidance on user interfaces design and provides require-
ments and recommendations, which can be used during the design and evaluation of 
user interfaces [5]; it reports seven basic and general design rules, called dialogue 
principles, as well as more specific rules addressing various details of the design of 
different interface styles, e.g. form-based interfaces, graphical interfaces, etc. Finally, 
several companies have defined their stile guides, in order to provide indications that 
their third parties have to strictly follow in developing applications for that company. 
For example, see the style guides developed by Apple for mobile applications [18]. 

5.1 Traditional Usability Principles 

In the last twenty five years, different authors have proposed sets of design principles 
which, from one side, offer a way of better understanding usability and, on the  
other side, provide guidance for a “good design”. In his book published in 1993, Niel-
sen provides ten usability principles, also called usability heuristics, which aim at 
providing useful indications, not only for the design but also for the evaluation of user 
interfaces; they are the basis of a well-known inspection technique called heuristic 
evaluation [3]. Since its formulation in 1993, the ten heuristics have been modified 
only very slightly; in fact, these are general principles that depend very much on  
characteristics and behavior of human beings, rather than technology. Thus, while 
technology changes rapidly, human beings psychological and social aspects do not.  
Nielsen’s heuristics are discussed by many authors and can also be found at [19]; they 
are reported in Table 1, together with a brief comment that illustrates each heuristic.  

Shneiderman proposes eight golden rules, which summarize his view of the key 
principles of interface design [20]. Other design principles are presented by Dix et al., 
divided into three main categories, which refer to learnability, flexibility, robustness, 
for a total of fourteen principles [21]. The ISO 9241 proposes its own set of prin-
ciples. Of course, one can easily expect that most of those principles are actually  
the same, even if they are phrased in a slightly different way. A basic principle men-
tioned by most author is consistency (see heuristic 4 in Table 1), which recommends 
designers to create user interfaces which are consistent, e.g., they show a consistent 
input/output behavior in similar situations or, in the case of visual interfaces, use con-
sistent colors, layout, fonts. Another well recognized principle is about feedback to be 
provided to users during the interaction.  Nielsen refers to it as visibility of the system 
status (see heuristic 1 in Table 1), since the interface has to keep users informed about 
what is going on in the system, providing appropriate feedback about user actions 
(e.g., highlight a folder to indicated that the user has selected it) or system operations 
(e.g.. show a progress bar which indicates the current status of a file download).  
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Table 1. Nielsen’s heuristics for usability [19] 

N. Heuristics      Explanation  

1 Visibility of system 
status 

the system should always keep users informed about 
what is going on, through appropriate feedback 
within reasonable time

2 
Match between sys-
tem and the real 
world 

the system should speak the users' language (words, 
phrases and concepts familiar to the user, rather 
than system-oriented). Follow real-world conven-
tions, information should appear in natural/logical 
order

3 User control and 
freedom 

users often choose system functions by mistake and 
will need a clearly marked “emergency exit”. Support 
undo and redo

4 Consistency and 
standards 

users should not have to wonder whether different 
words, situations, or actions mean the same thing. 
Follow platform conventions

5 Error prevention 
a careful design prevents a problem from occurring 
in the first place. Eliminate error-prone conditions. 
Present users with a confirmation option

6 Recognition rather 
than recall 

minimize the user’s memory load by making objects, 
actions, and options visible. The user should not 
have to remember dialogue information

7 Flexibility and effi-
ciency of use 

accelerators – unseen by the novice user – may of-
ten speed up the interaction for the expert user. 
Allow users to tailor frequent actions

8 Aesthetic and mini-
malist design 

dialogues should not contain information, which is 
irrelevant or rarely needed. Extra units of informa-
tion diminishes of relevant units

9 
Help users recognize, 
diagnose, and recov-
er from errors 

error messages should be expressed in plain lan-
guage (no codes), precisely indicate the problem, 
and constructively suggest a solution

10 Help and documen-
tation 

even though it is better if the system can be used 
without documentation, it may be necessary to pro-
vide help and documentation 

A very important principle when designing for usability refers to user control (see 
heuristic 3 in Table 1). Even today, many novice users are afraid of approaching  
interactive systems since they do not feel in control of the system. They want com-
prehensible and controllable environments. On the other side, the technology tries to 
support people through systems that are pro-active and anticipate users’ operations 
whenever it is possible. Thus, user interface designers must properly balance the ac-
tions automated by the system, which sometimes users might not easily understand, 
and the users being in control through the actions they perform. Designers should 
know that users are allowed to make mistakes, so that they have to provide mechan-
isms for easily recovering from such mistakes. Clearly marked emergency exit, possi-
bility of undo and redo, are powerful mechanisms to keep the user in control of the 
system. Other principles refer to users’ errors and remark the importance of prevent-
ing users’ errors during the interaction, as well as of providing ways to easily recover 
from errors (see heuristics 5 and 9 in Table 1). There are many detailed guidelines 
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that have been derived from these two principles and the reader may refer to them 
(see, e.g., [17]). 

The success of the graphical user interfaces developed since the ‘80s, which  
replaced the language-based command interfaces like UNIX® or MS-DOS®, relies 
on the fact that, for human beings, recognition is better than recall. A corresponding 
principle (see heuristics 6 in Table 1) is that the interface has to be designed in order 
to minimize the user’s memory load by making objects, actions, and options visible, 
so that the user must not remember dialogue information. For a novice or infrequent 
user it is certainly more efficient to identify an operation and execute it if it is  
well represented by an icon or a menu item clearly visible or easily retrieved on the 
interface screen, rather than to remember the difficult and error prone syntax of an 
MS-DOS command. However, a good design must also take into account that users 
are very diverse and that they evolve during time, e.g. a novice user became expert in 
the use of the system after a continuous use of it. Thus, a further recommendation for 
designers is to create flexible interfaces, which provide mechanisms to accommodate 
the needs for different types of users, e.g., accelerators that may speed up the interac-
tion for the expert user (see heuristic 7 in table 1).  

Heuristic 2 in Table 1 recommends that the system has to speak the user’s lan-
guage, i.e. words, concepts, icons, etc. that are familiar to the users have to be used in 
the interface. Heuristic 8 recalls that users must not be overloaded with too much 
information on the screen and suggests to eliminate information rarely needed, which 
will be available only on users’ demand. It also recommends to design interfaces 
which are simple, paying special attention to graphic details and to the overall aesthet-
ics. Finally, heuristic 10 is about the proper use of help and documentation, especially 
when the system is rather complex. The documentation should be ready to use, e.g. 
online help or other types of online documentation. For example, during some tests 
we observed that users had difficulties in understanding how to use the interface of a 
portal with many widgets, and they required the help of a more expert person; we next 
provided the interface with short video-guides (about three minutes long) explaining 
the main functionalities of the interface, that users can watch on demand. Such video-
guides encouraged users to interact without the help of an intermediary person. 

5.2 More Specific Design Principles for IR Interfaces 

In the book “Search User Interfaces Design”, Wilson suggests to take into account 
primarily the ten heuristics proposed by Nielsen [22]. Principles that have a major 
impact on the design of IR interfaces have been discussed by Hearst in Chapter 1 of 
her book [23]. She actually speaks of “design guidelines” but, according to our classi-
fication in Figure 6, they are general design principles rather than guidelines. Some of 
the principles that Hearst reports for IR interfaces are actually applicable to user inter-
faces of any type of system, and have been described in the previous section, namely 
provide feedback, reduce short term memory load, provide shortcuts, reduce errors. 
Three other principles mentioned by Hearst are: balance user control with automated 
actions, recognize the importance of small details, recognize the importance of aes-
thetics. Aesthetics has been discussed at the end of Section 4, highlighting how  
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appropriate graphic details have a very positive impact on the users’ perceived quality 
of the user interface. The reader may refer to Chapter 1 of [23] to see several interest-
ing examples that illustrate the importance of such principles in IR interfaces. In the 
rest of this section, we discuss three other principles which are very significant for 
designing IR interfaces capable to provide a positive UX: simplicity, pleasurability 
and customizability. 

 

Fig. 7. Results of searching “balotelli” in Yippy search engine 

As reported in the introduction, the Web has completely changed the interface of 
IR systems and its users. Almost any person accessing the Web uses an online search 
engine. Designers of web search interfaces have to take into account the need of no-
vice and occasional users as well as those of expert and frequent ones. This diversity 
of end users is one of the main reasons for keeping the interface simple. Simplicity is 
today one of the main principles guiding the design of a search interface: both query 
formulation and analysis of the search result should be simple. Several studies showed 
that novice users have difficulties in very basic activities, such as formulating key-
word queries and understanding that they do not immediately get the results they 
seek, but they have to look at the query results and to further navigate in the Web in 
order to possibly satisfy their information need; examples of such users are children at 
their first experiences with search interfaces [24], [25]. Designers have to consider 
that, in most cases, many results are returned to a user query, and such results have to 
be presented in order to support users to figure out what are the most significant for 
them and how to proceed to possibly refine such results. For example, the Yippy 
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search engine adds a panel reporting a classification of the top results. Fig. 7 shows 
the screen obtained when searching for “balotelli”. Besides the usual list of the top 
results, the panel at the left side reports a classification automatically computed by the 
engine. By clicking on the first item, e.g. ‘Mancini’ only the 43 results in this cluster 
are shown. The first three clusters have a plus on their left indicating that a finer clas-
sification is available. Another main reason for keeping the interface simple is that 
nowadays search engines are often used while the user is engaged in a different task, 
and search is not her/his primary goal. The search interface has to be as simple as 
possible to avoid distracting the user and to limit the interference with the user main 
task. “Make things simple and intuitive” is actually one of the main indications  
provided by designers of UX.  

 

Fig. 8. Results of searching “balotelli” in Lycos search engine 

Hess lists 20 guiding principles for Experience Design [26]. Some of them enhance 
simplicity in the design by recommending principles such as present few choices, 
limit distraction, avoid jargon, less is more. Indeed, providing more alternatives to 
people makes the choice much more difficult; it is much better to keep the interface 
simple, providing only the necessary alternative and removing all the less important 
ones. People have to be concentrated on their current task, and the interface should 
favor this by avoiding to distract them with less critical tasks. Designers should keep 
in mind that users are not like them and are very different among themselves, so that 
the dialogue with the users has to be simple and clear, using a language that users may 
easily understand. Finally, the design should show only the very necessary and useful 
information, making sure that any element in the interface has a purpose; it can be a 
functional purpose or only an aesthetic one. Anything that does not actually contribute 
to a positive experience should be removed or the user should have the possibility to 
remove it. Let us consider two examples of showing previews of retrieved web pages. 
Fig. 8 shows the screenshot of the results obtained by searching “balotelli” with Ly-
cos search engine. A thumbnail of the preview is on the left of each result. Fig. 9 
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shows the results of the same query, obtained with Google. For each result the  
user can visualize the preview by moving the cursor to the right of each result. Two 
arrows will appear and, by clicking on such arrows, the preview is shown, as in Fig. 
10. Some very informal test we have performed by asking adult people to compare 
these two alternatives show that Google solution is preferable since the preview is 
only on-demand and it is shown at a better resolution. 

 

Fig. 9. Results of searching “balotelli” in Google search engine 

 

Fig. 10. Preview shown in Google when hovering with the mouse pointer on the arrows on the 
left of an item result 
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Some of the remaining principles proposed by Hess for UX design are similar to 
usability principles previously commented, e.g., make actions reversible, provide 
feedback, be consistent. Some others provide suggestions for creating interfaces that 
are easy to understand and use, and also help people to orient themselves and to be in 
control of the dialogue, e.g., group related objects near each other, use appropriate 
defaults, create a visual hierarchy that matches user’s needs (by appropriately using 
colors, size position, shape in order to aid in understanding and processing the pre-
sented information), provide signposts and cues, use constraints appropriately (in 
order to prevent errors and to guide people to successful interactions). 

Nothing really specific is suggested by Hess about designing for pleasurability. A 
well-known slogan when referring to UX is “Make stuff easy and pleasurable to use”. 
This is the consequence of the shift from usability to UX, the latter emphasizing much 
more subjective emotions, such us fun, engagement, joy, all contributing to create 
pleasure for the user. A lot of research is going on in order to define models of UX 
that can serve as a basis for giving designers guidance to cope with the emerging 
principle of pleasurability. UX has a much richer scope that traditional usability,  
essentially because more attention is devoted to users’ emotions, affects, motivations 
and values that contribute to pleasurability. However, currently available UX design 
principles are much more detailed about those aspects characterizing usability (i.e., 
easy of learning, ease of use and basic subjective satisfaction), while a little is yet said 
about pleasurability, i.e., about emotions. In the Hess’s list, use emotion is the only 
principle addressing the more subjective component of UX. It emphasizes that plea-
sure is very important and recommends designers to create interfaces that are simple 
and intuitive for users, without being boring or cold but capable to generate pleasure. 
Every UX designer pushes for pleasurable interfaces, which can motivate and stimu-
late persons and make them feel engaged, but specific guidelines are not yet available. 
In contrast to usability, standard UX metrics are yet to be defined, as well as bench-
mark that suggest competitive design artifacts and help selecting the right design  
options. Of course, there are various attempts to measure aspects of the UX. In [27] 
and [28], it is proposed and evaluated a multidimensional scale to measure user en-
gagement when interacting with technology and in particular with IR systems. Models 
of UX are also needed to understand, predict and reasoning about processes of UX 
and their consequences for software design, in order to provide a sound basis for UX 
measures with desirable properties, such as reliability, sensitivity, validity. Even if 
some first results are coming, a number of issues about UX modeling remain to be 
solved [29].  

The latter principle discussed here is customizability. It was not mentioned in the 
original 10 heuristics of Nielsen and in the 8 golden rules of Shneiderman, since only 
more recent technology makes possible to create software that it is easy to adapt, in 
ways that have to be very intuitive for the users and can make them a lot happier.  
Dix et al. report customizability as one of the principles that affect flexibility [21].  
It is also mentioned as a basic principle in the ISO 9241, indicated as suitability for 
individualization. In its wider meaning, customizability actually refers to the persona-
lization of the user interface performed by the system or by the user. Personalization 
accomplished by the system is often called system adaptivity, while the other is called 
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adaptability by the user. Adaptivity is performed if the system, by considering contex-
tual properties, like the current task or situation, or even monitoring users’ behavior, 
is capable to adapt itself for the benefits of users. The following example shows that 
searches on Google are adapted by the system by taking into account the geographic 
area in which the user operates. We have asked two persons to perform a search by 
inputting the word “emiliano” at the same moment but in two different locations: in 
Bari, our city in South Italy, and in a town of Finland. The screenshots in Fig. 11 
show the results of the search performed in Italy (left) and in Finland (right), respec-
tively. The number of results is the same (7.670.000 items), but the order of the re-
sults is different. Emiliano is last name of the Bari’s major, so for the person in Bari 
the first result is an item in Wikipedia presenting the major, while for the person in 
Finland the first result is the Facebook page of Emiliano. 

 

Fig. 11. Results obtained in different order for the same search performed at the same moment 
by two persons in two different countries 

Adaptability occurs when the system allows users to perform modifications; they 
may go from simple parameter setting, in order to choose among alternative presenta-
tions or interaction mechanisms, to more complex activities that imply modifications 
and/or creations of software artifacts. Such activities are actually examples of End-
User Development (EUD) [30], [31] and reflect the new trend toward a more active 
involvement of end users in tailoring software tools and environments to their own 
needs [32]. Of course, end users have to be empowered to shape the software they  
use without being obliged to become programmers [33], [34]. Some EUD-oriented 
techniques have already been adopted in software for the mass market, such as some 
Programming by Example techniques in Microsoft Excel™.  

So far, search engines have not provided adaptability features, but the situation is 
quickly changing. For instance, iGoogle™ is an online dashboard in which a user  
can add widgets of interest. Let us suppose that a user asks every day for weather 
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Table 2. Principles for designing IR user interfaces 

N. Principles 

1 Offer efficient and informative feedback 

2 Balance user control with automated actions 

3 Reduce short-term memory load 

4 Provide shortcuts 

5 Reduce errors 

6 Recognize the importance of small details 

7 Recognize the importance of aesthetics 

8 Keep the interface simple 

9 Design for pleasurability 

10 Enable users to customize the interface 

6 Conclusions 

This chapter has presented principles to guide the design of successful user interfaces. 
The shift from usability to UX has been discussed emphasizing that, in order to  
generate a positive UX, a software product should be useful, usable and desirable. 
Design principles that have a major impact on IR interfaces have been analyzed. Very 
significant are those discussed by Hearst [23]. We have complemented them with 
three other principles, which focus on simplicity, pleasurability and customizability of 
the interface, respectively. A lot of emphasis is currently given to such characteristics 
by both researchers and practitioners, as discussed in the last part of the chapter. 
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Abstract. The field of information retrieval (IR) has experienced tremendous 
growth over the years. Researchers have however identified Human-Computer 
Interaction (HCI) aspects as important concerns in IR research. Incorporation of 
HCI techniques in IR can ensure that IR systems intended for human users are 
developed and evaluated in a way that is consistent with and reflects the needs 
of those users. The traditional methods of evaluating IR systems have for a long 
period been largely concerned with system-oriented measurements such as 
precision and recall, but not on the usability aspects of the IR system. There 
also are no well-established evaluation approaches for studying users and their 
interactions with IR systems. This chapter describes the role and place of HCI 
toward supporting and appropriating the evaluation of IR systems. 

Keywords: Information Retrieval, Human-Computer Interaction, Evaluation. 

1 Introduction 

1.1 Motivation for HCI in IR 

The field of information retrieval (IR) has experienced tremendous growth over the 
years. Researchers have however identified Human-Computer Interaction aspects as 
important concerns in IR research [16]. For instance: IR system design, evaluation, 
and the study of users’ information search behaviours and interactions. Allen [2] indi-
cates that there is a need to establish a link between research within IR and the design 
of user interfaces. According to the ACM Special Interest Group on Human-
Computer Interaction (SIGCHI), Human-Computer Interaction (HCI) is a discipline 
concerned with the design, evaluation, and implementation of interactive computing 
systems, and the study of major phenomena surrounding them [37]. Marchionini [56] 
points out three developments that make it important to incorporate HCI in IR: 
 

• Information Retrieval (IR) and Human-Computer Interaction (HCI) are re-
lated fields having strong traditions that have been challenged and energized 
by the World Wide Web. 
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• The type and nature of content have evolved and changed e.g. type of content 
has moved beyond text to include statistics, multimedia, computer code, sen-
sor streams and biochemical sequences. 

• The type and nature of users have evolved. Data has become increasingly ac-
cessible to a large number of users with no or minimal training in informa-
tion retrieval e.g. on the Internet through mobile devices, TVs, etc. 

According to Marchionini [56], the foregoing three developments lead to the concept 
referred to as Human-Computer Information Retrieval (HCIR), whereby “we think of 
information interaction from the perspective of an active human with information 
needs, information skills, powerful digital library resources (that include other hu-
mans) situated in global and local connected communities – all of which evolve over 
time.” Marchionini [56] goes on to argue that the concept suggests systems that are 
characterized by: 

• Systems should aim to get people closer to the information they need, espe-
cially to the meaning; that is, systems can no longer only deliver the relevant 
documents, but must also provide facilities for making meaning with those 
documents. 

• Systems should increase user responsibility as well as control; that is, infor-
mation systems require human intellectual effort, and good effort is re-
warded. 

• Systems should have flexible architectures so they may evolve and adapt to 
increasingly more demanding and knowledgeable installed bases of users 
over time. 

• Systems should aim to be part of information ecology of personal and shared 
memories and tools rather than discrete standalone services. 

• Systems should support the entire information life cycle (from creation to 
preservation) rather than only the dissemination or use phase. 

• Systems should support tuning by end users and especially by information 
professionals who add value to information resources. 

• Systems should be engaging and fun to use. 

Incorporation of HCI techniques in IR can ensure that IR systems intended for human 
users are developed and evaluated in a way that is consistent with and reflects the 
needs of those users [57]. 

1.2 Motivation for HCI in IR Evaluation 

The study of IR systems has prescribed and dominant evaluation methods that can be 
traced back to the work by Cleverdon [17]. The traditional methods of evaluating IR 
systems have over a long period of time been mainly concerned with system-oriented 
measurements such as precision and recall, but not on the usability aspects of the user 
interface such as how well users can accomplish their goals and tasks, interactive, and 
cognitive issues. There are no well-established evaluation approaches for studying 
users and their interactions with information retrieval systems [33], [48]. 
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1.3 User Interface Techniques for IR 

During the user interface design process, the primary focus is on who the users are 
and what the tasks are. The main role of the system is to support user in their tasks. A 
task could be some activity that involves achieving a particular goal or purpose. In 
general, the user interface of an IR system has the role of guiding, supporting and 
transforming user’s information problems, goals or needs [33]. The user interface can 
be described as the elements that the user comes into contact with when using a com-
puting system. According to Hix and Hartson [38], the user interface generally com-
prises two parts: the interaction part and the interface software part. The interaction 
part or the interaction component is concerned with how the user interface works and 
its behaviour in response to what the user does while performing a task. The interface 
software part is concerned with the implementation of the interaction component. In 
the sequel, is a description of various existing user interface techniques for supporting 
users to interact with and use information retrieval systems. 

Query Formulation and Query Reformulation 
Many search engines expect the user to formulate an initial information request in a 
manner understandable by the underlying search engine. The user interface for such 
search engines typically accepts the information request (i.e. query) in form of a key-
word-based statement. Users often need to reformulate their query after an initial 
query has been executed. Most search engines support query reformulation features 
such as: spelling suggestions, spelling corrections, and automatic query term reformu-
lation [36]. Such features support the user by suggesting potential search directions 
and paths that can yield results that are relevant to the user. The features strive to put 
control of selection and interpretation of results in the user’s hands. 

Browsing 
Traditional user interfaces of information retrieval systems have been geared toward 
analytical searching rather than browsing. Analytical search approaches to informa-
tion retrieval necessitate the systematic formulation of specific, well-structured que-
ries. Browsing involves broad query terms and scanning larger sets of information in 
a relatively unstructured manner. Browsing is generally considered to virtually in-
volve no planning, preparation or focus. For instance, Marchionini [55] notes that 
browsing does not involve planning and is often utilized as an alternative to an ana-
lytical search strategy. Many studies have been reported that show the benefits of 
browsing, for instance [11], [40], [53]. 

Faceted Search and Navigation 
Unlike traditional taxonomies in which the hierarchy of categories is fixed and in-
flexible, faceted search enables users to decide how to navigate information hierarchi-
cally. For instance, users can decide how they will move from a category to its sub-
categories, and at the same time decide the order in which the categories are pre-
sented. Faceted navigation guides users by showing them available categories without 
requiring them to browse through hierarchies that may not suit their needs or way of 
thinking [35]. 
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Lookahead 
Lookahead [9] supports exploration with no penalty. For instance, some web applica-
tions automatically complete query terms and suggest popular searches such as shown 
in Fig. 1. 
 

 

Fig. 1. Lookahead 

Surrogates 
It is important for the user to be able to assess search results. Objects such as images 
can be displayed in the results as complete objects. It is therefore relatively to assess 
such results. However, for other objects such as videos and documents, it is often not 
practical to display them in the results as complete objects. In the latter case, informa-
tion about those objects is included e.g. key-frames for video objects; titles and ab-
stracts for documents; thumbnails for Web pages; etc. This type of information is 
sometimes referred to as a surrogate [5]. 

Relevance Feedback 
Relevance feedback enables users to guide an IR system by indicating whether they 
consider particular results to be more or less relevant [60]. Relevance feedback modi-
fies an existing query based on available user-based relevance judgements for previ-
ously retrieved documents. It is worth pointing out that it is also possible to consider 
automatic relevance feedback, whereby the underlying information retrieval system is 
fully automated without user interaction, and with many relevance judgments [64]. 

Summarization, Analytics and Visual Presentation 
Summarization and analytics can enable users digest query results. Summarization 
can be considered to encompass any means of aggregating or compressing the query 
results into a form that is less likely to lead to information overload on the part of the 
user. For instance, through clustering, etc. In fact and in general, faceted search, 
which was described previously, can also be viewed as a form of summarization. The 
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representation of summarization or analytics can be presented using appropriate in-
formation visualization techniques. 

In Table 1 is a categorization and summary of the user interface techniques for in-
formation retrieval. 

Table 1. User interface techniques for IR 

User interface technique for IR Examples/References 
Query formulation and query reformu-
lation 

[36] 

Browsing [11], [40], [53] 
Faceted search and navigation [35] 
Lookahead  [9] 
Surrogates [5] 
Relevance feedback [60], [64] 
Summarization, analytics and visual 
presentation 

(Mani and Maybury, 1999) 

2 HCI in IR Evaluation: Appropriate Evaluation Metrics and 
Models 

2.1 Metrics 

Existing literature reports on various metrics or measures regarding information re-
trieval (e.g., [15], [76], [69], [77]). Over time, four standard categories of measures 
have emerged: performance measures, interaction measures, usability measures, and 
contextual measures [48]. For each of the four categories, we in the sequel specifi-
cally discuss measures that are appropriate to Human-Computer Interaction in infor-
mation retrieval evaluation. 

Performance Measures 
The traditional and classic evaluation measures of information retrieval system per-
formance have been precision and recall. Such and other traditional IR measures can 
be found in [76]. Other measures include: F-measure, average precision (AP), mean 
average precision (MAP), and geometric average precision (GMAP). “Since these 
measures are document-based, they measure only the performance of the system in 
retrieving items predetermined to be “relevant” to the information need. They do not 
consider how the information will be used, or whether, in the judgment of the user, 
the documents fulfill the information need” [24].  

Interactive Recall and Precision 
The traditional IR performance measures are based on an evaluator’s relevance judg-
ments. The user’s or subject’s relevance judgments often do not agree with the 
evaluator’s relevance judgments. It may also be that the evaluator has searched 
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through hundreds of documents in order to provide relevance judgments. The user or 
subject may not search long enough to find all of these documents [48]. 

Toward addressing the mismatch between evaluator’s relevance judgments and 
subjects’ relevance judgments, interactive recall and precision, and interactive TREC 
precision [74-75] have been proposed.. For instance: interactive recall is the number 
of TREC relevant documents saved by the user divided by the number of TREC rele-
vant documents in the corpus; interactive TREC precision is the number of TREC 
relevant documents viewed by the user divided by the total number of documents 
viewed. 

Multi-level Relevance and Rank Measures 
The traditional IR performance measures do not take into account that relevant docu-
ments appearing further down on the results list are likely to be less useful because 
users are less likely to view them. The user needs to put in some effort to get to those 
documents and by the time the user arrives at the document its content may be less 
valuable because of what the user has learned on the way to the document. Although 
MAP was created to address the ordering problem in systems-centered research, it 
still maintained some of the problematic assumptions of the traditional IR perform-
ance measures [48]. The following measures have consequently been proposed: 

• J¨arvelin and Kek¨al¨ainen’s cumulated gain measures [44-45]. 
• Borlund and Ingwersen’s ranked half-life measures [14]. 
• Cooper’s expected search length [12], [20]. 
• Dunlop’s expected search duration [27]. 
• Losee’s average search length [54]. 
• K¨aki and Aula’s immediate accuracy [47]. 

Time-Based Measures 
Time-based measures are often used as indicators of efficiency. It is worth noting that 
effectiveness (performance), efficiency and satisfaction are standard usability meas-
ures. Although the three measures are interrelated, they can also be looked at sepa-
rately. Efficiency will be looked at again later when describing usability measures. 

• K¨aki and Aula [47] describe two time-based IR measures that are relevant to 
Human-Computer Interaction, namely search speed and qualified search 
speed. Although the measures are based on answers not relevant documents, 
they can be extended to cover retrieval itself. 

• Cleverdon et al. [18] describe the response time of the system. 

Informativeness 
Informativeness is a measure for evaluating search results by focusing on relative 
evaluations of relevance rather than absolute measures [70-72]. Although informa-
tiveness measure has not yet been validated, renewed interest in the measure will 
perhaps lead to its validation and adoption. 
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Cost and Utility Measures 
A number of authors such as Cooper [21] and Salton [63], [61] have proposed cost 
and utility measures. 

Contextual Measures 
“Much less attention has been paid to contextual aspects of end-user searching of 
electronic information systems, by either librarians or information scientists.” [24]. 
There exists research evidence, such as seen in Saracevic and Kantor [67] and Dal-
rymple [23], acknowledging the importance of the user’s context in information re-
trieval. 

User Characteristics 
Measuring user characteristics (or sometimes referred to as individual differences) 
separately from the search process can enable the researcher to use them to predict 
performance or to explain differences in performance [15]. 

• Fenichel [31] highlights common measures of user characteristics including: 
sex of subject, age, college major, profession, level of computer experience, 
and level of search experience. 

• Ford et al. [32] propose Internet perceptions and cognitive complexity as ad-
ditional measures of user characteristics. 

• Kelly [48] proposes the following additional measures of user characteristics: 
intelligence, creativity, personality, memory, and cognitive style.  

Measures of Information Needs 
There are also IR measures that characterize the information need. For instance: 

• Task-related measures (e.g. task-type, task familiarity, task difficulty and 
complexity) 

• Topic-related measures (e.g. topic familiarity and domain expertise) 
• Persistence of information need 
• Immediacy of information need 
• Information-seeking stage 
• Purpose, goals and expected use of the results 

Interaction Measures 
Interaction measures are used to describe the activities and processes that subjects 
engage in during information retrieval. Interaction measures include: 

• Number of queries 
• Number of search results viewed 
• Number of documents viewed 
• Number of documents saved 
• Query length 
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Since most interaction measures are counts, they can be combined to form other 
measures. For instance, the number of documents saved can be divided by the number 
of documents viewed [48]. 

Usability Measures 
Usability is the extent to which users can use a system with effectiveness, efficiency 
and satisfaction to accomplish a task in a specified context of use [43]. Although there 
exist other definitions of usability, the ISO definition is one of the most commonly 
used. 

Effectiveness 
This is the extent to which the user is able to reach goal while using the system. The 
most common way for measuring effectiveness in HCI studies has been by measuring 
error rate and binary task completion [39]. In information retrieval, effectiveness can 
be measured by using appropriate measures from the performance measures that were 
described earlier (for instance: interactive precision and interactive recall), and also 
by eliciting self-reported data from subjects about their perceptions of performance. 

Efficiency 
Efficiency refers to how fast the user takes to finish tasks using the system. One of the 
most common ways for measuring efficiency is by recording the time it takes a sub-
ject to complete a task [39]. Efficiency can therefore include measures such as: 

• The overall time the subject takes 
• Amount of time the subject spends doing specific things 
• Amount of time the subject spends in specific or different modes 

 
In addition to the foregoing efficiency measures, and like with effectiveness, effi-
ciency can also be measured by eliciting self-reported data from subjects about their 
perceptions of efficiency. 

Satisfaction 
Satisfaction assesses how much the user is satisfied with the system. Satisfaction can 
be viewed as the contentment, fulfilment or gratification that users experience when 
they accomplish particular goals or desires. 

Other User-Relevant Measures 
Besides the standard usability measures, there are other possible user-oriented meas-
ures that are relevant to information retrieval evaluation. They include: 

• Preference 
• Mental effort and cognitive load 
• Flow and engagement: Flow is a “mental state of operation in which a per-

son is fully immersed in what he she is doing, characterized by a feeling of 
energized focus, full involvement, and success in the process of the activity.” 
[22], and engagement is “a quality of user experiences with technology that 
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is characterized by challenge, aesthetic and sensory appeal, feedback, novel-
ty, interactivity, perceived control and time, awareness, motivation, and in-
terest and affect” [58]. 

• Learning and cognitive transformation: The focus here is on the extent to 
which the system helps users learn about a particular topic. 

In line with the foregoing discussion, the metrics that are appropriate to Human-
Computer Interaction in Information Retrieval evaluation can be categorized as seen 
in Table 2. 

Table 2. Categorization of measures appropriate to HCI in IR evaluation 

Categorization of measures appropriate to HCI in IR evaluation 

Performance measures • Traditional IR performance measures [76] 

 Recall 

 Precision 

 F-measure 

 Average precision (AP) 

 Mean average precision (MAP) 

 Geometric average precision (GMAP) 

 Precision at n 

 Mean reciprocal rank (MRR) 
• Performance measures for interactive information 

retrieval [74-75] 

 Interactive recall  

 Interactive user precision 

 Interactive TREC precision 

 Relative relevance (RR) 

• Multi-level relevance and rank measures 

 Cumulated gain measures [44-45] 

 Ranked half-life measures [14] 

 Expected search length [12], [20] 

 Expected search duration [27] 
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 Average search length [54] 

 Immediate accuracy [47] 

• Time measures 

 Search speed [47] 

 Qualified search speed [47] 

 Response time of the system [18] 

• Informativeness [70-72] 

• Cost and utility measures [21], [63], [61] 

Contextual measures • User characteristics 

 Sex of subject, age, college major, profes-

sion, level of computer experience, and 

level of search experience [31] 

 Internet perceptions and cognitive com-

plexity [32] 

 Intelligence, creativity, personality, mem-

ory, and cognitive style [48] 

• Measures of information needs [48] 

 Task-related measures (e.g. task-type, task 

familiarity, task difficulty and complexity) 

 Topic-related measures (e.g. topic familiar-

ity and domain expertise) 

 Persistence of information need 

 Immediacy of information need 

 Information-seeking stage 

 Purpose, goals and expected use of the re-

sults 

Interaction measures •  Number of queries 

•  Number of search results viewed 

•  Number of documents viewed 
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•  Number of documents saved 

•  Query length 

•  Combinations of such measures 

Usability measures • Effectiveness [39] 

 (Note it can be measured using appropriate 

performance measures e.g. interactive re-

call, interactive precision, interactive 

TREC precision, informativeness, cost, 

utility, etc)  
• Efficiency [39] 

 Overall time the subject takes 

 Amount of time the subject spends doing 

specific things 

 Amount of time the subject spends in spe-

cific or different modes 

 Etc 

• Satisfaction 

• Other relevant measures 

 Preference 

 Mental effort and cognitive load 

 Flow [22] 

 Engagement 

 Learning and cognitive transformation [58] 

2.2 Models and Theories 

An information retrieval system can in general be viewed as one that consists of a 
“device interposed between a potential user of information and the information col-
lection itself” [34], containing three major components: 

1. Database 
2. Communication channel or interface between the user and the database, and 

which has: 

• A physical component for facilitating interaction. 
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• A conceptual component that guides the user on how to interact with the 
information structure and search mechanisms. 

3. User 

According to Hansen [33], IR research is moving from text representations and re-
lated techniques to also include studies of the users and their information needs, be-
haviour and strategies, and interaction processes. 

Information Foraging Theory 
Information foraging theory is a theory proposed by Pirolli and Card [59] that de-
scribes information retrieval behaviour. The theory is derived from the evolutionary 
ecological explanations of food-foraging strategies in anthropology and behavioral 
ecology. It is based on the analogy of an animal deciding what to eat, where it can be 
found, the best way to obtain it and how much "energy" the meal will provide (how 
filling the meal will be) as illustrated below: 

"Imagine a predator, such as a bird of prey, that faces the recurrent problem 
of deciding what to eat, and we assume that its fitness, in terms of reproduc-
tive success, is dependent on energy intake. Energy flows into the environ-
ment and comes to be stored in different forms. For the bird of prey, different 
types of habitat and prey will yield different amounts of net energy (energetic 
profitability) if included in the diet. Furthermore, the different food-source 
types will have different distributions over the environment. For the bird of 
prey, this means that the different habitats or prey will have different access 
or navigation costs. Different species of birds of prey might be compared on 
their ability to extract energy from the environment. Birds are better adapted 
if they have evolved strategies that better solve the problem of maximizing 
the amount of energy returned per amount of effort. Conceptually, the optim-
al forager finds the best solution to the problem of maximizing the rate of net 
energy returned per effort expended, given the constraints of the environment 
in which it lives." [59, p. 8) 

Humans may be considered to be "informavores" that constantly make decisions on 
what kind of information to look for, whether to stay at the current site/place to try to 
find additional information or whether they should move on to another site/place, 
which path or link to follow to the next information site/place, and when to finally 
stop the search. Central to the information foraging theory is the concept of "informa-
tion scent". Just like animals rely on scents to indicate the chances of finding prey in 
current area and guide them to other promising patches, humans rely on various cues 
in the information environment to get similar answers. Humans estimate how much 
useful information they are likely to get on a given path or direction, and after seeking 
information they compare the actual outcome with their predictions. When the infor-
mation scent stops getting stronger (i.e., when users no longer expect to find useful 
additional information), the human users move to a different information source. 

Berrypicking Model 
The berrypicking model [6] acknowledges that searches are evolving and occur bit by 
bit. Users constantly change their search terms in response to the results returned from 
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the IR system. The very act of searching gives feedback which may cause users to 
modify their cognitive model of the information being searched for. Moreover, infor-
mation retrieval can be bit by bit. Therefore, the query is satisfied not by a single final 
retrieved set of results, but by a series of selections of individual references and bits 
of information at each stage of the ever-modifying search. The model therefore uses 
the analogy of picking huckleberries or blueberries in the forest. The berries tend to 
be scattered on the bushes and do not often come in bunches. They need to be picked 
one at a time. 

Ingwersen’s Cognitive Model 
The traditional model of IR systems represents IR as a two prong set (system and user) 
of elements and processes converging on comparison or matching. One attempt to im-
prove on the traditional IR model is made by Peter Ingwersen in his cognitive model 
[41]. IR interaction is viewed as a set of cognitive processes, which involves system 
characteristics (representational and retrieval techniques), the user's situational charac-
teristics and the functionalities of the user interface/intermediary.  The cognitive view-
point of IR embraces the complexity inherent in IR when users are involved and focuses 
attention on the cognitive activities that take place during information seeking and re-
trieval, and user information, user-system interactions [41]. Ingwersen and J¨arvelin 
[42] identify five central and interrelated dimensions of the cognitive viewpoint: 

1. Information processing takes place in senders and recipients of messages; 
2. Processing takes place at different levels; 
3. During communication of information any actor is influenced by its past and 

present experiences (time) and its social, organizational and cultural envi-
ronment; 

4. Individual actors influence the environment or domain; and 
5. Information is situational and contextual. 

While it is clear in viewing these dimensions that the cognitive viewpoint focuses on 
the user, Ingwersen and J¨arvelin [42] are careful to point out that the cognitive view-
point is not just about users’ cognitive structures, but also about the numerous other 
cognitive structures represented in the IR system. For instance, cognitive structures 
represented by document authors and IR system developers. 

Belkin’s Episodes Model 
This model concentrates on what happens in interaction as a process. Ingwerson’s 
model focused on elements. Belkin’s episodes model [7] views interaction as a series 
of episodes where a number of different things happen over time. For instance:  

• Processes of judgement, use, interpretation, etc depending on user’s goals, 
tasks.  

• Processes of navigation, comparison, summarization, etc. 
• Involving different aspects of information and information objects. 

The user's interaction with the information system is the central process, which should 
be understood as interaction, especially as human-computer interaction. 
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Belkin’s Evaluation Model for IRR 
Belkin et al. [8] suggest an evaluation model and methodology grounded in the nature 
of information seeking and centred on usefulness. The model assumes that in accom-
plishing the general work task and achieving the general goal, the user engaged in 
information seeking goes through a sequence of information interactions, each having 
its own short term goal that contributes to achieving the general goal. The model is 
illustrated in Fig. 2. 

 

Fig. 2. Belkin’s evaluation model for IRR 

Saracevic’s Stratified Model of IR Interaction 
The stratified model starts with assumptions that: 

• Users interact with IR systems in order to use information 
• The use of information is connected with cognition and then situational ap-

plication. 

Saracevic [65-66] proposed and enhanced the stratified interaction model whereby 
interaction of the interplay among different levels of users and systems is the central 
component. While users engage in cognitive, affective, and situational levels of inter-
action, system involvement includes engineering, processing, and content-level.  The 
complexity and dynamic interaction process requires changes and adaptations from 
both the user and system side. 

Ellis’ Model of Information-Seeking Behaviours 
Ellis’ model [28-29] concentrates on the behavior instead of on cognitive activities. 
The model has six key components which correspond to types of information-seeking 
characteristics: 1) starting, 2) chaining, 3) browsing, 4) differencing, 5) monitoring, 
and 6) extracting. In a more recent work, Ellis and Haugan [30] further modeled the 
information-seeking patterns of engineers and research scientists in relation to their 
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research activities in different phases and types of projects, and identified similar 
behavior patterns. 

Kuhlthau’s Model 
Kuhlthau [50-51] has proposed a model that describes the tasks involved in the infor-
mation seeking process from a psychological perspective, containing affec-
tive/feelings, cognitive/thoughts, and physical/action activities. The model actually 
complements Ellis’ model by attaching to stages of the ‘information search process’ 
the associated feelings, thoughts and actions, and the appropriate information tasks. 
The stages of Kuhlthau's model are initiation, selection, exploration, formulation, 
collection and presentation. 

Other Specific Evaluation Models and Frameworks 

Allen’s Model 
This model [3] which is shown in Table 3 offers a framework that can be used to sup-
port and guide IR evaluation. 

Table 3. Allen’s model 

Component Method Task
Resource 
Analysis 

Description of information 
system functionality 

Describe resources used to com-
plete the tasks 

User Needs 
Analysis 

• Questionnaire (qualita-
tive and quantitative da-
ta) 

• Log statistics (quantita-
tive data) 

• Users goals, purpose, objec-
tives, actions, individual 
preferences 

• Measures like time, number 
of actions, and type of ac-
tions 

Task analysis Hierarchical Task Analysis Users tasks, goals and activities 
that they accomplish when meet-
ing their needs 

User Modeling  Merging needs, user tasks and 
goals, and system tasks 

Designing for 
usability 

Requirement lists (qualita-
tive data) 

Requirements for user interface 
redesign 

Ahmed et al.’s User-Centred Approach to the Design and Evaluation of IR Interfaces 
Ahmed et al. [1] have proposed a user-centred approach for designing IR interfaces. 
The approach is based on performing the following: 

1. A competitive analysis of an existing IR system to perform usability testing. 
2. A user task analysis based on activities during usability test. 
3. An initial prototype design drawn from task analysis. 
4. A heuristic evaluation of the initial prototype design. 
5. An interactive prototype design, incorporating input from heuristic evaluation. 
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6. A formative evaluation of the interactive prototype using task scenarios. 
7. A revised prototype design based on formative evaluations, and finally. 
8. A summative evaluation of the final prototype design and a comparison of 

the results with the results of competitive analysis for performing the same 
tasks. 

IIR (Interactive Information Retrieval) Evaluation Model 
Borlund [13] proposes the IIR evaluation model whose key elements are the use of 
realistic scenarios (referred to as simulated work task situations), and the (call for) 
alternative performance measures such as the ones that were described earlier. 

The information retrieval theories and models can be categorized as summarized in 
Table 4. 

Table 4. Categorization of IR theories and models 

General approach Specific view of IR Examples of theo-
ries/models 

Cognitive Elements • Ingwersen’s cognitive 
model [41]: IR viewed 
as a set of cognitive 
processes (i.e. ele-
ments of cognitive 
processes). 

Interaction User’s interaction with 
system as episodes 

• Belkin’s episodes 
model [7]: Focuses on 
user’s interaction with 
IR system, where in-
teraction is viewed as a 
series of episodes. 

• Belkin’s evaluation 
model for IRR [8]: IR 
interaction viewed as a 
series information in-
teractions each with a 
short term goal that 
contributes to achiev-
ing the general goal. 

Complex and dynamic 
interplay of users and 
systems 

• Saracevic’s stratified 
model of IR interaction 
[65-66]: IR interaction 
viewed as the interplay 
among different levels 
of users and systems 
requiring changes and 
adaptations. 
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Table 4. (Continued) 

Behaviour Standard • Ellis’ model [28-29]: 
IR viewed as some 
specific information-
seeking behaviour or 
activities. 

 Extended • Kuhlthau’s model [50-
51]: complements 
Ellis’ model by includ-
ing the associated feel-
ings, thoughts and ac-
tions. 

 Ecological • Information foraging 
theory [59]: IR viewed 
analogically as evolu-
tionary ecological 
food-foraging behav-
ioral strategies. 

• Berrypicking model 
[6]: IR viewed as 
evolving and occurring 
bit by bit, analogous to 
picking huckleberries 
or blueberries in the 
forest. 

3 Framework for Usability Evaluation in Information Retrieval 

A framework for the usability evaluation of an Information Retrieval system would 
entail aspects or parameters such as described in the sequel. 

3.1 Participants 

HCI Experts 
It is common in HCI to involve HCI experts in evaluating interactive systems. This is 
normally done during the early phases of the design process. Evaluation methods that 
involve HCI experts are referred to as expert-based methods. They include: heuristic 
evaluation and cognitive walkthrough. This approach to evaluation where the partici-
pants are HCI experts is relevant also specifically to IR systems. 

Users 
It is also useful to conduct evaluations whose participants are the intended users of the 
IR system. According to Siatri [68], it is interesting to note that the first user studies 
were investigating people’s information seeking needs [73], [10]. There are many 
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different types of evaluations where the participants are the intended users, for in-
stance usability tests, observational methods (e.g., think-aloud and stimulated recall), 
query techniques (e.g., questionnaires and interviews), physiological monitoring 
methods (e.g., eye tracking, measuring skin conductance, measuring heart rate), etc. It 
is worth noting that involving the intended users in the evaluation of the IR system 
makes the evaluation set up more closely resemble the actual information retrieval 
processes and settings users would experience in the real world. 

Surrogate Users 
Sometimes it is extremely difficult to find and recruit actual users to participate in an 
evaluation. For example: high-powered individuals, national intelligence personnel, 
etc. In such cases, it is often better to involve surrogate users as a proxy for the actual 
users than not to conduct a user-based evaluation at all. It is however important to 
appropriately manage risks associated with surrogate users [52]. For instance: surro-
gate users should as much as possible resemble the actual users i.e. they should share 
key and relevant characteristics with the actual users. 

There exist many methods for recruiting participants for IR evaluations, including 
newspaper advertising, posting signs, sending solicitations to mailing list, online ad-
vertising, using market research companies, etc. An interesting development in this 
area is the use of crowdsourcing, for instance through Mechanical Turk [4]. 

3.2 Tasks 

During the evaluation of information retrieval systems, it is important to ensure that 
the set up is close to the actual information retrieval processes and contextual aspects 
users would experience in the real world. One way of introducing this realism is by 
involving the potential users in the evaluation of the IR system, as was mentioned 
earlier. Another way is by appropriately incorporating user tasks in the evaluation. 
The tasks can take many forms, for instance: standard tasks in information retrieval, 
real world work tasks, and simulated work tasks. 

Standard Tasks in Information Retrieval 
During information retrieval, users primarily engage in the following typical tasks 
[62],[5]: 

• Formulation and submission of a query, 
• Examination of the results, with a 
• Possible feedback loop to re-formulate the query, and 
• Integration of search results and evaluation of the whole search. 

Each task or step indicates some statement of user requirement i.e. what the goal-
directed user is trying to do with the system [46]. 

Simulated Work Task Situations 
Borlund [13] proposes evaluation model for interactive information retrieval systems, 
whose key elements are the use of realistic scenarios that simulate real world work 
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task situations. The scenarios are referred to as simulated work task situations. A 
simulated work task situation is a semantically rather open description of a scenario of 
a given IR requiring situation. A simulated work task situation is aimed at triggering 
and developing a simulated information need by allowing for user interpretations of 
the situation, leading to cognitively individual information need interpretations as in 
real-life. Research suggests that a simulated work task situation is more time consum-
ing for the participants because it requires them to complete an additional and more 
complex task beyond finding relevant documents [48]. The additional task is to actu-
ally use the information in a manner that matches the user model behind the search 
task. It is therefore important to ensure that the simulated work task situations that the 
participants are presented with are not overly involving or tedious. 

3.3 Measures 

We had previously, in Section 2.1, described in detail the metrics or measures that are 
appropriate to Human-Computer Interaction in Information Retrieval evaluation. In 
the sequel we focus on the measures that would be relevant specifically to the usabil-
ity evaluation of IR systems. 

Standard Usability Measures 

Effectiveness 
In information retrieval evaluation, effectiveness can be measured by eliciting self-
reported data from users about their perceptions of performance. Effectiveness in 
information retrieval can also be measured by using appropriate measures from the 
performance measures that were described previously. In particular: 

• interactive recall 
• interactive precision 
• interactive TREC precision 

Efficiency 
In information retrieval evaluation, efficiency can be assessed using such measures 
as: 

• The overall time the user takes 
• The time the user takes doing specific things 
• The time the user takes in specific or different modes 

Efficiency can also be measured in information retrieval by eliciting self-reported data 
from users about their perceptions of efficiency. 

Satisfaction 
In information retrieval evaluation, satisfaction can be measured by eliciting self-
reported data from users about their level of contentment, fulfilment or gratification as 
a result of using or interacting with the information retrieval system. 
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Interaction Measures 
Interaction measures are relevant to usability evaluation of information retrieval sys-
tems. They include: 

• Number of queries 
• Number of search results viewed 
• Number of documents viewed 
• Number of documents saved 
• Query length 
• Appropriate combinations of the above measures 

It is worth pointing out that interaction measures can be resourceful when assessing 
effectiveness. 

User Characteristic Measures 
It is important to measure user characteristics when conducting usability evaluation of 
information retrieval systems. Such information can for instance enable the researcher 
explain differences (such as in effectiveness) between different users. Measures of 
user characteristics could include: sex, age, profession, computer experience, search 
experience, Internet perceptions, cognitive style, etc. 

Information Need Measures 
Measures of information need are important when conducting usability evaluation of 
information retrieval systems. Such measures can for instance enable the researcher to 
predict or explain efficiency and effectiveness regarding particular topics. Information 
retrieval measures that characterize the information need include: 

• Task-related measures (e.g. task-type, task familiarity, task difficulty and 
complexity) 

• Topic-related measures (e.g. topic familiarity and domain expertise) 
• Persistence of information need 
• Immediacy of information need 
• Information-seeking stage 
• Purpose, goals and expected use of the results 

Other User-Relevant Measures 
There are also other measures that are closely related to the standard usability meas-
ures, and are therefore relevant to the usability evaluation of information retrieval 
systems. They include: 

• Preference 
• Mental effort and cognitive load 
• Flow and engagement 
• Learning and cognitive transformation 
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3.4 Evaluation Method(s) 

There exist many methods that can be used for usability evaluation. Although there 
are several different ways of classifying them, they can generally be categorized as 
expert-based evaluation methods and user-based evaluation methods. User-based 
evaluation methods include: usability tests, observational methods (e.g. think aloud, 
stimulated recall/post-task walkthrough, transaction logging), query techniques (e.g., 
questionnaires and interviews), and physiological monitoring methods (e.g., eye 
tracking, measuring skin conductance, measuring heart rate). Expert-based evaluation 
methods include: heuristic evaluation and cognitive walkthrough. 

After collecting the evaluation data, there are some basic things one should do be-
fore embarking on the actual data analysis [25], including: 

• Looking at the data: A simple glance at the data could be all that is neces-
sary. 

• Saving the data: One might need to do more analysis in the future. 

According to Dix et al. [25], the choice of the statistical technique for data analysis 
depends on factors such as: 

• The questions we want to answer e.g., “Is there a difference?” (e.g., is one IR 
system better than another?), “how big is the difference?”, “how accurate is 
the estimate?” 

• Type of data/variables e.g. discrete data vs. continuous data; number of inde-
pendent variables vs. number of dependent variables. 

In the following we highlight important considerations when using some specific 
methods in the usability evaluation of information retrieval systems. 

Heuristic Evaluation vs. Usability Testing 
Doubleday et al. [26] compared heuristic evaluation with user testing on an IR sys-
tem. The expert evaluators identified 86 usability problems whereas 38 problems 
were identified in the user testing. However, not all of the 38 problems found by user 
testing were identified by the expert evaluators. Some genuine problems would there-
fore have gone undetected if there had been no user testing. Another example is re-
ported by Cogdill [19], where the expert evaluators identified 27 usability problems 
compared to 21 problems found in the usability test. Cogdill also noted that using 
both heuristic evaluation and usability testing resulted in a high degree of comprehen-
siveness in the study. It is therefore worth pointing out that expert-based and user-
based evaluation methods can play a complementary role in evaluating information 
retrieval systems. 

Transaction Logging 
Although transaction logging is one of the oldest and most common methods for col-
lecting data when evaluating interactive information retrieval systems, the recent ex-
plosion of studies using Web transaction log data has re-popularized the approach. 
The method relies on computer and Web monitoring tools in order to collect logs 
characterizing user’s interaction with the system. There are various types of logging 
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including: system, proxy, server, and client logging. The researcher however needs to 
be aware of the following main challenges when using transaction log data: ensuring 
the validity and reliability of the logger, extracting and preparing data generated by 
the logger, and interpreting the data [48]. Most transaction logging tools can run in 
the background while the user interacts with the information retrieval system, without 
causing any distractions or disruption. Transaction logging is therefore a potentially 
useful observational method because it can capture users’ natural search behaviours 
without interrupting them. Transaction logs can also be resourceful in providing an 
objective dimension to the information retrieval evaluation measures that the research 
is interested in. 

Questionnaires 
Questionnaires are common in information retrieval evaluations.  Questionnaires can 
be used at various points during an evaluation of an IR system. Consequently there 
are several types of questionnaire, for instance: screening questionnaire, pre-study 
questionnaire, and post-study questionnaire. Questionnaires can be administered elec-
tronically or manually (pen-and-paper). Kelly et al. [49] found that in the context of 
interactive information retrieval evaluation, subjects’ responses to closed-questions 
were significantly more positive when elicited electronically, than manually. 

Interviews 
Research suggests that in information retrieval evaluation, interviews are more appro-
priate when one is asking complex, abstract questions than when one is asking rela-
tively easy questions [49]. Interviews can also be useful in information retrieval 
evaluation during simulated recall/post-task walkthrough [48]. 

Think-Aloud 
In think-aloud the user is expected to perform an information retrieval task and at the 
same time articulate their thoughts as they carry out the task. One of the challenges 
with the think-aloud is that users may have a difficult time simultaneously articulating 
their thoughts and carrying out the information retrieval task that they have been 
given. In many evaluations, the information retrieval system is novel. Users may 
therefore not be able to handle the additional cognitive demands placed by think-
aloud, while they are also learning how to interact with the system. Some researchers 
have proposed that subjects complete a short training task before they start searching 
in order to get accustomed to think-aloud [48]. It is worth noting that stimulated recall 
(i.e. post-task walkthrough) can serve as an alternative to think-aloud. In stimulated 
recall, the researcher records the screen of the computer as the user performs the 
searching task. After the searching task is complete, the recording is played back to 
the user who is then asked to articulate their thoughts and decision-making as the 
recording is played. 

The kinds of parameters that would be typically expected in a framework for the 
usability evaluation of an Information Retrieval system are summarized in Table 5. 
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Table 5. Parameters expected in a framework for the usability evaluation of IR systems 

Evaluation aspect Parameters 

Participants • HCI experts 
• Users 
• Surrogate users 

Tasks • Standard tasks in information retrieval e.g.  
 Formulation and submission of a query, 
 Examination of the results, with a 
 Possible feedback loop to re-formulate the 
query, and 
 Integration of search results and evaluation 
of the whole search [62], [5] 

• Simulated work task situations [13] 
Measures • Standard usability measures 

 Effectiveness (interactive recall, interactive 
precision, interactive TREC precision, informa-
tiveness, cost, utility, etc) 
 Efficiency (overall time user takes, time 
user takes doing specific things, time user takes 
in specific or different modes, etc) 
 Satisfaction 

• Interaction measures e.g. 
 Number of queries 
 Number of search results viewed 
 Number of documents viewed 
 Number of documents saved 
 Query length 
 Appropriate combinations 

• User characteristic measures  e.g. 
 Sex 
 Age 
 Profession 
 Computer experience 
 Search experience 
 Internet perceptions 
 Cognitive style 

• Information need measures e.g. 
 Task-related measures (task-type, task fa-
miliarity, task difficulty, complexity, etc) 
 Topic-related measures (topic familiarity 
and domain expertise, etc) 
 Persistence of information need 
 Immediacy of information need 
 Information-seeking stage 
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 Purpose, goals and expected use of the re-
sults 

• Other relevant measures e.g. 
 Preference 
 Mental effort and cognitive load 
 Flow and engagement 
 Learning and cognitive transformation 

Evaluation  
method(s) 

• User-based evaluation methods e.g. 
 Usability tests 
 Observational methods (think aloud, stimu-
lated recall/post-task walkthrough, transaction 
logging, etc) 
 Query techniques (questionnaires and inter-
views) 
 Physiological monitoring methods (eye 
tracking, measuring skin conductance, measur-
ing heart rate, etc) 

• Expert-based evaluation methods e.g. 
 Heuristic evaluation 
 Cognitive walkthrough 

4 Conclusions 

In this chapter, we have observed that the traditional methods of evaluating IR sys-
tems have over a long period of time been primarily concerned with system-oriented 
measurements such as precision and recall, but not on the usability aspects of the IR 
system. Moreover, there are no well-established evaluation approaches for studying 
users and their interactions with IR systems. It is therefore important to consider, 
appropriately adjust and invent user interface techniques that can support the user in 
their information retrieval tasks by guiding, supporting and transforming the user’s 
information problems, goals or needs. Human Computer Interaction researchers and 
designers should also endeavour to appropriately use, revise and propose user-
information seeking models and evaluation techniques for information retrieval sys-
tems. In line with that, we have in this chapter described: existing user interface tech-
niques for supporting users to interact with and use information retrieval systems, 
measures that are appropriate to Human-Computer Interaction in information retrieval 
evaluation, existing IR information seeking theories and models, and IR evaluation 
frameworks. We have also described the typical elements that would constitute a 
framework for the usability evaluation of an Information Retrieval system. 

It is worth noting that there are some trends that are not only posing unique chal-
lenges but also providing tremendous opportunities to the IR community and other 
communities including the HCI community. For instance: IR of massive user-
generated content (e.g. microblogs, social network discussion forums data, user-
generated multimedia, etc), user-participation and crowdsourcing in IR, dynamic or 
continuously evolving and growing data (e.g. sensor data), etc. There is a need to 
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realize user interface techniques that can support users in information retrieval tasks 
in the context of such trends. It is also worth noting that such trends challenge stan-
dard approaches to the usability evaluation of IR systems. For instance, crowdsourc-
ing introduces aspects such as collaboration, trust, etc to the standard IR evaluation 
measures. 

All in all, Human-Computer Interaction aspects are important in information re-
trieval. Efforts aimed at appropriately incorporating HCI techniques in IR can realize 
IR systems that meet and possibly exceed the needs of the intended users. 
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Abstract. User models of information seeking and retrieval reflect a rich 
culture of exploring the relationshipns among users, task, and their context. 
This lecture examines briefly the complex information use environment in 
which information retrieval systems are situated. 

Keywords: Information models, Information seeking and retrieval, searching, 
browsing. 

1 Introduction 

What do we mean by “user-oriented” information retrieval (IR)? In general, informa-
tion retrieval has been about how to extract precise nuggets from a vast collection of 
initially, unstructured documents, and now, information and data in all of its various 
formats, from text to video and architectural drawings. User oriented IR moves the 
orientation from a “closed system” in which the IR “engine” is tuned to handle a giv-
en set of documents and queries, to one that integrates the IR system within a broader 
information use environment that includes people, and the context in which they are 
immersed.  This latter situation may include human lab experimentation, that is, the 
IR system is used in an artificial setting in which participants perform simulated tasks 
that fit within a particular work or pleasure environment; or, the IR system is imple-
mented in a real world setting in which the system is actively in use to assist with the 
daily work. Regardless of which scenario, the intent of the research is to examine how 
well the system fits a particular user or group context, or to research how users inte-
ract with the system and its content. As a consequence, the IR system is not just a lab 
artifact, but also has value in a socio-cultural-organisational context, which could be 
construed as the raison d’être for its existence. Ruthven and Kelly’s [25] edited vo-
lume have brought together succinct summaries of the broad aspects of the topic and 
serves as a useful starting point.  

In this short overview, we will examine: a) the elements of the context in which an 
IR system is used; b) some of fundamental models of information seeking and retriev-
al that have emerged over the past decades in information science to explain the envi-
ronment or aspects of the environment in which the system is used, and c) the mul-
tiple layers involved in the interactive process. 
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2 Context and Information Use Environments 

That broader context – the information use environment – in which an IR system is 
deployed, has a significant influence on the IR system’s success. Indeed, without a 
context in which to operate, an IR system is nothing more than a bunch of algorithms 
that accepts queries and outputs results. Unfortunately, “[t]here is no term that is more 
often used, less often defined, and when defined, defined so variously as Context. 
Context is something you swim in like a fish. You are in it. It is you” [9].  It is Der-
vin’s understanding of context that defines how context is applied on the user-centric 
side of the IR problem.  

The broader context has three important elements: 
 

1) The user who comes to the system with a bag of potentially influential characteris-
tics such as age (child or adult), level of education, knowledge (novice or expert), and 
experience (none to a lot). The user may bring a host of “individual differences” that 
make that person somewhat unique among the global user community. These include 
reading level, cognitive style, need for cognition, personality type, intellectual ability, 
and spatial ability. At the point of interacting with a system, the user may vary in any 
of these characteristics as well as those that pertain directly to the reason for using an 
IR system at that time, such as motivation, and the user’s mental model of the system. 
Additionally, any of these physical settings may be occupied by groups, which may 
also affect the style of “work” activity; that is, the user may act alone, but also may 
work collaboratively. 

The challenge to date has been in identifying which among this very large set of 
characteristics may influence a person’s use of IR systems. Arguably the work to date 
is primarily descriptive rather than causal. We can only rarely say because a person 
has characteristic X, that the person will behave in a particular way or use a search 
system in a particular way. Personalisation emerged as a way to examine and manage 
that individual process, but the evidence has yet to be demonstrated despite the re-
search interest and plethora of publications. 
 
2) The social/organisational environment – the information use environment in which 
the user is immersed, such as law, health, or education, or even everyday life. What 
domain or type of work is involved? This is not limited to formal work settings but 
also pertains to leisure activities and home life.  
 
3) The  task that drove a person to an IR system in the first place which interacts with 
a user’s motivation for doing said task. Task has been interpreted in a multitude of 
ways, likely because the word task is so generic, and can be specified at multiple le-
vels of activity.  A work task is an “activity to be performed to accomplish a goal“ 
[13] where work may be interpreted as any human activity that occurs in the home, or 
at a place of employment, or indeed as an aspect of any leisure activity. A task may be 
simple – a single activity or action is required; it may be a composite requiring mul-
tiple actions in multiple activities, each with its own objective, and may require mul-
tiple pieces of information or data that have to be humanly aggregated and digested to 
make a human decision.  
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The task at the point of interaction with an IR system is a type of information task 
that is being deployed to find information to support achieving the work task’s out-
come. This may range from a simple Q&A or the typical known-item search tasks, to 
a multi-facetted process that requires a series of inter-related queries that extract a set 
of information objects for other forms of analyses, e.g., comparison, synthesis, etc.  

These three elements are encapsulated in this example:  

The user may be a student writing a term paper, a lawyer preparing an argu-
ment, a member of a social group choosing a movie to watch, or a mom (or 
dad) looking for age-specific health information. The user in each of these sce-
narios may be the same person; the scenarios represent the roles that the user 
may play in a day. Each role will influence how the user approaches the IR 
system, what the user inserts as a query or queries, the sources of information 
that may be used, and what the user might expect to find or be satisfied with to 
achieve a useful outcome.  

Thus the user as human being may not vary, but the roles and their associated tasks 
suggest that task environment may take supremacy over user variability, or interact 
with that variability in considering the “fit” of an IR system. Once an IR system 
moves outside the traditional IR lab setting and into a human use environment, the 
challenge is in tuning the system to satisfy a host of potential options based on the 
information use environment, i.e., its context. 

3 Models of Information Seeking and Retrieval 

Over the years a plethora of models and frameworks have emerged to explain the 
various facets and elements of information use environments (see a sample of 20 in 
Table 1). Noted decades ago and still true today, we have no central theory or even a 
common model [18]. Ideally, a model simplifies reality and enables understanding of 
the essence of complex phenomena, which in this case is the information seeking, 
searching and retrieval of information for some purpose. These models tend to be 
descriptive (rather than predictive). The challenge for any student, particularly those 
new to the field, is in navigating the list. Which ones represent a documented and 
validated model or theory? Which ones are still unsubstantiated hypotheses? Some 
emerged from a single data set, and some have never been validated, or the data col-
lection replicated to confirm the initial findings. This remains a conundrum in this 
rich, complex research area. Case [6], and Ingwersen and Jarvelin [16] have done 
substantial “meta” analyses of some of these and both can serve as useful guides for 
the novice.  

The information use environment and its elements have been succinctly and ele-
gantly represented in Ingwersen and Jarvelin’s [16] conceptual model of Interactive 
Information Seeking, Retrieval and Behavioral processes and is a useful starting point 
in grappling with the area. As illustrated in Figure 1, the IR system represented by 
“IT” acts on Information Objects that may be text, video, audio or any information 
bearing object, which are then viewed and interacted with through an interface by a 
set of users (called cognitive actors by Ingwersen and Jarvelin) who are influenced by 
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the social, cultural and organisational milieu in which they are immersed. This bird’s 
view illustrates the role of the IR system as one aspect in a large, multi-faceted system 
(that was described simply in Section 2, and more comprehensively in [16]. What is 
missing from this illustration is the notion of task, which is hidden within context in 
this model. Others, such as Saracevic [26] and Wilson [35, 36] have presented varia-
tions on this theme.  

Table 1. Model Mania – Models of Information Seeking, Search and Retrieval 

Source Type 
Bates [3] Information search/browse process 
Bates [1,2]  Information search Tactics 
Belkin [4] Information search process 
Bystrom & Jarvelin [5] Information need/seeking process 
Ellis [10,11] Information Task Activities 
Guthrie [12] Information Search process/procedure 
Henry et al [15] Information search process 
Ingwersen & Jarvelin [16] Context-oriented 
Johnson [17] Information seeking process 
Krikelas [18] Information seeking process 
Kuhlthau [19]  Information seeking process 
Leckie et al. [20] Information seeking process 
Marchionini [22] Information search process 
Saracevic [26] Context-oriented 
Savolainen [27] Context-oriented  
Sonnewald [28] Context-oriented 
Taylor [29] Information needs 
Vakkari [31, 32] Information search process 
Wang & Soergel [33] Information seeking 
Wilson [35, 36] Context-oriented 

 
Some like Kuhlthau [19] and Vakkari [31], [32] have substantive research to sup-

port their assertions and have nicely integrated each other’s work to illustrate similari-
ties and where perspectives diverge. Others such as Bates’ tactics [1,2] and Ellis’ 
activities [10], [11] provide insights into the development of tools to support how 
information is sought and found. Regardless of which model one uses to explain a 
particular research problem, the conclusion is irrefutable: an IR system does not oper-
ate in a vacuum; many other aspects influence its design and implementation. 
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Fig. 1. Ingwersen and Jarvelin’s Interactive Information Seeking, Retrieval and Behavioral 
processes (modified from [16]) 

4 Models that Represent the Information Interaction Process 

The process of information seeking and retrieval operates in a mixed human and technol-
ogical environment. From the emergence of information needs and the subsequent seek-
ing perspective, we can view the process at a high conceptual level (such as the work of 
Ingwersen and Jarvelin [16] previously discussed). But once one engages with an interac-
tive process for information searching, retrieval and use, then many other processes are 
invoked. Figure 2 illustrates those nested layers, from a conceptual view of the entire 
process to computer input; Sandwiched between the two, multiple processes are invoked 
that may be explained by existing models, theories or frameworks. 

At the top are the models of context that represent in whole or in part the informa-
tion use environment as described by Ingwersen and Jarvelin [16], Wilson [35], [36] 
and Saracevic [26]. Although they represent the space in differing ways, they concep-
tually bring the various threads together for a broad perspective. These abstract repre-
sentations present rich pictures, but are difficult to apply in a specific user-system 
interaction, the typical interactive IR scenario, when the IR system is in use. 
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Fig. 2. Layers in the Human Information Seeking, Searching and Retrieval Process from broad 
conceptual level to the keystroke level (adapted from [30]) 

Information use environments have purpose, and those purposes are rendered as 
work tasks, or leisure activities, and provide the intent to use an IR system. Unfortu-
nately, the concept of task has been badly maligned in IR research in the past. Initial-
ly, the concept of task was modeled after first, the Cranfield studies [7], and more 
recently TREC (Text Retrieval Conference – http://trec.nist.gov), INEX (Initiative for 
the Evaluation of XML Retieval) and CLEF (Conference and Labs of the Evaluation 
Forum – http://www.clef-initiative.eu//); task for the most part has been equated with 
topics used to tune search algorithms, and sometimes even considered equivalent to 
query. In systems design and in particular, user-centred design, the task is elemental 
to defining functional requirements. 

As noted earlier, a work task can be equated with writing a term paper or a re-
search proposal, or deciding among potential cancer treatments. The example that best 
illustrates this concept and is perhaps the most robust (although still relatively  
unspecified from a procedural perspective) is Kuhlthau’s [19] process for writing term 
papers, and Vakkari’s [31], [32] stages of writing a research proposal. We have  
yet to consider an IR system tuned to a particular information use environment de-
signed to support particular tasks. Examples from e-commerce could be the shopping 
task, the travel task and even the online dating task. Provision of good design pre-
scriptions at this level are limited to date, and as a result we have few models or 
frameworks.  
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Table 2. Information Access Distinctions 

 Search Browse Serendipitous 
Goal 
 

Defined Fuzzy Undefined, implicit, 
or submerged 
 

Mode 
 

By specifying By recognising By recognising 

Method Query Scanning 
Navigation 
Knowledge Discovery 
 

Trigger 
Landmark 
Cue 

Evaluation 
 
 

System match of 
terms 

Human match of con-
cepts 

Human match of con-
cepts 

 
Within any particular task/workplace activity, information must be lo-

cated/discovered. We typically address information access as searching or browsing. 
But, information access can be explained as three core processes (see Table 2) that 
may be distinguished primarily by goal and the method by which the IR system facili-
tates the process. The search process has been well defined since the early days of 
online searching but is often ascribed to the succinctly and clearly explained dynamic 
process presented by Marchionini [22]. Historically, browsing has been about finding 
information without a specific goal in mind, and is often confused with the manner in 
which it is achieved which is to physically scan a display until a cue disrupts the 
scanning process. Bates’ [3] berrypicking explanation (which later informed concep-
tually the foundation for Pirolli and Card’s [24] information foraging theory) has yet 
to be fully deployed in any systems development, but is often used to explain user-
browsing behavior. The third, type, serendipitous access, is very rarely considered and 
is often confused with pure chance, although recent work suggests that serendipity is 
much more complex than that, an interaction of past knowledge and experience juxta-
posed new or old information that may now be interpreted in new ways.   

At present, there is only a limited set of deployed techniques to accomplish these 
information tasks. The bulk of the effort has been placed on the development of algo-
rithms rather than on tools to aid the user in search interaction. With respect to search, 
it is the quintessential query box. Despite the series of information tactics developed 
by Bates [1], [2] decades ago, few tools have been developed and deployed to realize 
their objectives. Along similar lines, Ellis [10], [11] identified a set of core activities 
to facilitate information access that included chaining, differentiating, monitoring, 
extracting, and verifying. The principles of each could form the design prescription 
for  “soft” tools that facilitate human access to an IR system. Wilson’s [37] taxonomy 
for a search interface (influenced by Hearst’s in-depth coverage of the search inter-
face issue [14]) and White’s [34] set of interactive techniques provides a useful start-
ing point for defining how information tasks can be operationalised.  
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At the level of the interface, the user is engaged in a generic user-system base-level 
operation that plays out in all user-system interactions regardless of application and 
input/output device. In some respects it is comparable to reader-text interaction and 
how humans process information. It includes models that explain everything from 
how people comprehend text, and decode cues on the display, to how they read an 
article, activities not typically addressed in IR, although very important in how people 
interpret what appears on a display – from the mechanisms that support scanning 
actions to how query input is implemented and results presented. At the very base 
level and now nearly three decades old, Norman’s Gulfs of Execution and Evaluation 
[23] still describe the seven-stage process that a person invokes from intent to inter-
pretation and evaluation of response from the system. At this level some aspects have 
been explained in a predictive way [21]. 

In general, the information access problem for which IR systems are a solution can 
be addressed at any of these “user” levels. The broad perspective at the top informs 
research at the information needs and seeking perspective. Those in the middle ad-
dress the problem from a human computer interaction combined with an interactive 
IR perspective (that is now being described as “human computer information retriev-
al” or HCIR). At the bottom, the research focuses on information presentation, and 
how people process information. The value in isolating these various layers is in un-
derstanding which aspects of user interaction directly or indirectly influence and thus 
should inform IR systems design.  DL7 8AN  

5 Final Words 

User-oriented IR places an “ordinary” IR system into a complex information use envi-
ronment that includes not just a document collection and a system, but an integrated 
“system” of people, their work and activities and the context in which they are im-
mersed. In such an environment an IR system plays a supporting and supportive role 
that facilitates user access to and use of information.  Over the past several decades 
we have seen tremendous improvement in what an IR system delivers, but some of 
the remaining challenges is in how to map those outcomes to user requirements and 
task. 
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Abstract. The paper discusses briefly user-oriented evaluation in test collec-
tions with simulated users and real users, as well as operational systems evalua-
tion. It concludes by a glimpse of issues beyond evaluation. The paper provides 
pointers to literature where much more thorough discussion of each topic may 
be found. 

1 Introduction 

“My search engine is better than yours.” Statements like this are often sought after in 
IR research. If such statements are not mere opinions, they are based on IR evalua-
tion, which is sometimes referred to as a hallmark and distinctive feature of IR  
research. No claim in IR is granted any merit unless it is shown, through rigorous 
evaluation, that the claim is well founded. Technological innovation alone is not suf-
ficient. In fact, much research in IR deals with IR evaluation methodology. 

The present paper discusses briefly user-oriented evaluation in test collections with 
simulated users and real users as well as operational systems evaluation. The paper 
concludes by a glimpse of issues beyond evaluation. It is a short paper largely based 
on other publications by the author, see [2], [3], [7], [8], [10], in particular. These 
papers provide a much more thorough discussion of each topic. 

2 What Is Evaluation? 

Evaluation, in general, is the systematic determination of merit and significance of 
something using criteria against a set of standards [7].1 Evaluation therefore requires 
some object that is evaluated and some goal that should be achieved or served. In  
IR, both can be set in many ways. The object usually is an IR system or a system 
component – but what is an IR system? The goal is typically the quality of the re-
trieved result – but what is the retrieved result and how does one measure quality? 
These questions can be answered in alternative ways, which lead to different kinds of 
IR evaluation. 

                                                           
1 See also Wikipedia, http://en.wikipedia.org/wiki/Evaluation 
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3 IR Evaluation Landscape 

Figure 1 presents IR evaluation as nested frameworks of IR context, seeking context, 
work-task context, and socio-organizational and cultural contexts. Some types of evalu-
ation criteria in each context are given at A – D. First, IR may be designed and eva-
luated in its own specific context – the test-collection approach (A). Here the evaluation 
measures relate to the quality of the retrieval result, the system’s efficiency, and the 
quality of the search process like searcher’s effort (time) and satisfaction. [5] 

 

Fig. 1. Evaluation frameworks for (I)IR [5, p. 322] 

However, information retrieval is just one means for information access in the 
searcher’s information seeking context (B). This context provides a variety of infor-
mation sources and systems for coordinated access. One may evaluate what is the 
contribution of an IR system at the end of a seeking process. Next, the real impact of 
information retrieval is its contribution to the work task (e.g., effort, time) and the 
quality of its result. Therefore, IR should be evaluated for its contribution to the work 
task context (C). Finally, work tasks are performed in a socio-organizational and cul-
tural context (D) and may be evaluated for their contribution therein. [5]  

4 User-Oriented Evaluation in Test Collections without Users  

Test-collection based IR evaluation is performed in laboratory IR environments.  
The methodology of such evaluations is discussed in Harman [4], Järvelin [7], and 
Sanderson [12]. The methodology tries to abstract away much of users’ individual 
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variability and traditionally focuses on evaluating search engine performance based 
on individual queries and without user interaction. The system being evaluated con-
sists of a test collection (documents, topics, and relevance assessments), its goal is a 
high-quality ranking of documents for topics, and the evaluation criteria are the tradi-
tional, such as mean average precision (MAP). This fosters controllability and compa-
rability of experiments. Despite of its simplicity and neglect of interaction (users), this 
methodology has served the IR community well. 

However, it is possible to go beyond the limitations of the traditional test collection 
methodology and toward user-oriented evaluation through explicit simulation of us-
er’s behavior. Baskaya and colleagues [2] provide a simulation relevance feedback 
behavior. Azzopardi [1] addressed the cost aspect by treating interactive IR as an 
economical problem and studied the trade-off between querying and browsing while 
maintaining a given level of normalized cumulated gain (NCG) [5] in sessions. An 
example of full session simulation is Baskaya and colleagues [3]. They propose a 
pragmatic evaluation approach based on scenarios with explicit subtask costs and 
study the limits of effectiveness of diverse interactive searching strategies in two 
searching environments – desk-top PCs and mobile phones – under overall cost con-
straints. This is based on a comprehensive simulation of 20 million sessions in each 
use case. Among other things, they contrast the proposed time (cost) based evaluation 
approach with the traditional one, rank based evaluation, and show how the latter may 
hide essential factors that affect users’ performance and satisfaction - and gives even 
counter-intuitive results. 

5 User-Centered Evaluation 

When one brings a human actor (“the user”) into the IR setting, all standardization of 
evaluation disappears. There is no single experimental design to follow. This must be 
one key factor in the popularity of the test-collection approach of Section 4. Again, 
one needs to define the system being evaluated, its goals, and the evaluation criteria. 
A range of possibilities becomes available – some close to test-collection based eval-
uation with hired test users and others task-based studies where humans are given 
controlled tasks to perform, aided by an IR system and a document collection. And 
there is a whole range between these cases – as discussed in Jarvelin [7]. For a discus-
sion of the methodologies, see Kelly [9]. 

There are both challenges and limitations in user-oriented interactive IR evaluation 
experiments. This evaluation domain is challenging because it is open and multi-
faceted enough so that very different kinds of studies can be performed. Practical 
limitations in the studies emanate from the need to control several factors as soon as 
test persons are part of the evaluation design. In addition, the number of test persons 
and the complexity of test protocols make the evaluations expensive and time-
consuming. Due to the variety of designs, building a coherent theoretical knowledge 
base becomes difficult. 

It may be claimed that it becomes in a broader system framework increasingly dif-
ficult to analyze system’s contributions because subjects compensate for poor  
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systems. To see the systems contributions, one needs to focus on the narrow engine-
and-its-user subsystem. However, seen in another direction, this is an indication that 
the search engine is not a dominating factor in the larger system evaluated – also other 
factors should be looked at in rational attempts to improve information access. 

6 User-Oriented Evaluation in Operational Systems  

When one moves further out from the laboratory into real-life IR settings, not only 
standardization of evaluation disappears but also the control of evaluation designs 
becomes increasingly difficult. There is no single experimental design to follow, and 
one may have to give up experimentation in evaluation entirely. Again, one needs to 
define the system being evaluated, its goals, and the evaluation criteria.  

At the system end, evaluation of operational systems may roughly follow the test-
collection based approach in the collection and formulation of test requests, defining 
the document collection, and obtaining relevance assessments. However, such evalua-
tion is often broader in that the system evaluated consists of a search engine deployed 
in some environment, document collections indexed for the engine, and users generat-
ing queries and perhaps providing relevance assessments. The goal of the system may 
be to find relevant documents – a high quality ranked list. Additional goals may in-
volve efficiency – fast response times and high throughput. Due to the sheer size of 
the operational environments, and lack of competing evaluation teams, obtaining 
relevance assessments requires new solutions like crowdsourcing or relying on click 
data. As there are no standard search topics, there may be no automatic ways of deriv-
ing queries – users are needed. 

At the extreme user study end, one encounters real tasks, real users, and real needs 
in their natural contexts. The goal of the studies may be to understand human beha-
vior related to information problems. In as much evaluation is concerned, the system 
being evaluated includes the databases, search engine(s), and humans using them due 
to their tasks and in their socio-organizational and system context. The goal of the 
system is, again, to get work (or leisure activity) done (well). Additional goals may be 
user satisfaction, efficiency (time), and the quality of the search result. Increasing 
openness allows a great number of evaluation designs but also puts many challenges 
on the generalizability of the findings. 

Jarvelin [7] discusses operational systems evaluation – designs, metrics, data col-
lection and limitations – in more detail. Operational systems evaluation for real life 
decision-making requires greater effort and much more varied data than user or sys-
tem oriented evaluations in the laboratory. The latter benefit from available test col-
lections and simplified standard evaluation designs where the goal may be as simple 
and purified as the quality of the ranked list. The strengths of operational systems 
evaluation include realistic and rich data that can put the ‘more scientific’ evaluation 
findings from the lab studies into perspective. The findings are however usually li-
mited to the particular evaluation case, affected by several hard-to-control variables 
and difficult to repeat. 
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7 Beyond Evaluation? 

The goals of a research area may be classified as (a) theoretical understanding, (b) 
empirical description, prediction and explanation, and (c) technology development. 
While much of research in IR is driven by the technological interest of developing 
retrieval tools, the technological interest becomes blind if not nurtured by the other 
goals.  

One may reasonably ask, without an immediate requirement of technological ap-
plication, what, for example, explains human retrieval behavior? Which behaviors are 
popular or effective? The major types of IR evaluation study cover (a) empirical stu-
dies (evaluation experiments), (b) methodological studies (creating and analyzing 
methods), and (c) constructive studies (designing and testing better systems) [6]. 
Evaluation can serve all of these study types. 

It would be simplistic to stop with evaluation in IR research. True science is about 
theory development, i.e., understanding and explaining, making hypotheses and test-
ing them. Evaluation helps to confirm / refute theories. Figure 2 illustrates building 
user-and-interaction based theories for IR. 

 

Fig. 2. Building user and interaction based theories for IR 

In traditional test-collection based IR evaluation (e.g. [12]) we may focus on the 
topic and document representation methods, and their matching methods are studied 
experimentally with the aim of explaining the quality of ranking. Experimental evalu-
ation seeks to improve the quality of ranking. It is tacitly assumed that the quality of 
ranking is related to effectiveness in IR interaction. That is, more of MAP would 
bring more of interaction effectiveness. 

However, this may no more hold when considered from the user point-of-view. 
This is why user studies / user-oriented evaluation are necessary in IR. Technology 
alone is blind. In order to develop it sensibly we need to understand how (or how 
well) technology together with users-in-context produces the desired outcomes in 
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information access and the ultimate benefits. This again requires that users and con-
text are taken into account as independent variables in study designs, see Figure 2. 
The dashed lines in Figure 2 suggest that the ultimate benefits may also depend on 
other factors than just the access variables. 

Such evaluation may be based on test-collections and simulation, real-user experi-
ments in test collections, or operational systems evaluations. All approaches can be 
beneficial. Narrowly defined component-based evaluation is useful when accompa-
nied with reality checks at reasonable intervals. 
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Abstract. This note presents an overview of the literature related to
multimedia information retrieval, as a tool in the context of inter-con-
nected media. The goal is to propose and motivate a structure to present
key focus and successful achievements in the domain. We go through the
base foundations of multimedia information retrieval and investigate new
challenges.

Here, we particularly focus on providing large-scale accurate access
to the data from both the user and the computation perspectives. We
identify and discuss information representation and fusion as key building
blocks of an efficient and accurate information access strategy.

1 Introduction

The multiplication of large-scale document collections has created the need for
robust and adaptive access strategies in many applicative areas such as education
or culture [1–3], business [4] or public domain [5]. Multimedia search and retrieval
strategies have installed themselves as a base paradigm for accessing documents
from within a collection.

In this note, we review the state of advancement of multimedia information
retrieval systems and the challenges they face in a context where social networks
develop over the World Wide Web. We walk through challenges induced by the
new social media content and focus on the opportunities these challenges create
on the way to facilitate multimedia content understanding and access.

2 Challenges in Multimedia Information Retrieval

While Information Retrieval [6, 7] has essentially developed over textual data, the
advent of new media has created associated new challenges. Perception models
and similarity measures adapted to audio, visual and temporal media [8, 9] have
been the base to cater for the semantic gap, which has been extensively discussed
in the scientific literature [10].

The overwhelming volume of such media, generated either professionally (eg
news agencies) but also personally [11, 12] has forced efficient solutions to be
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found. Many further dimensions to the issue of new media content access have
thus been adding up.

The first issue is how to face the large volume of data for processing and re-
trieval. Not only distributed computing [13] should come as a solution but appro-
priate distributed indexing strategies should be defined. A deep understanding of
indexing strategies is required both to adapt computational models to distributed
architectures [14] but also to propose efficient scalable approximations [15].

One further important factor is the fact that users and media are now mixed
together [16]. Starting from recommendation systems [3, 17] this has extended
to social networks over which media is viewed as a support for interconnections
between users (and vice verse). The redundancy of the media (eg repetition via
approximate copies) is a challenge for today’s systems. However, the new type of
inter-connectivity of this media-user-knowledge network may be an opportunity
to extract the best out of the available data and take an overall different approach
to the content understanding problem [1, 16, 18, 19].

The next challenge is in the change in consumption mode for media. The
classical desktop setup is surpassed by mobile and tactile accesses [11]. Again,
far from limiting the efficiency of current techniques, this may open the door to
the design of novel, more natural access modes [5, 20–23], as one major topic of
this volume.

In all cases, what is required to gain proper and suitable access to the con-
tent is to be able to propose accurate content models that can accommodate
adaptation based on some form of user interaction (eg feedback, or judgements).
From there, as discussed above, scalable models may be derived by approxi-
mating nearest-neighbour computation, content may be attached to high-level
interpretations via (collaborative or social) interaction operated on a selection
of devices with proper interfaces.

3 Multimodal Information Representation for
Multimedia Information Retrieval

Classical perception models for multimedia generally emulate the human cogni-
tive process, and a number of content features have been derived in that respect
[24, 25]. Such features have been used to reach high-level content interpretation
with more or less success, also depending on the implication of a human operator
in the process [10, 26].

It has however recently been noticed that, as much as text does not require
complete understanding to be searched for, multimedia may also be looked at
from its recurring properties. This result has led to the new trend of indexing
solutions based on automatically derived codebooks (eg [27, 28]). Used primar-
ily for recognition or tagging [29, 30], such features have also proved useful in
retrieval setups based on learning [31–35].

One issue however is the high-dimensionality of representations they induce,
leading to sparsity and the so-called curse of dimensionality [36]. Such sparse
representations should therefore be made compact using information fusion [37]
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or dimension reduction strategies [38]. The objective is to define new, compact
representations that preserve initial properties with possibly filtering out unre-
liable or redundant information.

Such mappings may be derived in an unsupervised (or semi-supervised) way
[39] or adaptively based on user supervision [35].

4 Outlook

We have walked through the multimedia information retrieval literature, im-
mersed in the context of social media. This context is both challenging due to
the complexity in data, volume and access mode but also favourable for human
(collaborative) supervision to be exploited, in order to get a finer understanding
of the content. Information should be taken and looked at from its various facets
that may be fused or compacted using appropriate strategies. The aim is to gain
scaling properties to adapt to actual collections sizes.

The evaluation of such methods should adapt to encompass the assessment
of related properties such as scale and interactivity [40]. Existing benchmarks
such as ImageCLEF [41] are perfect platforms to accommodate evolution, as
discussed along this volume.
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Abstract. TREC-style evaluation is generally considered to be the use
of test collections, an evaluation methodology referred to as the Cran-
field paradigm. This paper starts with a short description of the original
Cranfield experiment, with the emphasis on the how and why of the
Cranfield framework. This framework is then updated to cover the more
recent ”batch” evaluations, examining the methodologies used in the var-
ious open evaluation campaigns such as TREC. Here again the focus is
on the how and why, and in particular on the evolving of the older eval-
uation methodologies to handle new information access techniques. The
final section contains advice on using these existing test collections and
building new ones.1

Keywords: information retrieval evaluation, Cranfield paradigm,
TREC, batch evaluation.

1 Introduction

Information retrieval has been very fortunate in that we early on had an emphasis
on strong evaluation, and also general agreement on the evaluation methodolo-
gies. One of today’s important evaluation methodologies, the so called “TREC-
style” evaluation, follows a basic framework started over 50 years ago. This first
section discusses these early beginnings and examines the important concepts in
the framework.

If we step back in time to the late 1950s, we see very different types of in-
formation access methods–text was not available electronically, and information
could only be found by “word-of-mouth” or specialist librarians, who mainly used
manually produced, massive indexes to publications. Examples of these systems
still exist today, such as the Medical Subject Index, or the Engineering Index.
These indexes were very expensive to create and there was lots of contention as
to which type of indexing system to use.

Cyril Cleverdon, Librarian of the College of Aeronautics, Cranfield, England
was concerned about finding better indexing methods and ran two experiments
in the early 1960’s to investigate indexing practices [7,9]. The second of these
experiments led to the well-known Cranfield paradigm of testing in information
retrieval.

1 Parts of this paper have been taken from the Morgan/Claypool lecture notes Infor-
mation Retrieval Evaluation [15].
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This paradigm was (and is) essentially a user/task simulation; that is, instead
of using different indexing methods for user studies with librarians, he modeled
the user search task by building a test collection and then repeatedly using
this test collection in laboratory experiments. This allowed him to run many
experiments, enough to allow significance testing, and also to have an existing
resource that could reliably be used for additional experiments. This would not
have been possible if he had done user studies.

He took great care in modeling both the tasks and his users to build this test
collection. The documents needed to be ones they would naturally search, the
questions needed to reflect ones they might ask, and the relevance judgments
needed to mirror the type of judgments researchers would make for documents
they examined in the search process.

He used a “source document” method to gather questions, The titles of 271
papers published in 1962 on the subject of high speed aerodynamics and the
theory of aircraft structures were sent to their authors, along with a listing of
up to 10 papers that were cited by these papers. The following instructions were
also sent to these authors.

1. State the basic problem, in the form of a search question, which was the
reason for the research being undertaken leading to the paper, and also give
not more than three supplemental questions that arose in the course of the
work, and which were, or might have been, put to an information service.

2. Assess the relevance of each of the submitted list of papers which had been
cited as references, in relation to each of the questions given. The assessment
is to be based on the following scale of five definitions:

(a) References which are a complete answer to the question.
(b) References of a high degree of relevance, the lack of which either would

have made the research impractical or would have resulted in a consid-
erable amount of extra work.

(c) References which were useful, either as general background to the work
or as suggesting methods of tackling certain aspects of the work.

(d) References of minimal interest, for example, those that have been in-
cluded from a historical viewpoint

(e) References of no interest

There were 173 useful forms returned, with an average of 3.5 questions per form.
The document collection was built by merging the 173 source documents with
their cited documents (those that had been previously sent to the authors for
judgments), and 209 similar documents, for a total of 1400 documents.

The next stage involved getting relevance assessments for the questions. Five
graduate students spent the summer of 1963 making preliminary (and liberal)
judgments for the questions against all 1400 documents. These judgments were
then conveyed to the question authors for a final decision, based on the five
graded levels of judging shown above. Judgments were returned for 279 of the
questions, although for various reasons usually only 221 of them were used in
testing (compound questions were removed for example).
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This gave him the test collection, and his experiments then involved trying
two types of indexing: manual indexing of the full documents at 3 levels of
exhaustivity (averaging 31, 25, and 13 descriptors per document), and “auto-
matic” indexing using the natural language abstracts and titles. For the manual
indexing, there were four types of indexing languages used: single terms, simple
concepts, controlled terms, and use of only the abstracts and titles. On top of
this there were recall devices, such as the use of synonyms and/or hierarchies
from a thesaurus and the use of the (stemmed) word forms. There were also
precision devices such as weighting and the use of co-ordination (the Boolean
“anding” of terms or concepts during the search process).

The documents were indexed at the simple concept level, i.e., “terms which in
isolation are weak and virtually useless as retrieval handles were given the nec-
essary context; such terms as ‘high’, ‘number’, ‘coefficient’, etc.”. These simple
concepts could then be broken into the single terms, with weights assigned to
these terms. The controlled terms were created by translating the simple con-
cepts into the vocabulary of the Thesaurus of Engineering Terms of the Engineers
Joint Council.

The experiments were done by creating a series of rules that governed each of
the many possible combinations of variables. The searchers then manually fol-
lowed these rules using coded cards stored in what was known as the “Beehive”.
So for example, one specific type of index was selected, such as the use of the
simple concepts and then a series of precision device experiments were done by
using different levels of co-ordination on a per question basis. First all simple
concepts in the question were “anded”; then one less concept was used, and so
on until only one concept was used for searching.

Cleverdon also wanted to use metrics that would be intuitive to his users.
There had been a lot of discussion previously about metrics, centering around
the well-known categories shown in Table 1. Cleverdon decided to use the “Recall
Ratio” defined as a/(a+ c), and the “Precision Ratio” a/(a+ b).

Table 1. Possible categories of documents in searching

Relevant Non-relevant

Retrieved a b a + b

Not Retrieved c d c + d

a + c b + d a + b + c + d = N

It should be noted that for each of the 221 questions the recall and precision
ratios measured a single point for each experiment. Using the example exper-
iment described earlier, each of the co-ordinate levels would generate a single
recall and a precision point, e.g., co-ordinating 5 terms yields 28% recall at 29%
precision, 4 terms gives 40% recall at 12% precision, and using only one term
gives 95% recall at 1% precision. These could be plotted on a recall/precision
curve looking much like today’s curves, but with each point representing a single
experiment as opposed to one curve for each experiment.
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There were also issues about how to average these points across the full set
of questions. The Cranfield experiments usually worked with the grand total
figures of the relevant and retrieved across all of the questions, i.e., sum up the
total number of relevant retrieved and the total number of documents retrieved
for all questions and then divide by the number of questions. This today is
called the micro-averaging method and was the simplest to calculate (remember
they were not using computers). Cleverdon was aware of the problems with this
method, in that questions with many relevant documents skewed the results,
and therefore he did some experimentation with per question ratios (known as
macro-averaging).

So what were the results of this huge set of experiments? Figure 8.1T in [8],
lists the order of effectiveness of 33 different “index languages” encompassing
the types of descriptor terms used and the recall and precision devices applied.
The top 7 of these are using the single terms, with the very best results found
using the word forms (stems) of these single terms.

Of course there was a great furor from the community and arguments over
the Cranfield methodology were fierce [24]. These mostly centered on the use of
source documents to generate questions (as opposed to real questions) and on the
definitions of relevancy. Whereas some of these came from community rejection of
the experimental conclusions, many were reasonable objections for the Cranfield
paradigm (although the general consensus was that the experimental results are
valid).

Today the Cranfield paradigm is generally taken to mean the use of a static
test collection of documents, questions, and relevance judgments, often with
standard recall and precision metrics. But there are two other subtle components
that Cleverdon was insistent on. The first was the careful modeling of the task
being tested by the test collection. So his collection of scientific documents, his
selection of “users” (via the source document method) that would heavily use this
collection, and his careful definition of relevance based on how these particular
users might judge documents were critical pieces of the Cranfield paradigm. The
second component was his strict separation of the building of the test collection
from the experimentation itself.

There were other small test collections built in the late 1960s, mostly by Ger-
ard Salton of the SMART project at Cornell [21], all following the Cranfield
paradigm. However unfortunately there was little funding to build a larger col-
lection that would mirror the increasing online data that was becoming available
in the 1980s.

2 The TREC Evaluations

The National Institutes of Standards (NIST) was asked in 1991 to build a test
collection to evaluate the results of the DARPA (Defense Advanced Research
Projects Agency) TIPSTER project [20] . The goal of this project was to signifi-
cantly improve retrieval from large, real-world data collections, and whereas only
four DARPA contractors were involved, the TREC initiative opened the evalu-
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ation to the wider information retrieval research community, with 25 additional
groups taking part in 1992.

TREC has now been running for over 20 years. Full coverage of the research
is clearly beyond the scope of this paper and readers are referred to [26] as a
general reference and to the full series of online proceedings at http://trec.
nist.gov/ for details relating to each year.

Other evaluation campaigns, often starting in a similar vein as TREC, and
then branching out into new areas especially appropriate for their participants
have been started. An Asian version of TREC (NTCIR) started in 1999, with
the conferences occurring every 18 months since then. NTCIR pioneered re-
trieval evaluations with patents, developing appropriate evaluation techniques
for searching, classification, and translation efforts in this field. Online proceed-
ings and more information about NTCIR can be found at http://research.

nii.ac.jp/ntcir. The CLEF conference in Europe took over the TREC cross-
language work for European languages in 2000, expanding it to more languages
and new tasks such as image retrieval. Information including working notes from
all of the CLEF workshops can be found at http://www.clef-initiative.eu/,
with formal proceedings produced in the Springer Lecture Notes in Computer
Science each year. The INEX conference, now combined with CLEF, has worked
with structured data, and the FIRE evaluation (http://www.isical.ac.in/

~fire/) has concentrated on work with various Indian languages.

3 The TREC Ad Hoc Tests (1992-1999)

The term “ad hoc” here refers to the classic information retrieval user model in
the Cranfield method where “new” requests are searched against a fixed docu-
ment collection. This section discusses the TREC ad hoc test methodology (test
collection and metrics) in detail both because this methodology was extended
for later TREC tasks (and other evaluation efforts) and because the ad hoc
test collections are still heavily used in research today and it is important to
understand how and why they were built.

3.1 Building the Ad Hoc Collections

The TIPSTER/TREC test design was based squarely on the Cranfield paradigm,
with a test collection of documents, user requests (called topics in TREC), and
relevance judgments. Like Cranfield, it was important to create all parts of the
collection based on a realistic user model, in this case the TIPSTER application.
The TIPSTER users were presumed to be intelligence analysts, but could also be
other types of users that work with information intensively, such as journalists,
medical researchers, or legal staff.

The document collection needed to have a very large number of full-text docu-
ments (2 gigabytes of text was generally used each year), of varied length, writing
style, level of editing and vocabulary. Table 2 lists the document sources used
during the initial eight years of the ad hoc evaluations; these were selected based

http://trec.nist.gov/
http://trec.nist.gov/
http://research.nii.ac. jp/ntcir
http://research.nii.ac. jp/ntcir
http://www.clef-initiative.eu/
http://www.isical.ac.in/~fire/
http://www.isical.ac.in/~fire/
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on availability and suitability to the TIPSTER task. Articles from newspapers
and newswires covered all domains and contrasted in their format, style, and
level of editing. Documents from Computer Selects were from different initial
sources, but dealt with the single domain of computer technology. Finally there
were documents selected less for their content than for the length of articles: the
Federal Register ones were especially long, and of non-uniform length, and the
DOE abstracts were very short. All documents were converted to an SGML-like
format with enough uniformity to allow easy processing by the systems. Note
that at 2 gigabtyes these collections were beyond the ability of most research
systems in 1992 to handle, mainly because the storage to index them (say a total
of 4 gigabytes) cost around $10,000 at that time.

Earlier test collections had typically provided only sentence-length requests;
however the TIPSTER/TREC topics contained multiple fields, including a user

Table 2. TREC ad hoc document collection statistics

Size: MB # Median # Mean #
Docs Words Words

Disk 1
Wall Street Journal
1987–1989 267 98,732 245 434.0

Associated Press 1989 254 84,678 446 473.9
Computer Selects 242 75,180 200 473.0
Federal Register 1989 260 25,960 391 1315.9
abstracts from DOE 184 226,087 111 120.4

Disk 2
Wall Street Journal
1990–1992 242 74,520 301 508.4

Associated Press 1988 237 79,919 438 468.7
Computer Selects 175 56,920 182 451.9
Federal Register 1988 209 19,860 396 1378.1

Disk 3
San Jose Mercury News 1991 287 90,257 379 453.0
Associated Press 1990 237 78,321 451 478.4
Computer Selects 345 161,021 122 295.4
U.S. patents, 1993 243 6,711 4445 5391.0

Disk 4
Financial Times
1991–1994 564 210,158 316 412.7

Federal Register 1994 395 55,630 588 644.7
Congressional Record 1993 235 27,922 288 1373.5

Disk 5
Foreign Broadcast Information
Service 470 130,471 322 543.6

Los Angeles Times
1989-1990 475 131,896 351 526.5
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need statement that is a clear statement of what criteria make a document rele-
vant. Having these multiple fields allowed for a wide range of query construction
methods, and having clear statements about relevancy improved the consistency
of relevance judgments. All topics were designed to mimic a real user’s need,
although the actual topic writers, the topic format and the method of construc-
tion evolved over time. The first two TRECs (topics 1-150) involved actual users
of a TIPSTER-like search system and had very elaborate topics. By TREC-3
the topics were reduced to three fields and were written by the same group of
“stand-in” users who did the relevance assessments. Figure 1 shows a sample
topic from TREC-3. Each topic contains a number and title, followed by a one-
sentence description of the information need. The final section is the narrative
section, meant to be a full description of the information need in terms of what
separates a relevant document from a nonrelevant document.

The definition of relevance has always been problematic in building informa-
tion retrieval test collections [3,6,10,17]. The TIPSTER task was defined to be
a high-recall task where it was important not to miss information. Therefore
the assessors were instructed to judge a document relevant if information from
that document would be used in some manner for the writing of a report on the
subject of the topic, even if it was just one relevant sentence or if that informa-
tion had already been seen in another document. This also implies the use of
binary relevance judgments; that is, a document either contains useful informa-
tion and is therefore relevant, or it does not. Documents retrieved for each topic
were judged by a single assessor so that all documents screened would reflect the
same user’s interpretation of topic.

<num> Number: 168

<title> Topic: Financing AMTRAK

<desc> Description:

A document will address the role of the Federal Government in financing the

operation of the National Railroad Transportation Corporation (AMTRAK).

<narr> Narrative:

A relevant document must provide information on the government’s

responsibility to make AMTRAK an economically viable entity. It could

also discuss the privatization of AMTRAK as an alternative to continuing

government subsidies. Documents comparing government subsidies given to air

and bus transportation with those provided to AMTRAK would also be relevant.

Fig. 1. Sample topic statement from TREC-3

There was the additional requirement that the relevance assessments be as
complete as possible. This became a critical piece of both the implementation
of TREC and the later analysis of the collections. Three possible methods for
finding the relevant documents could have been used. In the first method, full
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relevance judgments could have been made on over a million documents for each
topic, resulting in over 100 million judgments (clearly impossible). The second
approach, a true non-biased random sample of the documents, would have been
prohibitively expensive for acceptable completeness levels. Therefore a biased
sampling method called “pooling” was adopted from the 1977 proposal to the
British Library for building an “ideal” test collection [23]. To construct the
pools for TREC, the following was done. Given a ranked list of results from a
single system, for each topic select the top X ranked documents for input to the
pool. Then merge this set with sets from all systems, sort the final list based on
the document identifiers, and remove duplicates (identical documents found by
multiple systems in the pool). This created the pooled list for each topic that
was then judged by the assessors.

3.2 Analysis of the Ad Hoc Collections

Since the ad hoc evaluations were run for 8 years (see Table 3 for details of
the eight collections), it was possible to analyze how well the various evaluation
decisions were working and to modify them as necessary. This analysis is pre-
sented in detail here because these large collections are still in heavy use and it
is critical to know their strengths and weaknesses in order to avoid experimental
bias. It also provides guidance for some of the types of issues that need to be
investigated in building future test collections.

Table 3. Document and topics sets for the first 8 TRECs

TREC ad hoc Document sets Topic Numbers

TREC-1 disks 1 & 2 51-100

TREC-2 disks 1 & 2 101-150

TREC-3 disks 1 & 2 151-200

TREC-4 disks 2 & 3 201-250

TREC-5 disks 2 & 4 251-300

TREC-6 disks 4 & 5 301-350

TREC-7 disks 4 & 5 (minus Congressional Record) 351-400

TREC-8 disks 4 & 5 (minus Congressional Record) 401-450

The ad hoc topics built for TREC underwent major evolution across the first
five TRECs. Part of this evolution came as a result of changes in the personnel
constructing the topics, but most was the result of deliberate changing of the
topic specifications. The elaborate topics in the first two TRECs contained a
field with manually-selected keywords (the concepts field) and this was removed
in TREC-3 because it was felt that real user questions would not contain this
field, and because inclusion of the field discouraged research into techniques
for expansion of “too short” user need expressions. The TREC-4 topics were
made even shorter, with removal of the title and the narrative field, however
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this turned out to be too short, especially for groups building manual queries,
so the TREC-3 format became standard.

There was also a change in how the topics were constructed. In TREC-3 the
assessors brought in “seeds” of topics, i.e. ideas of issues on which to build a
topic. These seeds were then expanded by the assessor, based on looking at the
items that were retrieved. To avoid this tuning to the data, starting in TREC-4
the assessors were asked to bring in a one-sentence description that was used for
the initial searching to estimate the number of relevant documents that are likely
to be found. Topics with “reasonable” numbers of relevant documents were then
kept for further development into the final TREC ad hoc topics.

Another issue about the topics relates to measuring the difficulty of a given
topic. There has been no attempt in TREC to build topics to match any par-
ticular characteristics, partly because the emphasis was on real user topics, but
also because it is not clear what particular characteristics would be appropriate.
A measure called topic “hardness” was defined for each topic as the average
over a given set of runs of the precision at R (where R is the number of rele-
vant documents for that topic) OR the precision at 100 if there were more than
100 relevant documents. This measure is therefore oriented towards high recall
performance and how well systems do at finding all the relevant documents. In
TREC-5 an attempt was made to correlate topic characteristics with this hard-
ness measure, but neither topic length nor the number of relevant documents
were found to be correlated [30], and it is still unclear what topic characteristics
make a topic harder. Further work on topic characteristics has been carried out
in an extended workshop, the Reliable Information Access (RIA) workshop in
2004 [16].

A related issue concerns the “required” number of topics for a test collection,
i.e., how many topics are needed in order for the performance averages to be sta-
ble, much less show significant differences between systems or techniques. There
has always been a huge variability in the performance across topics, and TREC
was no exception here, with a huge variability in the “hardness” of the topics,
in the system performance on each topic, and in the performance of different
techniques, such as relevance feedback on each topic. However it is critical that
the average performance measure truly reflect differences rather than just ran-
dom performance points. Although TREC’s 50-topic sets have been shown to
produce stable averages [5,29], the measurement of significant differences is still
a problem in information retrieval, with some TREC-specific work starting in
TREC-3 [25], and much more work since then (see Chapter 5 in [22]).

The TREC relevance judgments were specifically designed to model users
interested in high recall tasks and therefore the more complete the relevance
judgments are, the better the test collection models the high-recall needs of
these users. Additionally, the more complete the test collection, the more likely
that future systems using the collection for evaluation can trust that all/most
of the relevant documents in the collection have been identified. Note that the
pooling methodology assumes that all documents that have not been judged can
be considered non-relevant.
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A test of the relevance judgment completeness assumption was made using
TREC-2 results, and again during the TREC-3 evaluation. In both cases, a
second set of 100 documents was examined from each system, using only a sample
of topics and systems in TREC-2, and using all topics and systems in TREC-3
[13]. The more complete TREC-3 testing found well less than one new relevant
document per run. These levels of completeness are quite acceptable; furthermore
the number of new relevant documents found was shown to be more strongly
correlated with the original number of relevant documents, i.e., topics with many
relevant documents are more likely to have additional ones, than with the number
of documents judged.

These findings were independently verified by Justin Zobel at the Royal Mel-
bourne Institute of Technology (RMIT) [33]. Additionally Zobel found that lack
of completeness did not bias the results of particular systems and that systems
that did not contribute documents to the pool can still be evaluated fairly using
the pooled judgments. Since the goal of the TREC collections is to allow com-
parisons of multiple runs, either across systems or within systems, having the
exact number of relevant documents, or having an exact recall number is not as
important as knowing that the judgments are complete enough to insure that
comparisons of two methods using the test collections will be accurate.

A second issue important to any set of relevance judgments is their consis-
tency, i.e. how stable are the judgments and how does their stability or lack
thereof affect comparison of performance of systems using that test collection.
For TREC each topic was judged by a single assessor to ensure the best consis-
tency of judgment and testing of this consistency was done after TREC-2, and
more completely for TREC-4 [14]. All the ad hoc topics had samples rejudged by
two additional assessors, with the results being about 72% agreement (using the
overlap measure of the intersection over the union) among all three judges, and
88% agreement between the initial judge and either one of the two additional
judges. This remarkably high level of agreement is probably due to the similar
background and training of the judges, and a general lack of ambiguity in the
topics as represented by the narrative section.

Unfortunately, most of this agreement was for the large numbers of documents
that were clearly nonrelevant. Whereas less than 3% of the initial nonrelevant
documents were marked as relevant by secondary judges, 30% of the documents
judged relevant by the initial judge were marked as nonrelevant by both the
additional judges. This average hides a high variability across topics; for 12 of
the 50 topics the disagreement on relevant documents was higher than 50%.

While some of these disagreements were likely caused by mistakes, most of
them were caused by human variation in judgment, often magnified by a mis-
match between the topic statement, the task, and the document collection. For
example, topic 234 is “What progress has been made in fuel cell technology?”. A
lenient interpretation might declare relevant most documents that discuss fuel
cells. A strict judge could require that relevant documents literally present a
progress report on fuel cell technology. Additionally some of the more problem-
atic topics were either very open to different interpretations (topic 245: “What
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are the trends and developments in retirement communities?”) or so badly mis-
matched to the document collection that the initial assessor made extremely
lenient relevance judgments (topic 249: “How has the depletion or destruction
of the rain forest effected the worlds weather?”).

Note that this type of topic and user variation is very realistic and must be
accepted as part of any testing. Users come to retrieval systems with different
expectations, and most of these expectations are unstated. If test collections
do not reflect this noisy situation, then the systems that are built using these
collections to test their algorithms will not work well in operational settings.

A critical question is how variation affects system comparisons. Voorhees [27]
investigated this by using different subsets of the relevance judgments from
TREC-4. As her most stringent test, she used the intersection of the relevant
document sets (where all judges had agreed), and the union of these judgements
(where any judge had marked a document relevant). She found that although the
mean average precision of a given set of system results did change, the changes
were highly correlated across systems and the relative ranking of different sys-
tem runs did not significantly change. Even when the two runs were from the
same organization (and therefore are more likely to be similar), the two systems
were ranked in the same order by all subsets of relevance judgments. This clearly
demonstrates the stability of the TREC ad hoc relevance judgments in the sense
that groups can test two different algorithms and be reasonably assured that
results reflect a true difference between those algorithms.

These results were independently verified as a result of the University of Wa-
terloo’s work in TREC-6 [11]. Waterloo personnel judged over 13,000 documents
for relevance, and these judgments were used by Voorhees in a similar manner
as the TREC-4 multiple judgments. Even though there was even less agreement
between the NIST assessors and the Waterloo assessors (very different back-
grounds and training), the changes in system rankings were still not significant.
The one exception to this was the comparison between two same-system runs in
which one run had used manual relevance feedback. For this reason, comparison
between automatic runs and runs with manual intervention, particularly man-
ual relevance feedback which basically adds a third relevance judge, should be
more carefully analyzed as they are the comparisons most likely to be affected
by variations in relevance judgments.

4 The TREC Metrics

TREC followed the Cranfield metrics, with Chris Buckley making available the
evaluation program used by SMART called trec eval. Figure 2 shows the set of
metrics provided for a run in the TREC-8 ad hoc track. The recall level and
document level precision averages across the 50 topics are shown, in addition
to a new non-interpolated average precision, defined as “the precision at each
relevant document, averaged over all relevant documents for a topic” [4]. The
non-interpolated average precision is then averaged over all the topics to produce
the “mean average precision” or MAP, which has been used as the main measure
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in TREC. Other new metrics include the R-Precision which was proposed by
Buckley to better measure the high-recall task being modeled in TREC. For
more details on these metrics, including a discussion of their relative strengths
and weaknesses, see [4,22]. Note that this result page also includes a histogram
showing the results for all of the 50 topics so that groups could easily spot how
their systems had performed with respect to the median system performance per
topic.

There has been considerable interest and work on new metrics since 1992,
coming from perceived needs of TREC and other evaluations, but also from
the explosion of information access available today. For a much more detailed
discussion, see [22] and recent papers at the SIGIR conference.

5 Other TREC Retrieval Tasks

New tasks called tracks were added in TREC-4, and led to the design and build-
ing of many specialized test collections. None of these test collections were as
extensive as nor as heavily used as the ad hoc collections described earlier, but
the necessary changes in the design criteria provide useful case studies in build-
ing test collections. Note that these changes were required either because of the
specific data characteristics, or because the track research goals dictated modi-
fications to the standard Cranfield implementation.

A brief summary of the changes necessary for some of the TREC tracks
follows–for a more complete description see [15,26] or the appropriate online
TREC proceedings.

– Streamed Text (Routing/Filtering): Filtering required set-based metrics and
new pooling mechanisms

– Human-in-the-Loop: Tasks designed specifically for user studies

– Beyond Just English: Cross-language retrieval required that topic building
and relevance judgments be distributed across native speakers of the included
languages

– Beyond Text: OCR using known item searching with a new mean recipro-
cal rank metric, also speech and video retrieval necessitating appropriate
definitions of document boundaries

– Large Corpora and Web: New pooling techniques, additional task models for
the web such as home page finding

– Searching corporate documents: Enterprise track and legal track needing
careful modeling of the actual user task

– Answers, not documents: Question answering specifying new metrics, new
ways of creating topics

– Retrieval in a domain: Genomics, chemical, medical all needing domain ex-
perts for building the test collection

– Personal documents: Blog, tweets, and spam involving new ways of collecting
documents, new task models
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Fig. 3. TREC tracks
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6 Some Advice on Using, Building and Evaluating Test
Collections

This final section departs from the more formal coverage of the batch evaluations
by offering some advice on selecting appropriate test collections, building new
test collections, and evaluating those collections. This advice is not meant to be
a complete manual on this topic but rather comes from personal observations
during many years of working with test collections.

6.1 Using Existing Collections

The easiest evaluation method for batch experiments is to use an existing col-
lection. This method not only cuts the major costs of building a collection, but
also provides training material. An equally important issue is the universal accep-
tance of these test collections, including the ability to compare results to other
work. However this decision should not be taken automatically; the user task
and the assumptions about the users should be appropriately matched to the
selected test collection and test collection characteristics need to be considered
in any analysis of the results.

The most heavily used test collections for monolingual English retrieval are
the TREC ad hoc ones. These collections are based mainly on newspapers and
newswires, along with government documents. The topics are general-purpose
and domain-independent, and there is a reasonable assumption that the rele-
vance judgments are complete. But there are 9 sets of topics (1-450), searched
against different document sets, so which to pick? The best choice for most ex-
periments are the 3 sets used in TRECs 6-8, consisting of 150 topics (numbers
301-450) searched against (mostly) the same data (disks 4 and 5). This set pro-
vides 150 topics, enough for good statistical analysis, plus this group is the most
consistent in terms of topic format and relevance judgments.

Some of the earlier TREC ad hoc collections need to be used with caution.
Topics 1-50, used for minimal training in TREC-1, are poor topics with only
minimal relevance judgments. Topics 51-150, used in TRECs 1 and 2 have an
expanded format; this may be useful for particular kinds of experiments, such
as structured query experiments, however the topics themselves were created
in a possibly unnatural manner, with the relevance judgments being done by
another person. Topics 150-200 (TREC-3), were constructed with reference to
the documents, and because they often use terms from the documents, are the
“easiest” of the TREC topic sets. Topics 201-250 for TREC-4 have no narrative
field, which may or may not be necessary depending on the experiment.

Other TREC track test collections are also available (http://trec.nist.
gov/data.html), including test collections for OCR and speech, non-English
ad hoc collections, and collections for web, blog, genomics, legal, etc. Whereas
the Chinese and European language collections are available (the Chinese one for
TREC-6 is not recommended because of issues with the topic building process),
it is better to get the NTCIR and CLEF collections for these languages. The
Arabic collections (TRECs 2001 and 2002) are available at NIST, although the

http://trec.nist.gov/data.html
http://trec.nist.gov/data.html
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second one (2002) is the recommended one since the improved systems meant
better pooling. Other collections are also available, usually with the topics and
other auxiliary data on the TREC web site and a pointer to the documents
which are available elsewhere. Note however that these collections are all spe-
cialized, based on possibly narrower tasks and/or user models and these issues
should be throughly understood (by reading track overviews about the collection
characteristics) before using these collections.

What about using the much older small collections? These collections are
much too small for testing and validating new technology; furthermore most of
them use abstracts rather than full documents and results may well be misleading
because of this. However one exception to this would be to use them (particularly
the TIME collection) as teaching tools; but here again the benefits of a much
smaller collection for failure analysis need to be weighed against the different
insights one gains when working on the larger collections.

6.2 Modifying Existing Collections

Modifying a collection is more difficult and (possibly) loses some of the ad-
vantages of using an existing collection. One obvious modification would be to
change the relevance judgments, either by changing the unit of judgment (do-
ing passage retrieval for example) or by changing the definition of relevance.
The TREC relevance judgments for the ad hoc task are the broadest type of
judgments, i.e., the fact that a document contained ANY information about a
topic/question was enough to make it relevant. This was important because the
perceived definition of the TREC task/user was that of a high-recall task. But it
also was important in terms of creating the most complete set of relevance judg-
ments possible. The current judgments could be used as the starting point for
other types of relevance judgments, such as removal of “duplicate” documents [2],
or the use of graded relevance judgments [19] or even the measurement of some
type of learning effect. This type of modification is very tricky; in essence a
second relevance judgment is being made, with all of the consistency difficulties
discussed earlier, which may affect the experiment. For some discussion of the
problems, see [32].

6.3 Building and Evaluating New Ad Hoc Collections

Building a new collection is a major step to take; it is costly in terms of time
and money and full of pitfalls for those new to this task. However if it is to be
done, then the critical thing is that the experiments and the new collection they
use be modeled on some real user task and that the characteristics of likely users
be considered as part of this task. Are the users searching the web for a nearby
restaurant with good reviews, are they searching their company’s intranet for
patents, or are they browsing the web for information about some specific type
of tree they want to plant? Each of these applications requires a different set
of documents, different types of “topics”, different definitions of relevance, and
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different types of metrics to use in evaluation. These decisions need to be made
long before the collection is built.

Once this piece of the design is done, then the next step is to find some docu-
ments. Again the easiest place to start would be some existing set of documents
that can either be used as is or be sub-setted in some manner. Possibly the news
collections from TREC/NTCIR/CLEF are useful, but more likely the new web
collection (http://boston.lti.cs.cmu.edu/Data/clueweb09), is a candidate.
Note that any sub-setting of these collections needs to be done carefully; the
web collections were carefully sampled during their construction process and
any subsets need to reflect the new user task design being envisioned. The small
web collection [18] design gives some clues on how to do this, the construction
of the WT10g [1] also discusses web collection design or see the discussion of
the recent “Category B” of the ClueWeb09 collection. Note that subsets of these
collections cannot be re-distributed, however one could make subsets using the
“docids” for reuse by others. If completely new document sets need to be col-
lected (a major job), then hopefully this can be done in some manner so that
the work can be used by others. This means that any intellectual property rights
need to be resolved and that the data has to be formatted for ease of use.

Given that the documents are collected, the next step is the topics. Again the
user task/characteristics need to be modeled; ideally some real topics from a log
can be gathered, or some topics can be built by “surrogate” users such as those
used in the TREC/NTCIR/CLEF ad hoc tasks. Enough topics need to be built
to overcome topic variation in performance [29,28]; 25 can be taken to be the
absolute minimum, with 50 a more reasonable number. The format of the topics
needs to mirror the task; for example browsing the web looking for a specific
item may need a series of related topics to mimic the interactive search process.
Topics for a specific domain need to be appropriate for that domain, either by
getting domain experts to build the topics (such as the legal track), or by using
a survey such as that done before topic construction by the genomics track to
gather representative needs of the genomics community. It is equally critical to
closely examine the issues with searching a given genre, such as the patent tracks
in NTCIR, TREC and CLEF. The NTCIR efforts in multiple years have tackled
different pieces of the patent retrieval problem, but all based on realistic analysis
of the needs of that community [12]. If multiple languages are involved, then the
topics need to be constructed so that there is no bias towards one language [31].

The methodology for making the relevance judgments for the topics is again
reliant on the user task and characteristics. Does the user want only document
level judgments or are passage (or even sentence) level judgments needed? What
types of judgments are required (binary, graded or other), how many judgments
per topic (a major cost factor), and of course setting up the mechanics of getting
the documents to judge (pooling, manual search, or some other method such as
sampling). Many different approaches to pooling have been tried over the years
(see section 6.3 in [22]), each with some advantages and weaknesses that need
to be considered in light of the goals of the test collection. Finally, of course, the
judging needs to be done.

http://boston.lti.cs.cmu.edu/Data/clueweb09
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Once the collection is built, some types of validation need to be made. If this
collection is used only for a single experiment, the validation is needed only to
understand any likely biases that affect the analysis of the results. However if
the test collection can be used by others, then some measures must be made of
the consistency and completeness of the relevance judgments.
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Abstract. Visual Analytics (VA) [1] is an emerging multi-disciplinary
area that takes into account both ad-hoc and classical Data Mining (DM)
algorithms and Information Visualization IV (IV) techniques, combining
the strengths of human and electronic data processing. Visualisation be-
comes the medium of a semi-automated analytical process, where human
beings and machines cooperate using their respective distinct capabili-
ties for the most effective results. Decisions on which direction analysis
should take in order to accomplish a certain task are left to the user.
Although IV techniques have been extensively explored [2], combining
them with automated data analysis for specific application domains is
still a challenging activity [3]. This chapter provides an introduction of
the main concepts behind VA and presents some practical examples on
how apply it to Information Retrieval (IR).

1 What Is Visual Analytics

Around the year 2000, for the purpose of supporting human beings in analyzing
large and complex datasets, synergies between Information Visualization and
Data Mining started to be considered, defining Visual Data Mining (VDM) as
a new area focused on the explorative analysis of visually represented data. In
2001, the first VDM workshop was held in Freiburg. In 2004, first in the United
States, and almost at the same time in Europe, researchers started talking about
Visual Analytics [4]. Compared to VDM, there is the clear intention to focus on
the analysis process that leads to explanation, interpretation, and presentation
of hidden information in the data, taking advantage of dynamic visualizations.
From that moment on, the term VDM is superseded by the term Visual Analyt-
ics (VA). Daniel Keim, one of the major European experts in the field, provides
the following definition: ”Visual analytics is more than just visualization and can
rather be seen as an integrated approach combining visualization, human factors
and data analysis. ...” On a grand scale, Visual Analytics provides technology
that combines the strengths of human and electronic data processing. Visualiza-
tion becomes the medium of a semi-automated analytical process, where humans
and machines cooperate using their respective distinct capabilities for the most
effective results. The user has to be the ultimate authority in giving the direction
of the analysis along his or her specific task. At the same time, the system has to
provide effective means of interaction to concentrate on this specific task since
in many applications different people work along the path from data to decision.

M. Agosti et al. (Eds.): PROMISE Winter School 2012, LNCS 7757, pp. 116–131, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. The Visual Analytics process

Figure 1 (from [5]) schematizes the VA process that combines automatic and
visual analysis methods with a tight coupling through human interaction in
order to gain knowledge from data. The figure shows an abstract overview of
the different stages (represented through ovals) and their transitions (arrows) in
the visual analytics process. The first step is often to preprocess and transform
the data to derive different representations for further exploration (as indicated
by the Transformation arrow). Other typical preprocessing tasks include data
cleaning, normalization, grouping, or integration of heterogeneous data sources.
After the transformation, the analyst may choose between applying visual or
automatic analysis methods. Alternating between visual and automatic meth-
ods is characteristic for the VA process and leads to a continuous refinement
and verification of preliminary results. User interaction with the visualization is
needed to reveal insightful information, for instance by zooming in on different
data areas or by considering different visual views on the data. In summary, in
the VA process, knowledge can be gained from visualization, automatic anal-
ysis, as well as the preceding interactions between visualizations, models, and
the human analysts. With respect to the field of visualization, VA integrates
methodology from Information Visualization [6,7,8,9], Visual Data Mining [10],
geospatial analytics [11], and scientific analytics. Especially human factors (e.g.,
interaction, cognition, perception, collaboration, presentation, and dissemina-
tion) play a key role in the communication between human and computer, as
well as in the decision-making process (see, e.g., [12]).

1.1 Visual Analytics and Information Retrieval

If we want to apply Visual Analytics to Information Retrieval (IR) evaluation,
in order to find solutions that improve the visualizations, analysis, and interpre-
tation of experimental data, a preliminary study is needed to understand both
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the data structures that are actually used within IR community and its usage.
According to this aim, the following sections will cover two aspects:

1. data analysis, that has the goal of understanding what data are useful for
the IR evaluation activities and their organization, see Section 2;

2. visualization analysis, that has the goal of understanding what are the most
common visualization patterns and the underlying data feeding them, see
Section 3.

It is worth noting that, while the following analysis has been carried on within the
Participative Research labOratory for Multimedia and Multilingual Information
Systems Evaluation (PROMISE) NoE project [13,14], using experiences and data
collected within the Cross-Language Evaluation Forum (CLEF) conference series
[15], its validity is quite general.

2 Data Analysis

In order to understand how data are organized and displayed it is important to
define a typical scenario in which these data are used. In particular, we focus
on IR evaluation campaigns. An evaluation campaign is an activity aiming at
supporting IR researchers by providing large test collection and uniform scoring
procedures. Within an evaluation campaign there are many tracks, like multi-
media, multilingual, text, images, and so on. A track includes, in turn, several
tasks. A task is used to define the experiments’ structure, specifying a set of
documents, a set of topics, and a relevance assessment. Some ad-hoc metadata
allows for partitioning the set of documents. For example, in the same set we
can have European or American documents and a mechanism that allows for
choosing only one of these subsets. Moreover, it is important to remark that
very often, in an evaluation campaign, the so called closed world assumption
holds, which means that the set of documents is finite and known a-priori. A
topic represents an information need and its structure can change according to
the task at hand. Documents can be assessed as being relevant or not (or more or
less relevant) for a given information need (topic). The relevance of a document
with respect to a specific topic is independent of the other documents in the col-
lection. In some case we can have different sets of relevance assessment for a set
of documents. The relevance assessment can be done manually, automatically,
or using online approach like Amazon mechanical Turk.

Basically, an evaluation campaign involves two kinds of actors: organizers
and participants. Organizers prepare the campaign establishing, among other
things, tracks and tasks. Participants run their searching algorithm(s) according
to the actual tasks. Each run produces a (ranked) result set on which different
metrics are computed and stored. In the following we use the terms run and
experiment to indicate the systematic application of an algorithm within a task.
The computed metrics can be used by organizers or participant. In general,
organizers are interested in evaluating the whole campaign, while participants
are interested in evaluating their own algorithms, comparing them with other
participants’ algorithms.
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These data can be represented by the TME (Topics-Metrics-Experiment) cube
shown on Figure 2.

Fig. 2. The TME Data cube

Starting from this cube, we can aggregate or manipulate data in different
ways, according to our needs. In particular we are interested in computing four
kinds of tables.

The first kind of table describes a single experiment e in terms of topics and
metrics and it is a projection of the TME cube on the Topics-Metrics axes. In
particular, this table is represented by a matrix T x M where T is the set of
topics and M is the set of metrics. In the following we will refer to this kind of
tables as TM(e) tables (topics x metrics table of experiment e).

Fig. 3. Projecting the TME data cube on the Topics-Experiments axes

Still considering the TME cube we can derive a second kind of tables (see
Figure 3), useful to analyze a single metric m in terms of different topics and
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experiments. In particular, this table is represented by a matrix T x E where T
is the set of topics and E is the set of experiments. In the following we will refer
to this kind of tables with the name TE(m) tables (topics x experiments table
of metric m). Comparisons are made along rows, to evaluate the behavior of a
single topic, or among columns to compare two or more experiments.

The third kind of table describes a single experiment e in terms of descriptive
statistics and metrics. In particular, this table is represented by a matrix S x M
where S is the set of statistics and M is the set of metrics. In the following we
will refer to this kind of table with the name SM(e) table (statistics x metrics
table of experiment e). This table is strictly related on the corresponding TM(e)
table since values are computed from the TM(e) table’s columns. Figure 2 shows
an example of how a TM(e) table can be used to calculate values of the SM(e)
table.

Fig. 4. Relationship between TM and SM tables

Fig. 5. The SME Data cube

As shown on Figure 4, in an SM table there is the same number of metrics
as the related TM table. If we extend this table with respect to experiments we
obtain a new cube, the SME (Statistics-Metrics-Experiment) data cube, shown
on Figure 5. With respect to the SME cube an SM table is a projection on the
Statistics-Metrics axes.

The last kind of table we consider, allows to inspect a single metric m in terms
of descriptive statistics and experiments, i.e., it allows for comparing different ex-
periments against a some descriptive statistics computed on a given metric. In
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Fig. 6. The SME Data cube projected on the Statistics-Experiments axes

particular, this table is represented by a matrix S x E where S is the set of statis-
tics and E is the set of experiments. In the following we will refer to this table
as SE(m) table (statistics x experiment table computed on metric m), and it is a
projection of the SME cube on the Statistics-Experiments axes (see Figure 6).

To complete our analysis we recall the concept of meta-attribute. A meta-
attribute is a categorical attribute that is associated with a cube component
(e.g., the experiments) and it is used to define a further classification of data,
with respect to a category. Examples of meta-attributes are: reference track, year,
and type of search. Meta-attributes are mainly associated with experiments and
documents, but also topics can have their own meta-attributes (for example the
data provenance).

3 Visual Analysis

Before discussing the IR evaluation requirements, the overall architecture of the
Visual Analytics component is presented, with the main goal of making the fol-
lowing considerations more clear. Such an architecture is depicted on Figure 7
and its structure is totally parametric, without any assumption about the data
structure (in the most general case it is contained in non-normalized table).
Moreover, there are no assumptions about available visualizations (it is possible
to include any kind of visualization), about the mapping between data and visu-
alizations, and about analytical components. The most general situation is the
one in which the system presents the user with multiple visualizations, each of
them working on a different dataset. Visualizations are synchronized using two
main interaction mechanisms: selection (it is just a way to focus the attention on
a subset of data) and highlight (it allows for highlighting a part of the displayed
data). In order to produce a visualization, three main steps are, in principle,
needed:
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1. data extraction from a database (e.g., the historical CLEF data);
2. data manipulation, i.e., deriving new attributes, applying some aggregation

operators or analytical algorithms, etc. During such a process the system
adds some hidden attributes to the data, in order to support the selection
and the highlighting mechanisms;

3. mapping the data obtained from step two on one or more visualizations.

These steps are optional: in some cases the system will automatically perform
them, allowing the user to focus only on the mapping and analysis activities.

Fig. 7. The PROMISE Visual Analytics architecture

3.1 IR Evaluation Requirements

This section describes the requirements needed to realize a mapping between
the data and a suitable visualization. These and the following requirements are
derived from the analysis performed on [16,17], collecting both collaborative and
VA issues. As an example, annotations are crucial to the extent of reconstructing
the operations leading to a visualization. Through annotations one can explain
executed operations and can explain, spread, and save particular choices.

According to the performed analysis, we foresee two different user interfaces:
General purpose and ad-hoc interfaces.

General Purpose User Interface. In order to obtain an effective visualization
there are four main basic activities the system must implement:

1. (quantitative/categorical) attribute classification;
2. data manipulation;
3. visual data mapping;
4. data filtering.
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Fig. 8. The attribute classification page

Fig. 9. The data manipulation page

The first activity (see Figure 8) takes a list of attributes as input, and provides
the same list as output, but with a (possibly) different attribute classification
(into quantitative and categorical). It may allow also for exploring data samples,
in order to investigate the data structure and meaning.

The data manipulation activity (see Figure 9) takes as input a table (organized
in an arbitrary way) and provides a different table as output that may contain
new columns, derived from the ”original” table, through some mathematical or
ordering/grouping operation. The system checks whether the manipulated table
is suitable for the user visualization purposes (otherwise, there are some warning
messages leading the user to a more compliant data organization). The Interface
should allows also to activate basic statistic and data mining algorithms (e.g.,
T-test, clustering, etc.).
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Fig. 10. The mapping page

The visual mapping activity is depicted on Figure 10 through an example,
showing the mapping between a table and a bidimensional scatterplot.

Obviously, the above interfaces are part of a sequence of operations, so there is
a sort of chain where the output produced by each of them constitutes the input
of the following one. The user expresses the commands by dragging attributes
from categorical to quantitative and vice versa, selecting operations by means of
checkboxes and slide bars. The greater part of them will be implemented through
suitable queries. All the activities allow for an ”Annotate” operation, providing a
means to store an annotation, useful to document and share the analysis choices
an patterns.

Ad-Hoc User Interface. The general purpose interface described so far allows
for very complex and personalized analysis. However, most of the IR evaluation
activities are quite repetitive and follow several basic analysis patterns. To this
aim, it is useful to foresee some ad-hoc, highly automated pattern analysis, in
which most of the previously described steps are automatically performed ac-
cording to the analysis pattern at hand. In this scenario the set of available visu-
alizations and their mappings with the data are wired in the interface, according
to the most used analysis patterns: Per topica nalysis and Per Experiment anal-
ysis. This is the actual strategy implemented in the PROMISE project, and the
following pictures come from the VA prototype under implementation within
this project.

Per Topic Analysis. Per topic analysis allows for comparing a set of experiments
on each topic with respect to a chosen metric. Therefore the first step for a
user is to choose a metric m. Looking at the TME data cube described in the
previous section we can note that choosing a metric is equivalent to fix an axis
and reduce the set of data to the TE(m) table shown on Figure 3. Per topic
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analysis implies a comparison on each topic, so we foresee to represent topics on
x-axis in each available visualization. We foresee four kinds of visualizations for
a per topic analysis: a table, a boxplot chart, a bi-dimensional scatter plots, and
a stacked bar chart.

– The table represents the TE(m) table, allowing for looking up details (see
Figure 11, upper left);

– The box plot chart (see Figure 11, upper right) is used to evaluate the trend
of a topic among experiments with respect to the chosen metricm. It contains
a box plot for each topic (x-axis) and the chosen metric (y-axis). Looking
at table shown on Figure 3, we can say that each box is built calculating
statistical indicators on the set of data represented by a single TE(m) row;

– The bi-dimensional scatter plot (see Figure 11, lower left) allows for com-
paring topic behavior wrt two experiments. Each topic is represented by a
point, according to the values it shows on the two experiments.

– The stacked bar chart (see Figure 11, lower right) has the same purpose as
the box plot chart: to evaluate the trend of a topic among experiments with
respect to a chosen metric. In such a visualization each topic is associated
with all the values the explored metrics m exhibits in all experiments and
the height of the bar represents the sum of all these values.

The user can change the metric under analysis and restrict his or her focus on
data subsets through select and highlight operations. As an example, Figure 12
shows three topics highlighted in all the four visualizations.

Per experiment analysis In the ad-hoc interface, per experiment analysis al-
lows for analyzing an experiment as a whole and/or comparing the performances
of a set of experiments with respect to a chosen descriptive statistics. As an ex-
ample, on Figure 13, left side, the table chart represents an experiment in each
row, showing the descriptive statistics of the metric average precision (min, max,
median, etc.). The box plot chart on Figure 13, right side, shows the percentile
values of the observed metric for each experiment represented through boxplots.

4 Combining Automated and Visual Analysis

In this section we show, through an example, how the VA system allows for
combining automated and visual analysis, as described on the Introduction (see
Figure 1). Let us consider the initial view presented on Figure 11 and assume that
the user is interested in focusing on difficult topics. She can run and analytical
module (see Figure 14) that partitions the topics in two subsets, namely simple
and difficult topics.

The result of the automated analysis is presented to the user visually, using
adjacency and color (see Figure 15). After that, the user can sort the two sets,
selecting the best topic of the difficult set to inspect its numerical values on the
table, and to use it as the input of another automated analysis, e.g., clustering
or similarity search, (not discussed in this chapter) to better understand its
characteristics (see Figure 16).
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Fig. 11. Per topic analysis
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Fig. 12. Per topic analysis: an highlight operation
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Fig. 13. Per experiment analysis: table and box plot

Fig. 14. Per topic analysis: running an automated analysis



Visual Analytics and Information Retrieval 129

Fig. 15. Per topic analysis: visual feedback of the automated analysis

Fig. 16. Per topic analysis: visually selecting a topic as the input of a new automated
task
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5 Summary

In this chapter we have introduced VA, a new, challenging metodology for analyz-
ing large and complex dataset. We started presenting the main issues associated
with such a metodology and we have shown how apply it in the context of IR
system evaluation, dealing with data structure and visualization requirements.
We have used the European NoE PROMISE and the CLEF conference series as
bed tests, but the ideas and the results presented in this chapter have a quite
broader scope.
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Abstract. Language and multimedia technology research often relies on
large manually constructed datasets for training or evaluation of algo-
rithms and systems. Constructing these datasets is often expensive with
significant challenges in terms of recruitment of personnel to carry out
the work. Crowdsourcing methods using scalable pools of workers avail-
able on-demand offers a flexible means of rapid low-cost construction of
many of these datasets to support existing research requirements and
potentially promote new research initiatives that would otherwise not be
possible.
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1 Introduction

Research in multimedia and language technologies often relies heavily on the use
of datasets for training and evaluation of the various methods and algorithms
proposed to achieve the objectives of the technology currently under considera-
tion. For example, data for the training of machine translation or visual concept
recognition algorithms or the evaluation of search effectiveness in information
retrieval. The requirement for extensive manual involvement means that the de-
velopment of these datasets is generally very expensive, and that the cost and
logistics of the construction of such resources can represent a considerable ob-
stacle to the exploration of new research directions which are not supported by
existing training or test data resources.

Manual contributions to the construction of these datasets include for example
the transcription of audio files as a first stage to them being used in the training
of a speech recognition system, the labeling of visual concepts in images or
frames of video for training of visual classifiers, and the writing of test queries
for the evaluation of information retrieval algorithms for a specific document
collection and judgement of relevance of the documents to each query. It is
notable that these activities can generally be broken into small tasks which are
often quite repetitive, and also that many of these tasks do not require any
specific skills or rely only on an individual’s existing skills. For example natural
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manual translation of text by a bilingual speaker to build a training set for a
machine translation system.

The nature of these tasks makes them highly suitable for online crowdsourcing
methods where individual online workers are allocated and carry out small as-
signments in return for micro payments. Crowdsourcing is currently being used
and explored in a number of areas of language and multimedia technology re-
search. This work makes use of crowdsourcing for simple activities, e.g. speech
transcription [20], but is also being explored for more challenging tasks, involv-
ing some level of personal creativity, e.g. writing search queries suitable for a
particular document collection [6].

This paper provides an introduction to the general topic of crowdsourcing,
highlights practical details of designing and using crowdsourcing activities, a
short overview of some key existing work in crowdsourcing for language and
multimedia research, and illustrates this with an example of the use of crowd-
sourcing in the MediaEval 2011 Rich Speech Retrieval task [15].

2 What Is Crowdsourcing?

Crowdsourcing is form of human computation, where human computation is a
method of having people do things that we might otherwise consider assigning
to a computing device to calculate automatically, e.g. a language translation
task. A crowdsourcing system facilitates a crowdsourcing process to complete a
specified task. To carry out a task, a crowdsourcing system, enlists a “crowd” of
human workers to help solve a defined problem [27]. Currently the best known
crowdsourcing system is Amazon Mechanical Turk (AMT)1. For this reason, the
crowdsourcing terminology of AMT is generally adopted in this paper.

In operation someone wishing to undertake a task defines the operations
needed to complete it, and then divides them into multiple micro-tasks which
when combined solve the problem at hand. The activity is then made available
as a set of micro-tasks on a crowdsourcing system. Human workers are then re-
cruited to undertake the micro-tasks for which they typically receive a payment
for each completed task.

To operate successfully, a crowdsourcing system must address the following
four issues [5]:

– How to recruit and retain workers?
– What contributions can the workers make?
– How to combine worker contributions to solve the target problems?
– How to evaluate workers and their contributions?

There are various forms of collaborative activities not all of which qualify as
crowdsourcing. Collaborations between workers in crowdsourcing environments
can be explicit or implicit. For example, in the development of Wikipedia or
Linux, the crowdsourcing system enlists a crowd of workers to explicitly collabo-
rate to build a long lasting artefact of use to a larger community [5]. By contrast,

1 https://www.mturk.com/

https://www.mturk.com/
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workers in the ESP game implicitly collaborate to label images as a side effect
while playing a game [37][36]. Similarly, workers using AMT collaborate implic-
itly, e.g. workers enlisted to find a missing boat in thousands of satellite images,
where each worker inspects an individual image [5]. However, not all human-
centric systems address these challenges, and such systems do not fall within the
scope of crowdsourcing. For example, crowd management at a sports event does
not look to recruit more members of the crowd, if anything in this case it would
be preferable for members of the crowd to leave [5].

The availability of online crowdsourcing services such as AMT, is now making
human computation resources available to various research communities. Among
these communities there is currently significant interest in exploring the use of
these services to support research activities in information and data processing
technologies, and investigating how they might be used to open up new research
directions, which might be technically innovative or may previously have been
impractical using other means.

2.1 Creating and Managing a Crowdsourcing Activity

The basic process of creating a crowdsourcing activity is as follows. First, iden-
tify an activity which is amenable to being broken into small elemental tasks,
e.g. the need to label the presence or absence of a visual concept in many thou-
sands of images. Rather than give this elemental task to a specific individual,
e.g. an employee, a crowdsource requester outsources it to someone else via the
crowdsourcing system. The crowdsourcing system makes the tasks available to
an ad hoc group of workers (who might be considered “employees” since they
usually receive payment for their work) recruited via a call for participation. The
workers bid for the offered work, the requester has the choice of which workers
to accept to undertake the offered task. The decision of whether to accept an
offer of work can be complex taking account of a number of factors; this issue
is examined in more detail in Section 3. Once a worker has been accepted, they
carry out the agreed work, the requester can then check the quality of the work;
depending on the nature of the task, this checking process may itself be complex
or non-exhaustive. Once the quality of the work has been checked, the requester
then has the option to accept the work and make payment to the worker, or
to reject it, in which case payment is not made. The decision as to whether to
accept the work may not be straightforward, and is also discussed further below.

2.2 Why Use Crowdsourcing?

Many areas of work involve a need to complete a large number of repetitious small
tasks with high short term peak loads. In many cases these tasks do not involve
specialist skills, with the key requirement being that the person undertaking
them should be conscientious and seek to do the job to the best of their ability.
Crowdsourcing is often ideal for this type of situation since it provides rapid
access to a very flexible and cheap workforce enabling fast completion of tasks
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at short notice without the need for the development of a long term employment
infrastructure.

Established crowdsourcing platforms such as MTurk provide a framework
which enables new tasks to be developed very rapidly using a standard set of
interface components, and to be made available to workers straightaway with
a well defined mechanism for making payments. This enables early stage ex-
perimentation to develop a crowdsource task for completion. For example, to
develop a task for assessment of document relevance to some user information
need. The initial version of the task can then be deployed on the crowdsource
platform in a pilot study. The outputs of the workers attempts to complete this
pilot task can then be examined, any problems or unexpected responses noted,
the structure or content of the task iterated, and the task run again until the
workers complete the task as required, at which point the full set of tasks can
be offered for completion.

2.3 Who Are the Workers?

A question that arises in respect of offering crowdsource tasks on an online
platform such as MTurk where anyone can register as a potential worker and
bid for work is, who are these workers? Surveys have found that initially they
were frequently based in the USA, often based in the home for family reasons,
and who probably undertook the work for the sake of interest, rather than for
the financial reward. However, workers are increasingly diverse and international,
where some of them are much more motivated by the available financial rewards.
For example students based in countries with emerging economies [25][30].

3 High Level Issues in Crowdsourcing

Effective use of crowdsourcing requires a number of high level issues to be ad-
dressed. Assuming that an activity amenable to crowdsourcing has been selected,
and broken down into elemental tasks, then the requester of the work needs to
consider the following points: the level of payment or other incentives for the
work, the design of the interface and interaction design of the task, and the
choice of crowdsourcing platform.

In addition to these very practical issues, the requester also needs to give care-
ful consideration to management of human factors relating to workers, including:
recruitment of workers, retention of good workers, quality control of the work,
trust in and reliability of workers, and detection of poor quality work [35]. The
remainder of this section examines each of these issues in more detail.

3.1 Recruitment

As outlined earlier, once they are happy with the design of their task, the re-
quester makes their task available to the registered workers on their selected
crowdsourcing platform. Workers are able to search a list of currently available
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tasks, and request to be assigned to a task that they want to do. The list of
available tasks typically makes the registered identify of the requester available
to the worker, as well as summary details of their history as a requester in terms
of completed tasks, payment record to workers, etc. The requester is similarly
shown summary details of a worker requesting their task, in terms of amount of
successfully completed previous tasks, etc. Workers are thus able to determine
whether a potential “employer” treats their workers fairly, and employers can
see whether their potential employees are reliable high quality workers. Thus,
requesters and workers with established strong reputations are likely to be suc-
cessful in the recruitment process: the requester gets the worker they want, and
the worker gets chosen for the task they want A reputable requester can often
have their pick from among reputable workers applying for their tasks.

Further to their general history of successful completion of tasks, other prac-
tical issues relating to the workers suitability for a specific task may need to be
addressed in the recruitment process, e.g. for a language translation task, the
worker must have the requisite level ability as a translator between the required
languages. In order to ensure the workers skill level, the requester can set a
qualifying test before agreeing to let the worker take the task, e.g. to translate
and check some sample text. On other occasions, the quality of previous tasks
completed can be taken as sufficient proof of the worker’s skills.

3.2 Reputation

As indicated in the previous section, workers and requesters can make selections
based on each others reputations. Reputations within a crowdsourcing system
are based on previous task activities which are made available at the selection
stage. A worker’s reputation can act as an incentive for a requestor to accept
their offer to undertake a task, and to trust the likely quality of their work. A
requester can also select a worker based on their own previous experience of the
worker.

In terms of the requestor’s reputation, as indicated above, the requester has
the option of approving completed work or not, if they don’t approve the work,
they don’t pay the worker. They may also have the option of paying a bonus
to individual workers for completing work of exceptional quality or above some
agreed standard as part of the task specification. The requester can approve the
work, pay for it, and then not use, e.g. if it is clear that the worker expended
reasonable effort in attempting to complete the task, but that the output is just
not useable for some reason. The requester’s fairness in recognising the genuine
effort of workers can have a long term effect on their success in recruiting for
subsequent tasks. By contrast if they are perceived to reject large amounts of
work, with or without good reason, then they can damage their reputation with
workers, and workers may not request to take their tasks. This can create a
dilemma for requesters, if they accept poor quality work then they can waste
money, but if they set their standards too high, they may fail to attract enough
workers to complete the full set of tasks required for their overall objective. One
consequence of this situation is that it creates an incentive for requesters to
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develop their task so that it is easy enough for reliable completion by suitably
qualified workers, but still enables them to fulfill their overall objectives.

Overall, the reputation of both requesters and workers can be important for
the success of a crowdsourcing ecosystem. A requester with a reputation for post-
ing well structured and clearly described tasks, with fair and prompt payments
is likely to prove popular with regular workers. A worker who undertakes tasks
in a professional manner is likely to prove popular with requesters.

3.3 Payment and Incentives

As already stated workers generally undertake tasks for micro-payments - very
small payments for completion of individual tasks. Workers may volunteer for an
available task because it looks interesting, but often they will do so because it
looks a good way to earn some money [30]. For the requester, offering a suitable
level of payment is a trade-off between:

– Underpayment, for either or both of worker’s time or expertise.
– Overpayment, which may attract workers keen to earn money without un-

dertaking the task properly.
– Sufficient payment to motivate the worker to complete the task conscien-

tiously, with the possibility of offering bonus payments for excellent work.

Thus the requester needs to offer sufficient payment to attract enough suitably
qualified workers, to motivate them to complete the task well, but not to make
the task too attractive to undesirable workers who just want to make money
without completing the work properly [35]. The relationship between incentives
and quantity and quality of work is often complex. For example, if has been found
that paying for completion of a complete instance of a task overall leads to more
work being carried out than incremental payment for sub-tasks, and that greater
payment may increase quantity, but not quality of work [21]. Further interesting
work on this subject is described in [10].

This problem of workers volunteering for tasks with no intention to complete
them properly, is a major concern in crowdsourcing, since not only does the work
not get done properly or perhaps not at all, but depending on the nature of the
task, it may be difficult for the requester to check this, and the requester wastes
their money.

3.4 Detecting Poor Quality Work

As noted above, it is important that workers are actually capable of successfully
completing their assigned task. While not all tasks require specific expertise or
skills, it is important that the worker should undertake the task to the best of
their ability. Workers may sign up for a task to earn money (and even pass a
qualifying test if required), and then attempt to get paid without completing
the task properly. Detecting so called “spam” work is an important issue in
quality control. While some tasks require all work to be checked, for some other
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tasks checking all work is impractical. For example, it is not possible to check all
relevance assessments made in the development of an information retrieval test
collection, even if it is practical to check the indicated relevant documents, it is
not possible, without repeating the task, to check the reliability of the relevance
judgements of all documents marked as non relevant.

One method to combat the problem of dishonest work is for requesters to set
up “honey pots” with known answers. The worker completes these as part of their
work, but unbeknownst to them, the requester knows the answer to the honey
pot questions and can easily check for faked or poor quality work. The requester
can then refuse to pay for the work, and bar the worker from undertaking further
work for them. The worker’s reputation within the crowdsourcing system will
also fall since their work has been rejected, making it more difficult for them
to get work with other requesters. This is another reason why workers are less
likely to request tasks from requesters with a poor payment record, since it affects
the worker’s overall rating in the crowdsourcing ecosystems, making them less
attractive to other requesters. Thus, not only do workers not want to work for
requesters who don’t pay them if their work is not perfect, they also do not
want to work for them because it can make it more difficult to get other work in
the future. Honey pots can be used initially in a worker selection phase prior to
fully engaging the worker to filter obvious cheating workers, but also continue
to be used once the worker has been selected with the honey pots randomly
distributed in with the main task assignments. This topic is examined in more
detail in [38], and techniques for managing crowdsource workers and data quality
are proposed in other studies including [38][34][28].

4 Crowdsourcing in Language and Multimedia
Technology Research

A growing number of examples of the use of crowdsourcing methods have ap-
peared in language and multimedia technology research in recent years. This
section briefly reviews some of the most notable examples.

4.1 Language Technology Research

One of the most important early studies examining crowdscourcing in language
technology research is described in [33], which demonstrated that non-expert
workers can produce work of a similar quality to expert workers for natural
language annotation tasks. Callison-Burch and Dredze [4] surveys contributions
to the NAACL-2010 workshop on creating Speech and Language Data with
Amazon’s Mechanical Turk, and highlights important factors which should be
taken into account when designing effective crowdsourcing tasks.

A survey of research using crowdsourcing for speech research related tasks
is contained in [26]. In more detailed studies of individual activities, the use of
crowd workers to transcribe speech is explored in [20], while [7] examines the
more challenging task of transcribing non-native read speech and spontaneous
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speech. Further work on non-expert transcription is described in [23]. Focus-
ing more on speed rather than accuracy, a method for real-time captioning of
speech is described in [17]. The related task of collecting spoken resources using
crowdsourcing methods is explored in [14].

The PodCastle system explores use of crowd based correction of transcription
errors and the use of these corrections to improve system training [8][24]. A
more complex crowd-based retraining approach for a spoken language system is
described in [22].

In information retrieval relevance assessment for queries is a time consuming
and human resource expensive activity which involves manual judgement of the
relevance of a, potentially very large, number of documents to a user informa-
tion need expressed in some form of search query. The nature of the relevance
assessment tasks make crowdsourcing an attractive option to undertake human
assessment of document relevance. This has been explored in a number of stud-
ies including [1]. The very large number of document viewed for short periods
by crowdsource workers means that it is not possible to manually check all the
assigned relevance labels, which means that issues of worker behaviour including
motivation and reward are important, as for example examined in [9].

Crowdsourcing has also been studied in the context of evaluation of machine
translation in [3], which showed a similar level of performance to gold standard
judgements of translation quality. The training of statistical machine translation
systems is reliant on the availability of parallel or at least comparable corpora in
the languages for which the translation system is to be developed. The amount of
such content suitable for the training of a statistical machine translation system
is thus an important issue. This can present a significant problem for language
pairs for which sufficient amounts of naturally occurring training data are not
available. The use of crowdsourcing for the development of machine translation
training data is presented in [13]. Another exploration of this topic incorporat-
ing an active learning method is described in [2]. Even when well trained, the
output of machine translation systems is not ideal. In some applications manual
correction of machine translation output forms part of a practical workflow. The
use of crowdsourcing in correction of machine translation output is investigated
in [18].

Another important area of language technology research is summarization. An
investigation into use of crowdscouring in summarization research is reported in
[19], which concludes that while crowdsourcing was not effective for generating
gold standard summaries for use in research, it is suggested that it is useful for
studying patterns of human behaviour when creating in summaries.

4.2 Multimedia Technology Research

In the area of multimedia research one of the consistently expensive activities
is manual labelling of training and test data. Labelling of images using a game-
based approach was explored in [37][36]. Further work in image annotation is
reported in [35] and [28].
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Image labelling using crowdsourcing can be noisy if workers are accidentally
careless or deliberately do not attempt to do the work properly, or if correct
labelling is simply difficult, for example, if the image is unclear or assignment of
the label uncertain for some other reason. Methods to improve label quality are
proposed in [31][11][29].

The use of crowdsourcing to improve, extend and share automatically de-
tected concepts in video fragments is examined in [32]. A crowdsourced human
validation of image search results is described in [41]. Exploring the area of sum-
marization in video access, [40] describes a method for rapid generation of video
summaries incorporating the viewer’s preference.

In the emerging area of affect in multimedia, [34] describes a novel method of
affective annotation of video using crowdsourcing. An initial investigation into
the topic of crowdsourcing for user studies is reported in [12].

Beyond these subjects. other interesting topics to which crowdsourcing is be-
ing applied include social data analysis [39].

5 Crowdsourcing Platforms

Although Amazon Mechanical Turk (AMT) is generally the most popular crowd-
sourcing platform, a number of others are available which offer crowdsourcing
functionality; these include: Crowdflower2, CloudCrowd3, DoMyStuff4, Click-
worker5, Smartsheet6, uTest7, Elance8, oDesk9, and Freelancer 10. Many of these
are more concerned with flexible commercial recruitment services which appear
less useful for scientific research. At present, the main alternative to AMT for
the type of research examined in this paper is CrowdFlower.

A good way to get started with crowdsourcing is sign up as a worker on one
of the these platforms and do some tasks, and to understand the practical issues
which arise by monitoring discussion forums.

While other services are available, the remainder of this paper focuses on the
use of AMT, however the principles are general and can be applied to any similar
crowdsourcing platform. AMT has been online since 2005 with an on-demand,
scalable, and real-time workforce. It can be accessed via a “dashboard” GUI or
using a programmers’ API. A requestor wanting to recruit workers to undertake
a task creates a Human Intelligence Task (HIT), which is a web form composed
of a number of instructions. AMT HITs are undertaken by workers referred to
for AMT as “turkers.” The requestor specifies the reward which is available for
completing the HIT.

2 http://crowdflower.com/
3 http://www.cloudcrowd.com/
4 http://www.domystuff.com/
5 http://www.clickworker.com/en/
6 http://www.smartsheet.com/
7 http://www.utest.com/
8 https://www.elance.com/
9 https://www.odesk.com/

10 http://www.freelancer.com/

http://crowdflower.com/
http://www.cloudcrowd.com/
http://www.domystuff.com/
http://www.clickworker.com/en/
http://www.smartsheet.com/
http://www.utest.com/
https://www.elance.com/
https://www.odesk.com/
http://www.freelancer.com/
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6 Implementation of an AMT HIT

This section outlines a suggested procedure for the development and usage of an
effective AMT HIT. This is based partially on principles of user-centered design
for interaction systems and practical experience working with AMT HITs.

When building a completely new HIT, it can be useful to build a mock up
which could be as simple as a list of the instructions to be completed by the
worker, and test it locally with your research team. Feedback from these tests
can then be incorporated to refine the task. Subsequently a limited test run
can be implemented on AMT with a very small dataset. Key questions to be
considered include:

– What is the time for completion of the HIT? If replicated by other workers,
how long would it take to complete the overall task with a set of HITs?

– Do people understand the task?
– Consider needs for quality control:

• Is a qualification test needed?
• Adjust qualification passing grade and/or acceptable approval rate of
workers if necessary.

– Check suitability or correctness of the output.
– Look for spammers.

• Are gold answers (honey pots) needed to catch spam workers?
– Look at comments from workers: are they happy / unhappy?, would they

work for you again?, is the HIT too easy / too hard?
– Is the payment rate for work - too high / too low? Do people sign up or

not? Do they complain after doing the task that the payment is too small?
Is there evidence of poor workers attracted by apparently high payment for
the work?

– Address feedback, e.g. poor guidelines, payments, passing grade, etc. - email
exchange. Everything counts! The HIT is only as good as the weakest part!

– Run another experiment with new settings and the same data to make sure
that everything is now working as expected, it not, iterate again.

– If all is in order, launch a full batch of the HIT.

There are many tasks active on AMT with corresponding HITs on offer at any
point. If you want to attract the best workers, you need to grab their attention!
Make the HIT look attractive in some way, make it sound interesting, but be
honest, workers accepting and completing HITs which are not accurately repre-
sented in the description are prone to post complaints, which may affect your
ability as a requester to attract more workers in the future.

Split a large crowdsourcing activity into batches of HITs; only have one batch
in the system at a time. There are only a limited number of workers available at
any time, having multiple batches of the same HIT available in parallel is unlikely
to complete the overall activity any faster since it will divide the available effort.
Also, running batches of HITs sequentially means that you can review feedback
from batch n before running batch n+1, allowing you to make small adjustments
to the HIT if needed.
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Fig. 1. AMT Requester Entry Point

7 Crowdsourcing Example

This section describes the development and use of an AMT HIT for collection
of a query set for the MediaEval 2011 Rich Speech Retrieval (RSR) task [15].
RSR was offered as a benchmark task as part of the MediaEval multimedia
evaluation benchmark11. Registered task participants were required to try to
identify a single video known to be relevant to a searcher’s information need in a
known-item search task, and to locate the optimal point to start playback within
the video, referred to as a jump-in point. This task models a user trying to re-
find a previously viewed segment of video. The RSR task wished to explore five
different functions of speech, represented as illocutionary speech acts: ‘apology’,
’definition’, ’opinion’, ’promise’ and ’warning’. The document set consisted of
1974 episodes (247 dev, 1727 test) 350 hours of semi-professional video harvested
from blip.tv [16], available for download under a creative commons licence.

An AMT HIT was used to develop the RSR test collection by locating a
number of interesting jump-in points in the video collection, describing them
and forming a search topic statement for each one. The evaluation task was then
to use the topic statement to try to locate the jump-in point. This section gives
more details of the task and the AMT HIT used to develop the test collection.

7.1 Setting Up an AMT HIT

The first step is for the requester to enter the AMT system, as shown in Figure
1. Once in the system, the requester selects a category of task which they wish
to undertake, see Figure 2.

11 http://www.multimediaeval.org

http://www.multimediaeval.org
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Fig. 2. AMT Options for Design of a HIT

Fig. 3. AMT List of available HIT designs

An AMT HIT is constructed on an HTML form. Several options are available
to the requester to develop their HIT:

– Use one of the templates provided within AMT.
– Download one of the templates from AMT, edit it and upload the edited

HIT to AMT.
– Write their own, and upload it to AMT.
– Select an existing template that they uploaded previously.

Figure 3 shows the HITs designs available to the requester.
The MediaEval 2011 RSR HIT was written from scratch and uploaded to

AMT. Once uploaded the requester can preview the HIT as it will be seen by
the worker, see Figure 4. When the requester is satisfied with the HIT, they
can publish it to make it available to the workers, see Figure 5. Note that for
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Fig. 4. Previewing the HIT

AMT, the requester must have sufficient credit registered in the system to pay
for completion of the batch before it can be made available to workers.

Once a HIT has been selected and made available to workers, the requester can
monitor the progress of the current batch of the instance of the HIT. Figure 6
shows the percentage of the requested task completed so far by the workers. This
also shows the average time to complete a HIT and the average rate of pay for the
work. This information is useful to the requester in assessing the effectiveness of
the HIT and to potential workers to decide whether to apply for the HIT.

Completion of the overall RSR query construction task required multiple
workers to complete the HIT by viewing different video files. Operation of the
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Fig. 5. Publishing HIT to be available to Workers

HIT required input variables to to specify the video to be viewed in this instance
of the HIT. The variables gave details of the path to the server where the video
to be viewed in the HIT was stored. The code also specified the video player to
be used and the video to be played.

A set of HITs to be completed in a single batch are defined in a csv file
uploaded by the requester. The values of the variables (the names of the videos
in this case) are specified in the file. The csv file to be used in this batch of
the HIT is selected using the interface shown in Figure 9. During execution of
the batch AMT keeps track of which HITs have been completed. Workers are
assigned HITs until either the batch has been completed, or the requester stops
execution of further HITs in this batch.
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Fig. 6. AMT progress of the current batch of the HIT

7.2 Details of the MediaEval 2011 RSR HIT

This section gives details of the MediaEval 2011 RSR HIT. The version of the
HIT shown here was used for collection of the experimental dataset, and was
developed iteratively using batch trial runs. The development and use of the
HIT had a research element to it. The examples of crowdsourcing in language
and multimedia technology research outlined earlier are generally simple tasks
where workers are asked to objectively label linguistic or visual content. By con-
trast, the RSR HIT was exploring the behaviour and effectiveness of untrained
crowdsource workers in a creative process, in this case the generation of the
search queries to look for the known-item. The ability of carry out research ac-
tivities requiring creative input potentially greatly increases the scope for use of
crowdsourcing in research.

MediaEval 2011 RSR HIT

Find interesting things people say in videos.

Imagine that you are watching videos on YouTube, when you come across some-
thing interesting you might want to share it on Facebook, Twitter or your
favourite social network.

Now please watch this video and search for an interesting video segment that
you would like to share with others because it is:

an apology, full example
a definition, full example
an opinion, full example
a promise, full example
a warning, full example
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Fig. 7. Selecting a csv file for a batch of HIT runs

(you can move your mouse over the words for text-only examples and click for
full example with video)

The selected segment should be around 10-30 seconds long. Don’t be alarmed if
the video doesn’t start at the beginning (and also don’t scroll back).

When you are finished with answering the questions, don’t forget to click the
”Submit” button at the bottom of the page. Thank you very much for your help!

1) What kind of segment is the video part that you selected?
- an apology
- a definition
- an opinion
- a promise
- a warning
- I can’t find anything like this in this video

2) We can improve our task by excluding this video. Only if you chose ”I can’t
find anything like this in this video”, please give us a reason why and tell us if
you think other people will have the same problem (one or two sentences, please
be as neutral as possible in your description), and you should skip the follow-up
questions.

3) For your selected segment (in 1) above, what is the start time (please specify
exactly in minutes and seconds)? Please pay attention to the time shown in the
left corner of the bottom line of the video player.
Minute
Second

4) For your selected segment (in 1) above, what is the end time (please specify
exactly in minutes and seconds)? Please pay attention to the time shown in the
left corner of the bottom line of the video player.
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Minute
Second

5) What was said during your selected segment? Please write down the exact
words the speaker is saying (please transcribe precisely). If you are not sure what
the exact word was, please write down what your think the word was and mark
it with a star (for example, ’French president *Sarkosie was saying ...’ if you are
not sure how to spell the name ’Sarkozy’ properly)

Fig. 8. Requester Results

Fig. 9. Requester’s view of the HIT as seen by the Worker
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Fig. 10. List of currently available HITs

6) When sharing this particular part of the video (your selected segment) on a
social network, what comment would you add to the video to make sure that
your friends have an idea what the video segment is about?

Please do not use informal internet language (such as ’4 u’ instead of ’for you’).

Be as objective as possible when describing the video segment and do not express
your personal opinion/attitude, either positive or negative.

7) Imagine you would like to search for similar video segments using a search
engine (such as Google, Bing, Yahoo) what would you put in the search box?

We understand that this work requires a lot of your time and concentration, so
we would like to bonus the high-quality of your results.

Please tell us your opinion about the size of bonus you deserve. Choose and
justify your choice. Please keep in mind that we are carrying out non-profit
university research (we can afford a maximum of 21 cents bonus, but only for
really excellent responses).

When making our decision on your bonus level we create a compromise between
our budget and your request.
0 cents
7 cents
11 cents
21 cents

7.3 Details of Completed HITs

The requester can view a summary of the workers who have selected and com-
pleted the HIT and their activities, shown in Figure 8. A more detailed version
can be downloaded in a csv file.
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The requester can review the HIT exactly as seen by the worker, the next
slide, shown Figure 9. In the case of the RSR HIT, this means that the requester
can see the specific video viewed by the worker. This enables the requester to
check and confirm the details of the work delivered.

When deciding whether to select a HIT, a worker can view the currently
available HITs, shown in Figure 10. This shows:

– a brief summary of the HIT,
– whether there is a qualification requirement,
– the time allotted for completing it,
– the available reward for the HIT,
– no of HITs available for the batch,
– and for partially completed batches, the payment per hour made to workers

so far.

Requesters may also provide potential workers with a sample HIT so that they
know what they will need to do.

7.4 Notes on the MediaEval 2011 RSR HIT

There was no qualification requirement for the HIT. However, workers had to
have a 90% acceptance rate by requesters for their previous work. A small scale
initial run received negative feedback because the reward payment was judged to
be too low for the work required. Increasing the reward for a subsequent batch
of HITs fixed this problem. Also, indicating that the work was being carried out
for a non profit organisation (a university) meant that workers were more willing
to accept the level of payment on offer.

Workers were allowed to select their own bonus from several available to reflect
the quality of their work. Workers were generally found to be honest and good
judges of the bonus their work deserved, interestingly many did not request the
maximum available bonus payment.

Some problems were encountered due to the need to play an external video.
these included:

– issues with the worker’s browser.
– issues with their equipment, e.g. audio playback.
– issues with bandwidth required to play the video.

Workers were allowed to indicate if they were unable to find one of the target
speech acts in the video they were given: In which case they did not need to
complete the HIT form. Subsequent checking showed that they were generally
correct in their judgement. However, some spamming of the HIT was found. In
these cases workers were clearly not attempting to complete the HIT properly,
and they were not paid in these cases. In some cases workers had completed the
HIT, but their work was not found to be useable in the RSR task. In these cases,
since they had clearly honestly attempted to complete the task, payment was
made. Overall the use of this HIT for development of the MediaEval 2011 RSR
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was found to be successful, with a general conclusion being that AMT workers
are able to untake carefully designed creative tasks. A mode detailed description
of the design of the MediaEval 2011 RSR test collection is contained in [6].

8 Resources Available to Support Use of Crowdsourcing

A large number of resources are available from the Crowdsourcing News,
Events, and Resources website maintained by Matt Lease at:
http://ir.ischool.utexas.edu/crowd. This includes slides from conference
and workshop tutorials and keynotes, lists of recommended readings, etc. The
CrowdScope wiki providing links useful links to crowdsourcing resources is avail-
able at http://crowdscope.org/.
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Abstract. This text gives a broad overview of the domain of visual
medical information retrieval and medical information analysis/search
in general. The goal is to describe the specifics of medical information
analysis and more specifically of medical visual information retrieval in
this book of the PROMISE winter school. The text is meant to deliver
an annotated bibliography of important papers and tendencies in the
domain that can then guide the reader to find more detailed information
on this quickly developing research domain. This text is by no means a
systematic review in the field, so some citations might be subjective but
should lead the reader to further publications. The given references will
provide a solid starting point for exploring the domain of medical visual
information retrieval.

Keywords: Medical information retrieval, content–based image
retrieval, medical visual information retrieval.

1 Introduction

Medical practice relies on data available on patients and usually tries to find ev-
idence for or against specific diagnosis leading to further examinations or treat-
ment [1, 2]. Decisions are thus often taken based on probabilities for or against
a specific diagnosis. The more medical knowledge becomes available the more
complex the relationships between the data and a potential outcome become.
Modern medicine is thus increasingly producing data that can be treated by
computers and the types of tests also change quickly over time. The amount of
data produced per patient in modern hospitals has increased strongly over the
past 30 years as has the amount of medical knowledge published in the scientific
literature [3]. Medical imaging is in large part responsible for the data growth
as modern tomographic devices produce ever thinner slices and also temporal
sequences leading to an explosion of visual data produced. It is estimated that
around 30% of world storage capacity is dedicated to medical imaging and that
mammography in the United States alone accounted for over 2 Petabytes in
2009 [4]. Analyzing such large amounts of data now requires computerized tools
to remain efficient and particularly good processing infrastructures for compu-
tation [5]. Currently most use of the data is per patient but it has become clear
that reusing the data to find connections and help solving cases with data of
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other past cases can improve current care. Secondary use of medical data has
thus been discussed many times [6, 7].

This article has the aim to introduce medical information retrieval in general
as a domain but with a clear focus on retrieving visual information. Also for
the retrieval of visual information many techniques from text retrieval are used
and thus a general introduction is given and references to medical text retrieval.
Then, the more detailed analysis is on the search for visual medical data.

Medical information retrieval has always been an active domain of information
retrieval research [8] and many studies have been performed on the information
searching behavior of physicians [9–11] showing that there are many information
needs in clinical practice but that time is often too short for detailed search.
Many physicians have regular information needs during clinical work, teaching
preparation and research activities [9, 12]. Studies showed that the time for
answering an information need with MedLine is around 30 minutes [11], while
clinicians state to have approximately five minutes available [10]. Besides clear
information needs there is also often a need to find similar cases, for differential
diagnosis and also for cases–based reasoning [13].

Existing medical retrieval engines include the health on the net web page1 for
professional and also public access to health information. Professional access to
the literature is given with the PubMed2 search system that offers many access
possibilities to the scientific biomedical literature including manual annotation
of the articles with MeSH terms oragnized by the American National Library of
Medicine. Medical search engines targeting radiologists but relying on text for
research are Goldminer3 [14] and Yottalook4

Section 2 describes basic tools used to analyze medical texts, Section 3 details
the main visual search techniques and approaches and finally Section 4 discusses
the text critically with its main findings and ideas for future directions.

2 Medical Information Analysis and Retrieval

As said in the introduction, textual medical information retrieval is a mature
domain with many techniques and applications available [8]. This domain deals
with the analysis of medical texts in general and very often with extracting infor-
mation from medical texts for further analysis. Natural language processing has
for many years resulted in extracting information from medical texts [3, 15, 16]
and sometimes mapping this information onto medical ontologies [17] to increase
the value of extracted information. In general, medical ontologies have been cre-
ated for many years to allow for higher quality coding of diagnoses, acts, and
events of clinical practice. MeSH (Medical Subject Headings) is a terminology
used to annotate PubMed scientific articles, UMLS (Unified Medical Language
System) is a metathesaurus containing a large number of terminologies and in

1 http://www.hon.ch/
2 http://www.pubmed.gov/
3 http://goldminer.arrs.org/
4 http://www.yottalook.com/
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radiology RadLex is a standard terminoly for use in radiology reports [18]. All
these terminologies have links between the items and allow for exploiting se-
mantic analysis. The LinkedLifeData5 combines these terminologies and several
others in a semantic repository that can also be used for extracting information
from medical texts. Medical interoperability for data exchange can then rely on
the many existing standards [19] to make sure that all partners in a particular
health system actually understand the same standards and units when compar-
ing information that has been shared. The National Library of Medicine in the
United States is one of the largest actors in health data analysis and retrieval
and much research is performed here. This includes text search engines [20] as
well as approaches for the retrieval of images [21].

Many parts of medical information retrieval actually use the same principals
as general text retrieval [22, 23]. The main particularities are really linked to
a detailed analysis of terminologies and the sometimes big differences of medi-
cal language in several countries. This means that non–standard abbreviations
are frequently used and in some languages latin forms are used, sometimes in
combination or to replace normal language forms.

3 Medical Visual Information Retrieval

Several review articles give a much more complete view of the domain and the
current tendencies than this somewhat subjective annotated bibliography [24–26].
Early articles mentioning content–based medical image retrieval are [27–29].

3.1 Techniques

The basis for most visual retrieval applications are components for describing
the images, or visual features, indexing and storage methods that allow for fast
data access also with large databases, distance measures to compare two images
or cases and then user interface components that allow presenting results to the
user and interacting to optimize the shown results based on feedback obtained
from users. Figure 1 shows this basic system layout with its components. Several
of these components can include machine learning approaches such as the visual
features or the distance measures that strongly depend on the type of data,
and there are also many pre–processing steps that can be used to normalize the
images for better comparison.

Most of the techniques used in medical image retrieval are broadly similar
to techniques employed in non–medical systems. Detailed description of non–
medical content–based image retrieval systems can be found in [30, 31]. One of
the differences is clearly that medical text processing is quite advanced and that
medical images can not really be analyzed without having their textual context.
General images can often be analyzed with respect to simple objects or what
is in the image whereas the context is also require to better integrate what the
image is about or even what a picture invokes in people [32].

5 http://www.linkedlifedata.com/
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Fig. 1. Overview of the principal components of content–based image retrieval systems

3.2 Applications

Visual medical information retrieval has remained for a long time a purely aca-
demic domain with most systems not even tested in clinical routine. One notable
example for a small user test in a real clinical setting is [33] that used image
retrieval for radiologists in diagnosing interstitial lung diseases showing that par-
ticularly inexperienced users gain from getting additional images through visual
information retrieval. There are a few retrieval systems that are rather made for
browsing in broad databases but these systems offer generally only a low qual-
ity [29]. On the other hand many systems were developed for specific applications
such as interstitial lung diseases [33, 34], spine images [35] or the liver [36]. A
detailed overview of applications and also interfaces of medical image retrieval
is given in [37]. A typical screenshot of a medical content–based image retrieval
system can be seen in 2, showing the retrieved images to a visual query in a grid
layout sorted by similarity.

Another screenshot can be seen in Figure 3 showing the Goldminer radiology
search system. Here the images are shown in connection with the articles in
which they appear highlighting the need for context and also the fact that most
often cases are search for in clinical settings and not really single images without
this context.

3.3 Evaluation of Visual and Textual Medical Information Retrieval

Within the Cross Language Evaluation Forum (CLEF6) an image retrieval task
started in 2003 and a medical image retrieval task was added for 2004 [38]. This
contest evaluates the quality of textual and visual information retrieval systems
for medical texts with a focus on images and on multilingual retrieval. Varying
data sets have been used over the ten years of its existence, starting with teaching
files [39], then radiology journal articles and finally articles of the medical open

6 http://www.clef-campaign.org/
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Fig. 2. A screenshot of a typical medical image retrieval system showing the image
results in a matrix ordered by similarity score and the diagnosis of the cases, including
a link towards the case and the image in full resolution

Fig. 3. Screenshot of the Goldminer radiology search engine with a list of images found
for a textual search term in connection with the article in which they appear; visual
search is not possible in this system
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access literature based on PubMed Central. In 2012 over 300’000 images were
made available for retrieval. Three tasks are offered:

– image modality classification, so classifying each journal figure into one of
38 images modalities ranging from radiology modalities to biological image
types and compound figures;

– image–based retrieval, meaning that the search target are single images; a
search need is expressed through text in several languages and a few example
images;

– case–based retrieval, meaning that the search target is a journal article that
can be considered relevant for differential diagnosis of a given case that
includes an anamnesis and images but no diagnosis.

More on the ImageCLEF campaigns and their outcomes can be found in [40, 41].
In general, several lessons have been learned over the past years:

– text retrieval is in general more stable and performs better than visual re-
trieval;

– combinations of textual and visual retrieval are delicate and the exact fusion
often determines the quality of the final results with multimodal runs often
obtaining the best results;

– approaches based on various types of visual words most often outperform all
other approaches for visual retrieval;

– modality information and other classification–based outcomes can be used
well to improve the retrieval results.

3.4 Challenges and Next Steps

Although content–based image retrieval is now well over 20 years old and also
medical visual information retrieval over 15 years, still many challenges remain
or have been uncovered in the past years as system get closer to clinical routine
and physicians request new ways to navigate in the increasingly large data sets.
One real challenge are clearly extremely large data sets or big data as very few of
the current approaches scale well [42]. Approaches such as Hadoop/MapReduce
exist but then still need to be adapted to the Terabytes produced in hospitals.
What makes things worse in medical imaging is the fact that the regions of in-
terest potentially relevant for a specific disease are often extremely small. Search
by region of interest is one of the most frequently requested functionality of radi-
ologists [43]. Ways to find out more about potential regions of interest in images
can be eye tracking as seen in Figure 4. The images show clearly that the regions
actually observed in detail are small and for most imaging types and suspected
diseases we can probably create probability maps on whether it can potentially
be a region of interest or not. This could potentially also reduce the amount of
data to be treated and also transmitted to ease the burden of big data.

Another area that has been touched in ImageCLEF but will require much
further research is case–based retrieval that also includes images in addition to
free text and structured data. Case descriptions or journal articles often include
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Fig. 4. A screenshot of a test with eye tracking equipment, show that regions of interest
or volumes of interest are often rather small

incomplete data and images taken for similar cases might vary between hospitals.
The interactions and dependencies between images and clinical data are equally
important and much has still to be learned. First publications on case–based
retrieval exist in [44–46]. Something that could well help in this respect is a
good annotation or coding of images that would allow the use of semantics. In
radiology the RadLex standard [18] is an important step into this direction, and
this plus the automatic extraction of semantic features can help much for the
future. This would also allow to check data consistency and also contradictions
using the large body of knowledge of the LinkedLifeData7.

Currently the by far strongest increase in medical imaging are multidimen-
sional tomographic series, including a variety of modalities from CT (Computed
Tomography), to MRI (Magnetic Resonance Imaging) and PET (Photon Emis-
sion Tomography) and combinations of these such as PET/CT. The increasingly
thin slices create more detail and make viewing more difficult but offer many new
possibilities for real 3D information retrieval [45, 47, 48]. Such solid 3D texture
analysis can help to highlight regions of interest for physicians in volumes and
make viewing easier. In the case of 4D data even the simple viewing becomes
hard and so there is a read added value in making the data accessible in an
easier way [49] 4D data sets can be 3D series with a time component or in the
case of dual energy CT that creates 10 volumes of a body region imaged with
varying energy levels that can potentially be useful in clinical application but go
well beyond human vision.

Figure 5 shows an example of a 3D texture classification system that can be
used as diagnosis aid. The different tissue types of the lung are shown in colored
regions and can then be visualized in 3D allowing to explore the model or via a

7 http://www.linkedlifedata.com/
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Fig. 5. A web–based interface of a system for diagnosis aid on lung diseases; the texture
is classified into different classes and then shown in various 3D views

standard color overlay in a grey scale slice view. This can help physicians viewing
images quicker. In general visualization is an extremely hot topic and important
in radiology to be able to analyze images quickly. The Osirix8 viewer is another
important example allowing various views on the data and many plugins or tools
for specific applications.

4 Discussion and Conclusions

This text gives a broad overview of medical information retrieval with a clear
focus on the retrieval of visual information. The idea is to present an annotated
bibliography and help getting a quick access to current developments in this
field. This text is not a systematic review and thus some of the citations may
be arbitrary but they do present current developments in the field and several
classical review articles as well. Medical information retrieval has been a busy
field for over 40 years and for medical visual information retrieval this has also
been the case for 15 years. The way in which medicine moves towards an increas-
ingly information rich field will make it necessary to develop new tools to make
stored knowledge accessible and usable by physicians. Before images and their
metadata will be fully integrated into information retrieval and clinical decision
support I still expect several research rich years.

8 http://www.osirix-viewer.com/
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Abstract. Information visualization is defined as an interactive and graphic 
amplifying cognition. Moreover, the field of information retrieval is the original 
scope of information visualization. Nevertheless, many problems remain. The 
exploratory research information is presented as a task context conducive to the 
use of visualization. The research aims to identify the dynamic and interactive 
graphics that use a  search visual interface (versus text), and the gain in terms 
of usability compared to strategic and tactical requirements of the task of explo-
ratory search on the Web exploratory type. The theoretical, conceptual and me-
thodological framework is presented. 

Keywords: information visualization, exploratory search, clustering, usability. 

1 Introduction 

The search engine has established itself as an almost exclusive means of searching 
and browsing the web, and its technical and algorithmic performance is widely recog-
nized.  However, the “query-result” paradigm has several interactivity limitations and 
is only appropriate for a limited spectrum of search taxonomies [1]. Indeed, Google’s 
search interface is considered adequate only for 17% of the searches it performs [2]. 
Considering the broad spectrum of information search taxonomies [2], [3] and infor-
mation behaviours [4], a new current in scientific research has emerged in the past 
years that focuses on the interaction between the user and the system rather than the 
individual analysis of those entities [5], [6]. Indeed, the searching interface has be-
come a focal point for researchers [7]–[10]. For exploratory searching in particular 
[11], new interfaces are being developed for the benefit of relevant exploratory tactics 
and strategies [9]. In this respect, visualization of search results appears as a promis-
ing device for the information seeking process. 

Due to the double interactive and visual-perceptual process it entails [12], [13], 
visualization is characterized by its tendency to amplify the cognitive faculties de-
ployed by the user for knowledge building, analysis and learning processes [14]. Nev-
ertheless, in the field of information retrieval, the evidence of cognitive amplification 
is yet to be demonstrated within the exploratory search context.  

Thus, our research stands on the crossroads of several challenges. Firstly, although 
it is known that visualising information aids memorisation and analysis of information 
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in general, the means of implementing visually structured search results remains to be 
determined. Secondly, the new interactive modalities required by the exploratory 
research process introduce additional dimensions which extend beyond the reach of 
typical recall and precision metrics. Thirdly, it has not yet been verified that, when 
compared to other interfaces designed for exploratory search, visual and interactive 
presentation of results leads to a clear gain over a textual list-based presentation, 
based on the same clustering algorithm.  

The goal of this research is to assess the gain in terms of usability, from the user’s 
point of view, of exploring search results through a visual layout (as opposed to a 
textual layout) when performing exploratory searches on the Web. Increasing usabil-
ity of an interface means reducing the cognitive load associated with its use and sim-
plifying the cognitive, affective and physical processes related to the final task of the 
user.  

Because we believe that interactive visualization reduces cognitive load associated 
with information treatment processes required by cognitive strategies and research 
tactics in the context of exploratory information search, we assert that it can benefit 
the user’s investigation and discovery processes beyond the known positive effects of 
clustered results [15].   

Our research aims to evaluate the usability of visualization in the context of ex-
ploratory information search on the web. To accomplish this, we wish, through heu-
ristic analysis and controlled experimentation by simulating tasks related to explora-
tory information search, to: 

• Identify the graphical and interactive functional factors of visualization that have 
an impact on the process of exploratory information searching 

• Correlate visualization and exploratory information searching in terms of usability 
on the basis of identifiable search strategies and interactive views, according to ei-
ther the user’s proficiency in a particular field of knowledge or his expertise in in-
formation searching 

• Through interaction between the user and the context-related visualization device, 
define what represents a gain or an obstacle in the process of exploratory informa-
tion search, in particular with respect to the user’s own strategies and tactics 

2 Litterature Review 

2.1 Exploratory Search 

Marchionini [11] and White and Roth [16] have modeled the exploratory search proc-
ess by providing perspective on the iterative and non-linear dynamics between differ-
ent cognitive strategies and associated search tactics. 

This model highlights interactions between different strategies and their associated 
tactics. Among exploratory search tactics, several behavioural information search 
models, such as the « berry-picking model » by Bates [17], the « sense-
making model» by Dervin [18], and « information foraging » by Pirolli et Card [19] 
can be recognized. 
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Fig. 2. Reference model for information visualization process (Source: Card, Mackinlay et 
Shneiderman [14] p. 17 reprinted with permission) 

To accomplish this, visualization of search results is designed with the aid of clus-
tering algorithms originating from the field of text searching. The web has and will 
continue to bring numerous challenges regarding the structuring of search results [23]. 
To this day, unsupervised clustering algorithms (Suffix Tree Clustering, k-means) can 
be adapted to the dynamics, the heterogeneity and the size of the web. Moreover, this 
structuring process, with or without downstream visualization, is known to facilitate 
investigation and discovery within large masses of textual material. As a result of 
these properties, visualization helps the knowledge crystallization process. 

This crystallization process (fig 3) calls for tactics and strategies that are similar to 
those of exploratory information search. Interactive viewing allows direct manipula-
tion of the graphic representation in order to enable analytical and investigatory proc-
essing of results, thus providing an insight into the state of knowledge available on the 
web on a particular subject.  

However, beneath the surface of visualization’s generic principles, the application 
of visualization in the environment of search results remains problematic. Some 
openly criticize the use of this device on search results given the textual nature of 
information [8]. In the commercial sector, two important players have been forced to 
cease their operations as visual meta-search engines: Kartoo and Grokker. On several 
occasions, in a general context or with reference to information search, researchers 
[25]–[27] report similar findings concerning  visualization: challenges include a lack 
of understanding of the cognitive processes involved, scalability issues associated 
with the variable size of the information mass to be processed, and difficulties related 
to categorization and labelling of search results [23]. 

On a more fundamental level, a major obstacle to the establishment of this device 
is the absence of an authoritative evaluation method [28]. Although the theoretical 
principle of cognitive amplification is agreed upon, its application is based on a mul-
tidimensional analysis, where a deep understanding of the interaction between the 
user and the system is essential. The question is then: how to evaluate the impact of 
interactive views on the user experience of information seeking process? 
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Fig. 3. Knowledge crystallization during information visualization process (Source: Card, 
Mackinlay et Shneiderman [14] reprinted with permission) 

2.3 Evaluation of Search Results Visualization 

The evaluation of a system aims to assess its capacity to satisfy a user according to 
chosen criteria [29]. In the fields of both scientific research and innovation, evaluation 
serves the role of a barometer that is able to validate the quality of a system with re-
spect to different criteria, such as performance, satisfaction, usefulness or usability. 
The objective, the context, the task at hand and the stage of maturity of the system are 
all relevant criteria for selecting a scenario and an evaluative approach [30]. Tradi-
tionally, information retrieval systems were evaluated through performance, a system-
centered criterion, by measuring the system’s recall and precision rates [31]. The 
interdependency between the interactions generated by the system’s use and the in-
formation seeking process performed by the user makes placing the user at the core of 
the evaluation process essential. 

Evaluating the visualization of search results will address the requirements of the 
task at hand as well as those of the exploratory search and of the visualization proc-
ess. To perform this assessment, we aim to take advantage of the shared nature of 
visualization and information seeking processes, as summarized by Zhang [32], and to 
gauge the added value of the visualization device. Several evaluation methods are in 
use, although none have earned general recognition [33]. To evaluate the user experi-
ence with respect to a given task, it is recommended to assess device usability [30] 

In practice, it appears that few usability studies have been conducted to this date [25], 
[34], [35] and that controlled, user-centric experiments are currently the preferred  
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approach. The latter offer the advantage of precise and generalizable results [28]. Most 
are focused on method evaluation and measuring the impacts of individual characteris-
tics (gender, spatial abilities, cognitive style, associative memory). However, the  
heterogeneity of chosen measures, tasks and visualizations thwarts the process of com-
paring results [36]. In addition, some case studies and longitudinal studies have been 
performed; their results are very detailed but remain hardly generalizable. Moreover, 
although not pertaining specifically to the evaluation of visualization of search results, 
the usability evaluation framework designed by Wilson [37] establishes measures that 
allow the assessment of interactive features according to the strategies of exploratory 
research. The last method for evaluating user experience considered in this research 
focuses on the insight gained by the user from the visualization of the presented infor-
mation, rather than on the device and its components. North [38] mentions that these 
two evaluations are not in opposition but that they are, on the contrary, rather comple-
mentary. Indeed, Rester and Pohl’s [39] study on the evaluation of a visualization de-
vice designed to facilitate exploratory research processes confirms this statement. 

3 General Study Design 

Our research seeks to evaluate, in terms of usability, the added value of the visualiza-
tion of search results in the context of exploratory information search on the web. The 
main hypothesis of this research is that interactive views support the tactics and 
strategies related to information searching. 

 

System

- classification algorithm 
- interactive display

- number of displayed search results

User

- Search task
- Domain knowledge expertise

- information literacy
- Time limit

Insight

Effectiveness

EfficiencySatisfaction
 

Fig. 4. Design of the usability evaluation of search results visualization 
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Several types of expertise are tested simultaneously to shed light on the various 
factors known to have an impact on the skills required for the use of information visu-
alization and exploratory information search on the web. Thus, the proposed heuristic 
analysis will be performed by information visualization experts. The experimental 
phase calls for two types of users: 15 volunteer users that have demonstrated their 
proficiency in information handling by successfully completing the Information 
Search coursework at the Library Sciences School of the University of Montreal, as 
well as 15 users that have proven skills in a field of knowledge related to the task of 
information search. 

4 Conclusion 

In theory, visualization constitutes an external cognitive aid. It supports memorisation 
and the processes of analysis and investigation by highlighting patterns and relation-
ships between various pieces of information. These cognitive properties appear to 
assist the strategies and tactics required by exploratory information search. This re-
search aims to evaluate, in terms of usability, the added value of a device designed for 
the visualization of search results within an appropriate context. We hope this work 
will make three types of contribution to evolving knowledge. Theoretically, we seek 
empirical evidence confirming the cognitive benefits of visualization in the context of 
exploratory information search. Methodologically, we aspire to devise effective quali-
tative metrics for evaluating the visual interface for exploratory information search. 
Lastly, we wish to formulate practical recommendations for successfully integrating 
visualization into information search interfaces. 
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