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Preface

Writing these words means that we have reached the end of a long road, and
that in some way all the obstacles and problems have been overcome. We can
now say that it is a great pleasure to welcome you to IESS 1.3.

IESS 1.3 is the 4th in the series of International Conferences on Exploring
Service Science. The IESS conferences provide a forum for the presentation and
exchange of exploratory research results and practical experiences within the
field of service science. In the year 2013, the conference was hosted by FEUP,
Faculty of Engineering of the University of Porto, Portugal, during February
7–8, after having been very successfully held for the past three editions in
UNIGE, University of Geneva, Switzerland.

Service science is an interdisciplinary approach to the systematic innova-
tion in service systems, integrating management, social, legal, and engineering
aspects to address the theoretical and practical aspects of the challenging ser-
vices industry and its economy. Service science leverages methods, results, and
knowledge stemming from these disciplines toward the development of its own
concepts, methods, techniques, and approaches thus creating the basis for true
transdisciplinary gatherings and the production of innovative results.

The conference theme of IESS 1.3 was “Enhancing Service System Funda-
mentals and Experiences.” Complex multi-technology-based service systems are
now being deployed covering most aspects of life in our society. The sustain-
ability of service systems involves technical, economic, and social responsibility
issues, and therefore its fundamentals need to be better understood. Opportuni-
ties for radical innovation arise in this environment, and new transdisciplinary
exploratory work is deemed essential to address all the challenges being faced.
Service system value co-creation also requires an improved understanding of the
experiences that are being designed for the benefit of everyone. Service science
needs to explore enhanced methods, approaches, and techniques for a more sus-
tainable and inclusive economy and society.

This challenging proposal of IESS 1.3 attracted scientists and practitioners
from all over the world to submit their contributions. Up to 78 submissions were
received from 22 countries, out of which the Program Committee selected 19
top-quality full papers and 9 short papers (starting from p. 279). This strong
concurrence has given an acceptation rate of 28%, what explains by itself the
hard selection process of the conference. All the submissions where reviewed
by at least three members of the IESS 1.3 Program Committee, composed by
well-known and relevant scientists related to the different topics. The resulting
program reflects the fact that Exploring Service Science encompasses human
and organizational issues as well as technical issues. This includes different issues
related to the innovation, services management, services engineering and services
discovery.



VI Preface

We would especially like to devote a special thanks to the members of the
Program Committee and referees for doing an excellent work in reviewing the
submitted papers. Their dedicated work was instrumental in putting together
another high-quality IESS conference. We also wish to give special thanks to the
local organizers at FEUP for their commitment, in particular Isabel Horta and
Vera Miguéis. Thank you very much!

Finally, the IESS 1.3 organizers would also thank the main conference spon-
sors that made possible the success of the conference, and also the keynote
speakers.

We wish you a very pleasant reading, and a fruitful use of these results in
your research and applications.

February 2013 João Falcão e Cunha
Mehdi Snene

Henriqueta Nóvoa
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Capabilities in Systems Engineering: An Overview . . . . . . . . . . . . . . . . . . . 29
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Strategic Reorientation and Influences on Business-IT 
Alignment: Case Study of a Luxembourgish Financial 

Services Provider 

Dieter De Smet and Wolfgang Molnar 

Public Research Centre Henri Tudor, Avenue John F. Kennedy 29, 
1855 Luxembourg, Grand Duchy of Luxembourg 

{Dieter.Desmet,Wolfgang.Molnar}@Tudor.lu 

Abstract. This research aims to provide a concrete description of the influences 
from a financial services provider’s strategic orientation on its business-IT 
alignment practices. Adopting an in-depth, qualitative case study design, 
several semi-structured interviews were conducted. Interview data was analysed 
by using a customized reference framework for the governance and 
implementation of business-IT alignment initiatives. The case study induced 
insights about the influences of (1) the IT legacy, (2) the existence of more 
opaque business goals or an unclear definition of them and (3) a low level of 
inter-departmental collaboration. The expertise of an external partner favoured 
streamlining the provider’s service delivery, yet influenced the existing 
practices which are more focused on customer service. The new strategic focus 
is based on the need for growth and the dependence on external know-how. 
This is the first business-IT alignment study from a financial services provider 
offering pivotal services in the Grand Duchy of Luxembourg. 

Keywords: Financial services, case study, business-IT alignment. 

1 Introduction 

Information systems and technology play a paramount role in the financial services 
industry because it was one among the first to adopt it [1]. Furthermore it can be 
considered as a clear example of a service industry because its core business is the 
processing of information [2, 3] and its use of information technology was also 
reported to be relevant as a competitive advantage [4, 5]. 

This research will provide in-depth insights into the impact strategic reorientation 
has on business-IT alignment practices and explore its influence on the co-creation of 
new (financial) services. This is possible through case study research and this study 
relies on an established typology in strategic management, the Value-Discipline 
Model [6], to characterize the company’s context. 

The strategic focus of the involved company (before strategic change) is more 
“customer intimate”, due to its central and unique position in the past (i.e. cooperative 
structure for the local market with fewer customers). The shift in strategy caused its 
focus to evolve towards “operational excellence”, in order to operate in the EU 
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market and work with many customers. Following the Value-Discipline Model, a 
company will not be able to excel in all value disciplines (i.e., product, process and 
customer) because the fundamental culture, structures, people, processes and business 
activities lead to an excellence in only one discipline, creating difficulties to achieve 
excellence in the others [6]. Within financial services there is a need for balance 
between operational excellence and customer intimacy as they cannot be excluded 
from each other [7, 8]. This research will deal with a context where this balance is 
being tipped in favour of operational excellence. 

To the best of our knowledge, this research’s contributions are threefold. Firstly, 
past research into business-IT alignment for financial services did not focus on 
Luxembourg, but on several other countries (cf. section 2). Secondly, the influence 
from the growth requirements, followed by a strategic repositioning, also wasn’t 
researched in those countries. Lastly, the resource dependency theory [9] hasn’t been 
used as a theoretical lens in business-IT alignment research involving financial 
services companies. 

The rest of this research will be structured as follows: the second section will 
provide a literature review of business-IT alignment within financial services and its 
link with service science. The third section will describe the research site, approach 
and methods for data collection and analysis. The actual findings from this case study 
will be presented in the fourth section and its discussion with implications will be 
discussed in the fifth section. 

2 Literature Review 

Business and IT leaders need to align their respective strategies to ensure 
advancement of the company. Possible reasons for its importance can be found in the 
dynamic environment, both from a business and technological point of view, thereby 
creating many opportunities and challenges [10]. Business-IT alignment can be 
viewed as a process or as an outcome [11], complementing this dynamic environment 
[12]. Technology and information systems are able to operationalize the strategy but 
they can also build new ones [13, 14]. Disposing of a companywide, strategic 
alignment model is therefore paramount to adapting and implementing changes [15-
17] in the service system. 

Service science research is oriented towards the co-creation of new services [5] and 
business-IT alignment fits into this, because it’s a collaborative effort in financial 
services companies [2]. Operational efficiency was found to be complementary with a 
profound customer knowledge within financial services [7]. Hence changes in the 
strategic focus of these companies can influence the co-creation of new services [8]. 
The latter requires an alignment between the value for the customer and strategic 
value for the company [18] through a systematic approach [19]. Appropriate valuation 
is an integral part of this approach, yet conventional financial methods are not 
sufficient for investments into these longer term strategic alignment initiatives. Thus 
various value-based analytical methodologies are being explored, still requiring a 
reinforcement of their theoretical grounds and integration into a crisp concept [20]. 
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Previous research dealing with business-IT alignment in financial services covers 
several countries. Mutual financial companies were researched in order to find the 
drivers for adopting an IT governance framework [21]. This also implies business-IT 
alignment since the goal of IT governance is to improve it [22]. Large financial 
institutions in the USA were investigated to gather insights into the reasons for 
alignment gaps [5, 23]. Australian financial institutions were also targeted in order to 
find practices that enhance alignment [4] or describe the use of an alignment model in 
custody services [3]. The effects on organizational performance were also explored in 
the Indonesian financial services industry [24]. Exploratory research in the Belgian 
financial services industry provided insights into the practices needed to be put into 
place, to favour business-IT alignment [25]. The Dutch financial services industry 
was used to test a business-IT alignment maturity model. Financial services 
companies were found to have a higher degree of maturity compared to public or 
professional services companies [26]. The retail sales process of a German financial 
company was also explored and alignment within the business itself was found to be 
an important driver for an effective, overall business-IT alignment [27]. The Swiss 
financial services industry was also studied but from a value management perspective, 
hence focussing on the anticipated results of the business-IT alignment process [28]. 
The enterprise IT architecture’s evaluation has also been studied before, empirically 
researching investment criteria within larger Austrian companies [29]. Another 
method for evaluating the service value for business-IT alignment was also proposed 
and explored within the Chinese financial services industry [30]. Next to the structural 
elements in business-IT alignment, social elements and human interactions between 
its actors are also relevant. Communication, trust and knowledge are social elements 
to take into consideration [31] and the possible influences from national cultures were 
also explored [32]. Communication issues between business and IT experts in 
financial services companies were also reported and possible solutions involve the use 
of sufficiently precise (not the same as detailed) abstract models to enhance 
understanding [33]. 

Table 1. Business-IT alignment research within financial services companies 

Country Research focus Reference 
Austria Investment criteria and enterprise architecture 

evaluation. 
[29] 

Australia and 
Canada 

IT governance choices for financial companies 
and regulatory differences. 

[21] 

Australia Explore business and information strategy 
alignment in banking. 

[4] 

Australia Determine if the strategic alignment model 
(SAM) is useful as a management tool to 
create, assess and sustain strategic alignment. 

[3] 

Belgium Triangulates research strategies to explore 
how companies are implementing IT 
governance and to analyse the relationship 
between these implementations and 
business/IT alignment. 

[25] 
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Table 1. (Continued) 

Belgium and  
the Netherlands 

Influence of the cultural dimensions of 
Hofstede on the variables of business-IT 
alignment maturity. 

[32] 

China Uses Business Aligned IT Strategy (BAITS) 
architecture which evaluates service processes 
and assesses its value based on the 
perspectives of stakeholders. 

[30] 

Europe Identity major alignment issues and attempt to 
determine the relationships between these 
issues. 

[2] 

Europe Use of international standards to understand 
and facilitate interactions between business 
and IT experts and the organization. 

[33] 

Germany Case study in four branches, the back office, 
and the IT department of a retail bank. 

[27] 

Indonesia Survey on the impacts of strategic alignment 
on organizational performance. 

[24] 

Indonesia 
(Manufacturing) 

The influence of employee alignment 
orientations on successful implementation of 
business-IT alignment is investigated. 

[31] 

Scotland The aim of the study was to ascertain the 
effects of technological developments on the 
traditional branch network of the banking 
industry by researching employees and 
customers 

[7] 

Switzerland Survey studying the expected benefits from IT 
projects and hence alignment initiatives.  

[28] 

The 
Netherlands 

Overview of theory development business-IT 
alignment and reports on the issues, based on 
a number of focus group discussions. 

[26] 

USA Reasons for alignment gaps between business 
and IT strategy. 

[23] 

USA Investigates differences in strategies at smaller 
and larger banks. 

[5] 

 
To the best of our knowledge, the resource dependency theory [9] and the 

influence of external partners haven’t been investigated before. The resource 
dependency theory was reported to serve as a framework for researching the 
interactions between complementary (or competing) organizations [34] and should 
therefore provide a good basis for this research where strategic change was stimulated 
by an external partner. It states that external partnerships and alliances are needed to 
acquire key resources for an organization’s growth and survival. This theoretical 
framework is interested in the effect of external constraints and doesn’t view 
organizations as fully autonomous or self-supporting. Hence tensions are unavoidable 
due to a certain degree of external control. 
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Our goal is to provide a concrete example of this and its influences on business-IT 
alignment practices within a financial services company. Therefore the following 
research questions (RQ) are formulated. 

 

RQ1: What are the influences of strategic change on the business-IT alignment 
practices within a financial services firm in Luxembourg? 

RQ2: How do these influences shape the business-IT alignment practices within a 
financial services firm in Luxembourg? 

3 Research Approach 

Understanding the business-IT alignment practices within a financial services 
company requires rich data. Qualitative research is therefore appropriate since it 
obtains insights into the specific processes and practices that exist within a location 
and its context [35]. This qualitative research chose a case study approach [36] with 
several semi-structured interviews within a financial services company to create an in-
depth case study [37]. It’s well suited when there are interactions between people and 
the organization [38], and it generates insights and rich descriptions [39]. This fully 
corresponds to our needs to explore the influence of strategic change on business-IT 
alignment practices. 

3.1 The Case Study Site: FiSCo 

The fictitious name FiSCo (i.e., Financial Service Company) will be used to describe 
the involved company. It was founded as a cooperative structure in Luxembourg with 
operating services providing back-office activities, such as clearing of stock markets, 
transactions and payments, internet payment transactions, etc. The company is 
confronted with new EU regulations which opened up a larger EU market with more 
potential competitors, but also business opportunities. 

Table 2. Overview of research interviews 

Number of 
interviews 

Position of the 
interviewee 

Responsibility of the 
interviewee 

1 Program Manager New service development  
and company transformation 

1 Head of Department Business Unit 
1 Chief Operating Officer Service to end users 
1 Head of Department Business Unit 
1 Team Manager Operational Control 
1 Chief Executive Officer Overall Management 
1 Head of Department Business Unit 
1 Head of Department Support Department 
1 Head of Department Support Department 

Total: 9   
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In total 9 persons participated to the interviews (cf. Table 2) which lasted between 
45-70 minutes each, conducted between January and February 2012. Nearly all the 
interviewees occupy strategic, leading positions in this organization, except for one 
which has an operational oversight role. The background of the interviewees was 
sufficiently diversified, with a mix of profiles having extensive in-company and 
previous experience in the industrial, consulting or financial services industry.  

3.2 Method for Data Collection 

The interview guide was pilot tested a few weeks before the interviews, in order to 
assess its clarity, sequence of questions, interpretations by interviewees and overall 
design. The identification of FiSCo as a case study site was done through purposive 
sampling and the identification of the interviewees was done through reference 
sampling. Therefore the case selection technique was based on the likely importance 
of FiSCo and the influence of the interviewees within that organization [40]. This 
facilitated in-depth discussions on business-IT alignment and the meaningful selection 
of interviewees allows our interview data to be reliable reflection of its context. There 
were always two interviewers and every interview was tape recorded, except one 
where very sensitive information was shared, requiring enhanced confidentiality. 

3.3 Methodology for Data Analysis 

Careful judgments are needed about determining which interview data is meaningful 
and significant [41]. It’s essential to have uniform criteria that describes a category in 
order to justify the inclusion of interview data within that category [42]. The Val IT™ 
framework developed by the IT Governance Institute [43, 44] was used as a starting 
point to meet this requirement. There are three groups of processes in the Val IT™ 
framework: Value Governance (VG), Portfolio Management (PM) and Investment 
Management (IM). The VG group of processes deals with the control and strategic 
direction. The alignment with the organization’s strategy is discussed in the PM 
process group. Finally the IM process group focuses on the formulation of a business 
case.  

Business-IT alignment is part of this framework since it tries to optimise the new 
service developments by proposing various processes and a governance structure. It 
supports the executive management in focusing on the strategic contributions and 
fosters an adequate service system through a set of principles, processes and 
management practices [43]. It was used before as a basis for research in another 
financial services context [45] and it’s part of the COBIT® framework [46] which is 
practiced by experts in the financial services industry. 

Inspired by Val IT™, an analysis framework was developed for the interview data. 
It was organized in two major groups: a governance layer (decision-making and 
monitoring of business-IT alignment) and a management layer (implementation of 
business-IT alignment). The governance layer was subdivided into the following 
elements: (G1) leadership, containing hierarchical and cultural characteristics of the 
company, (G2) strategy and value formulation, (G3) formulation of the IT-investment 
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portfolio and alignment possibilities, and (G4) monitoring the strategy and value 
contribution. The implementation layer was subdivided into the following elements: 
(I1) available means for implementation like budget and time, (I2) available IT and 
business resources, including their skills and competences, (I3) monitoring the 
implementation. The interview questions were linked to these various elements and in 
turn provided a common point of reference. 

4 The Case Study 

4.1 General Description 

FiSCo is engaged in the financial industry in Luxembourg, a business field known for 
major influences from both national and international organizations (e.g. competing 
companies, legislation). A few years ago, a company in the international financial 
industry became shareholder (representing now half of the shares). FiSCo consists of 
three business units: unit A serves merchants and companies, unit B serves the retail 
customers and finally unit C is dedicated to its historical business partners and 
founders. Although the new shareholder structure was introduced a few years ago, 
FiSCo is still in transition and migration projects are ongoing resulting in causing 
changes to all the established tools and processes. According to the interviewees, the 
transition involves several issues, such as an operational alignment with the service 
offer of the international shareholder. 

4.2 Findings 

The business model of FiSCo has to evolve from a “cost-sharing center” towards a 
“profit-driven center” due to the new shareholder structure. This implies an increased 
attention to international expansion. FiSCo perceives itself to be less independent than 
before due to the shareholder changes and was still adapting at the time of interviews. 
The executive management has a very central role and disposes of a lot of decision 
power. Customer orientation is believed to be very important and omnipresent, 
perhaps even too present according to some interviewees. The operations are nearly 
all IT enabled and their nature requires compliance with many regulations and 
standards. The formulation of the strategy is based on a longer term goal (5 years) but 
its realization is perceived as difficult with the current set-up of the company. In order 
to execute the revised strategy and a new IT platform, new competences are also 
recruited since certain competences for its realization, operation and maintenance are 
unavailable. 

A new governance structure was implemented and the company is in full 
adaptation to those changes at the time of the interviews. Therefore the actual use of 
the new structures and rules was still being subject to a process of testing and 
exploration, causing tensions or unexpected results. Several interviewees recognize 
that the current situation is not optimal. The technical complexity was underestimated 
by many actors and led to delays (specifically related to the need to dispose of a new 
platform). Consensus building took a lot of time and unfortunately nobody is fully 
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satisfied nor fully prepared for the (unexpected) impacts. Steering committees for 
projects and regular meetings exist in which the executive management participates. 
A new project management office was introduced for follow-up and FiSCo was 
experimenting with the newly designed governance and alignment processes. The 
business devised its own business management board to discuss the business-IT 
projects. It’s unclear if this was part of the new governance structure.  

The implementation of the chosen strategy encountered difficulties. There are 
several parallel functions, making its implementation more complex due to the 
influence of the new shareholder. In general the atmosphere of significant, compelling 
changes is cited by all the interviewees, often coupled with communication and 
internal organizational challenges. Mixed project teams exist, yet it’s perceived as 
difficult to adequately collect business requirements. Teamwork is deemed important 
but several examples were given regarding good intradepartmental, yet moderate 
interdepartmental teamwork. Business people were used to have a direct contact with 
IT, something which was reduced. Common language issues were also reported. 

Table 3. Interview analysis 

Governance Layer
G1 
Leadership, containing hierarchical and 
cultural characteristics of the company. 

- Reduced independence 
- Orientation towards international 

growth  
- Strong influence of past 

management practices and habits 
such as a very strong customer 
orientation 

- Their business is actually an IT 
service 

G2 
Strategy and value formulation. 

- Formulation of the (company) goal 
may be perceived differently 

- Top-down formulation of strategy  
- Company transformation is the 

main driver 
G3 
Formulation of the IT-investment 
portfolio and alignment possibilities. 

- Recent introduction of a 
governance framework, new rules, 
structures and other significant 
changes 

- Consensus building takes time and 
is not always successful 

- Important legacies 
G4 
The monitoring of the strategy and 
value contribution. 

- New project management structure 
- Less clear communication of the 

new governance framework 
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Table 3. (Continued) 

Implementation Layer
I1 
Available means for implementation 
like budget and time 

- Many things change at the same 
time causing time issues 

- Dedicated change program 

I2 
Available IT and business resources, 
including their skills and competences 

- Mixed project teams 
- Cross-unit collaboration is difficult 

yet teamwork is deemed as 
important 

- Difficulties with the formulation of 
business requirements 

I3 
Monitoring the implementation through 
its progress and performance 

- Processes in the governance 
framework are not yet fully known 
or understood 

- IT function pushes certain projects 

5 Discussion and Implications 

The reorientation of the FiSCo’s strategy affects the organization in different ways 
organization (cf. RQ1). The new shareholder was actually sought by FiSCo because it 
offered unparalleled know-how and expertise to support FiSCo’s growth. The 
different practices and required competences caused change management challenges, 
resulting in several new (executive) hirings, process modifications and Board Member 
changes. These elements were reported to be a tactic for managing the uncertainty of 
external induced changes within the resource dependency theory [47]. The following 
elements emerged as additional areas that influence business-IT alignment practices, 
which should also be addressed to reduce uncertainty: (1) the IT legacy, (2) the 
existence of more opaque business goals or their unclear definition and (3) difficulties 
regarding teamwork. 

The influences on FiSCo’s business-IT alignment practices are multiple (cf. RQ2). 
They could be enhanced due to the external control of the new shareholder, but FiSCo 
shows that this is not readily achieved by deciding on a new strategy, new processes 
and the required adaptations to infrastructure. The new processes and structures for 
FiSCo’s operations and governance are the clearest example of compelling 
modifications to their practices. The instauration of these aimed at realizing the new 
strategy and streamline existing habits and processes. The reported difficulties to find 
consensus and the resulting (non-optimal) solutions are illustrations of the underlying 
power struggle due to FiSCo’s past customer integration, and the need for more 
operational excellence to compete at an international level. Power within the resource 
dependency framework is situational [9], clearly observable at FiSCo since they are 
dependent on the know-how of the new shareholder for growth, causing the power to 
shift along with the adapted strategy. The changes in business-IT practices can even 
influence the final customer, something which was perceived as being unacceptable. 
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This research also has implications for the co-creation of new financial services. 
First of all the new shareholder detains vital resources, while at the same time offering 
the possibility to streamline its operations to be abreast of international competitors. 
This resulted in the creation of a dedicated change management program and new 
organizational structures, also influencing the established business-IT alignment 
practices. This was illustrated by an interviewee who stressed the importance of 
having a new service development process with a clear governance framework.  

Secondly, FiSCo’s belief that processes induce the needed changes is partly true. 
The new structures and processes also require effective communication to reduce 
human resistance and foster teamwork. The latter is needed at the executive level but 
must also be promoted at the operational level. The co-creation of services can be 
enhanced by the external know-how but those benefits are conditional upon an 
adequate take-up by FiSCo. 

Thirdly, a sustainable innovation is multidisciplinary and attention to customer 
preferences shouldn’t be neglected too much [48]. FiSCo should be aware that their 
investments shouldn’t be exclusively focused on service exploitation but also pay 
attention to service exploration, since customer know-how is needed in the co-
creation of services [49]. This means that the strategic change towards more 
operational excellence could actually sap the customer’s willingness in sharing his 
know-how and tacit knowledge during the co-creation of new services [50]. 

6 Conclusion 

With regard to future research, these results could be transferred to different contexts 
of similar smaller, central financial services providers. Future research could also 
enlarge the sample of interviewed persons in order to obtain richer insights, in 
different contexts. However saturation was deemed to be reached during the 
interviews, indicating that closure was appropriate [51]. Another caveat relates to our 
research design, a single in-depth case study might not always be transferrable to 
other service companies. However the research results are trustworthy [42] since they 
provide credible results on the impacts of a strategic reorientation on the business-IT 
alignment practices within a Luxembourg financial services provider. 
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Abstract. This paper introduces a proposal on developing a service ori-
ented modelling and simulation architecture related to intelligent build-
ing management based on an existing open platform that is intended to
allow different people to participate and contribute at developing a in-
telligent building management service ecosystem. In this way, both users
and developers can compose new services, while the developer can fo-
cus on the most effective use of devices and data, instead of getting lost
in upgrading to the latest device driver. The novelty of the proposed
framework is the integration in the simulation loop of a Smart Building
Controller that can control the real and virtual devices at the facility
level. Therefore, the simulation model of the smart building integrates
both real as well as simulated devices. The web-based service oriented
software application allows to simulate the device-level and facility level
behaviour of an intelligent building. It demonstrates a strategy to de-
fine an Intelligent Building Management solution that includes scenario
simulation, testing of the functionality of the Smart Building Controller
(SBC), device monitoring and control, report generation, and implemen-
tation of device web services.

Keywords: intelligent building management, modelling and simulation,
web services, service composition, service ecosystem.

1 Introduction

Today, novel modelling and simulation techniques reveal a completely new per-
spective on evaluating Intelligent Building Management solutions. State-of-the-
art perspective on available Smart Building Simulation reveals the following
most specific development directions.

Relating to Smart Building Simulation, in [1] the Performance Framework
Tool suite for simulating a smart building’s energy performance is described, as a
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set of applications that interoperate and exchangeBuilding InformationModel
data. It is shown that the existing state of the art focuses on the Building
Information Model ’s Industry Foundation Classes (IFC) standard (see [2] and
[3]), and that in the building lifecycle a great amount of information is lost at var-
ious design phases because theBIMmodel is not used consistently. In [1] the pro-
posed PFT tool suite addresses these shortcomings by using the BIM IFC model
for simulation and virtual reality visualization with multi–user ”avatar” capabili-
ties in the Pudecas Smart Building Simulation and Visualisation software.

In [4] the Interactive Smart Home System (ISS) is described, as an interactive
smart home simulator. In this research, the smart house is considered as being
an environment made up of independent and distributed devices interacting to
support user’s goals and tasks. Therefore, by using ISS, the developer can realize
the relationships between virtual home space, surrounded environment, users and
home appliances.

Smart Energy Solutions’ Smart Energy simulator [5] is a cloud-based simula-
tor for smart buildings. Its main features refers to energy analysis and thermal
load simulation (Smart Energy web-application). The Smart Energy application
includes a powerful thermal simulation engine that facilitates the web based sim-
ulation, it requires no installation, it includes the building model in simulation,
schedule simulation, air flow simulation, occupant-based analysis, predefined in-
puts based on real-world data (temperature), and user friendly visual reports.

Other approaches are oriented towards the adaptation of computer games and
related technologies to create virtual and mixed reality intelligent environments
(an extended discussion can be found in [6]).

Along with ensuring comfortable and green living environments, special at-
tention should be given to sustaining structural integrity. The main danger to
buildings’ lifespan is caused by earthquakes and other natural disasters that can
interact negatively with the purpose of Smart and/or Intelligent Buildings. Re-
searche of the past decades reveals new damping technologies (see for example
[7],[8]) and control strategies (see for example [9],[10],[11],[12]) that consistently
ensure structural safety prior, during and post seismic activity.

This present researchproposes a service-orientedapproachof creating and using
simulationmodels based on real and virtual devices integrated in a building model
in order to a) test the functionality of intelligent building control components (like
smart building controllers) and b) to estimate and evaluate power consumption at
the facility level. The real and virtual device models are hosted and exposed by a
Simulation Engine web service and optionally by a Simulation Bridge web service.
The fundamental advantage of this approach over related references (see [13], for
example) is a unitary description of the devices based on web services and their in-
tegration in a Service Oriented Architecture for Intelligent Building Management
(section 2). These deviceweb services can be composedwith a SmartBuildingCon-
troller in order to test policies and schedules (section 4), without the need of a ded-
icated building infrastructure. In addition, the proposed approach integrates both
human and structural safety (seismic events and response to natural disasters are
considered), making the architecture extensible and flexible. Thus, considering its
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pertinence to a large range of buildings (regardless of infrastructure), its ability to
incorporate a variety of devices (from elevator controllers and ventilation systems
to seismic dampers and fire protection), the approach that is discussed in this paper
is extensive and has a wide applicability expanse.

Therefore, in this proposed framework a service ecosystem dedicated to the
Intelligent Building Management solution development could be eventually cre-
ated, both for control and monitoring, as well as for utilities cost estimation.
Such a service ecosystem would comprise a group of users within the industry
sharing their services for use across the group for testing or training.

This paper is organized as follows. Section 2 presents a novel service oriented
perspective on developing Intelligent Building Management solutions. Section 3
introduces the main contribution of this work, the proposed service oriented
framework for smart building modelling and simulation that can integrate virtual
device models (through web services) and real devices. Section 4 presents working
results of the proposed strategy that uses simulation models integrating virtual
device models and real devices for testing the SBC behaviour. Section 5 presents
conclusions and further directions of development.

2 A Perspective on Service Orientation for Intelligent
Building Management

This section shortly describes the service-oriented approach to control and man-
age building facilities via intelligent controllers and a web-based portal [14] that
consists on an infrastructure for people to share their building control services
using a service-oriented platform (Fig. 1), so that:

1. users could define, search and compose building services according to their
facility needs through a portal, Environment Manager;

2. users can define working policies and schedules using a Policy Editor as
explained in section 3;

3. users can execute simulation before deployment accessing through a portal
a Simulation Engine by help of a Simulation Console.

The operation of the whole service-oriented framework is based on specific service
composition mechanisms, as follows:

1. Composition between the web-based building control application (Environ-
ment Manager) and a Smart Building Controller (WCF web service).
The Environment Manager consumes the Smart Building Controller (SBC)
service to enumerate devices, classes of devices, schedules and operation
timetables. At the same time, it allows to visualize the state of the devices
in the SBC, their direct control, as well as to edit the SBC’s schedules and
operation timetables;

2. Composition between a Smart Building Controller (WCF web service)
and the Simulation Engine (RESTful web service). This mechanism al-
lows to include real devices from the SBC in a simulation, and to test the
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Fig. 1. The Service-Oriented Approach for Intelligent Building Management

Smart Building Controller in different operation scenarios. In this respect,
the controls and events are sent directly from the simulation scenario to the
SBC, to be processed. In this way, the functioning of the devices and the
policies defined in the SBC which are triggered by the events can be tested;

3. Composition of aPolicy Editor (desktop application) with a Smart Build-
ing Controller (WCF web service). This will allow to manage and edit the
functioning policies of the Smart Building Controller;

4. Composition of the Simulation Console (web application) with the Sim-
ulation Engine (RESTful web service). This allows to expose the function-
ality of the Simulation Engine as a web application to develop simulations;

5. Composition of the Simulation Console (web application) with the Re-
port Generation Service (RESTful web service). This allows to generate
standard (PDF) simulation reports and to estimate power consumption and
operation costs of the devices present in a building;

6. Automated composition of a Smart Building Controller (WCF web ser-
vice) with the device control web services. This allows to control real devices
by using the corresponding web services and to automatically compose these
services with the Smart Building Controller web service;
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7. Composition of a Smart Building Controller (WCF web service) with
the virtual device control web services, through the simulated device control
web service, i.e. the Simulation Bridge (WCF web service) [15].

3 A Service-Oriented Framework for Smart Building
Simulation

The proposed Simulation Framework is based on a service-oriented, web-based
Smart Building Simulator (SBS). In fact, the SBS is obtained by the compo-
sition of a Simulation Console (web application) with a Simulation Engine
(RESTful web service), see branch 4 in Fig. 1. This allows to expose the func-
tionality of the Simulation Engine as a web application to develop simulation
scenarios.

Further, the Simulation Engine (RESTful web service) can be composed
with the Smart Building Controller (web service) and this composition will
allow to include in the simulation scenario the real devices controlled by the
SBC, and virtual device models through the Simulation Bridge, in order to
test the Smart Building Controller in different scenarios (see branch 2 in Fig. 1
and section 4 for a detailed example).

The two main goals of the Simulation Framework are the following:

1. testing the response of a Smart Building Controller (SBC) in various simu-
lation scenarios (see section 4 for example and simulation results);

2. estimating the utility bill for a real building or a virtual building (whose
model integrates virtual device models) based on the definition, composition
and simulation of a simulation model.

The Simulation Framework Architecture that integrates the Smart Building Sim-
ulator (SBS) is outlined in Fig. 2.

The Simulation Console communicates with the Simulation Engine to
create, manage and execute smart building simulations. The Simulation En-
gine manages one or more simulation scenarios in a simulation [16].

On the perspective of the Simulation Framework proposed in this paper, we
use the following definition of a simulation scenario:

Definition 1. A simulation scenario is a perspective created in the Simulation
Console by the composition of the following elements:

1. a set of time ordered events that are processed by the Simulation Engine
and visualised in the Simulation Console in the timeline of the simulation
scenario. They can be exchanged between the Simulation Engine and the
Smart Building Controller, in both directions, such as: a) External events
can be sent from the simulation scenario (by the Simulation Engine) to be
processed by the Smart Building Controller, and b) The events from the SBC
can be imported into the simulation, instantiated and visualized through the
EventTypes window in Simulation Console;
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Fig. 2. The Smart Building Simulator in the Service-Oriented Simulation Framework

2. a set of virtual devices, that means virtual objects hosted, created and man-
aged in the Simulation Engine, as instances of virtual device classes defined
by the user for a given simulation. Virtual devices hosted by the Simulation
Engine are used for energy estimation only;

3. a set of real devices. The real devices are the devices installed at the facility
level. They can be recognized and controlled by the Smart Building Con-
troller through the corresponding web services. Real device models imported
from the SBC in the simulation console are used by the Simulation Engine
to send commands to real devices during simulation.

The Simulation Framework allows the user to define one or more simulation
scenarios that can include three different types of events :

1. Control Command events. The CommandEvent is related to the Start/Stop
operations for virtual and real devices. These commands are used to start
and stop devices and are mainly used during energy consumption simulation;

2. Change Of Value (CoV) events. The ChangeOfValue event can be used to
change the value of a device property in the simulation. The user may choose
to place a ChangeOfValue event on the simulation scenarios timeline that
changes the power consumption or any parameter of a device to a specific
value. These events are related to virtual and real devices in a simulation. In
case of virtual devices the events are executed internally by the Simulation
Engine while for real devices the events are routed and executed to the SBC,
thus controlling real devices during simulation;

3. External events. They are asynchronous user-defined event types that are
defined in and recognized by the Smart Building Controller as XML serial-
izable object types. Through the Simulation Console, the Simulation Engine
imports the definitions of all the external event types defined in and recog-
nized by the Smart Building Controller. External events can be instantiated
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on the simulation timeline of the simulation scenario. When such an event
is executed during simulation, its XML serialized form is sent to the SBC’s
event queue.

When the execution of the simulation reaches one of the control command,
change of value or external event, the Simulation Engine (RESTful web service)
either executes the event internally or it is composed with the Smart Building
Controller (WCF web service) and routes events to the SBC. This is summarized
in Fig. 3.

Simulation Engine  (RESTful web service)

AC1.start() event
Custom event: <alarmEvt><floor>2</floor>

<room>3</room></alarmEvt>

Smart Building Controller
(WCF web service)

Policy 1

Policy 2

WSDL Interface TCP Server Event Queue

AC web

service

Lights web

service

Other device control

web services

6 6 6

ControlDevice("AC1.Start()"); send("<alarmEvt>...");

Fig. 3. Composition of the Simulation Engine and the Smart Building Controller

4 Testing the Response of a Smart Building Controller

The Smart Building Controller is the client-side service orchestration component
of the Service-Oriented Architecture [14]. Its role is to manage the operation of
physical building devices that are controlled by web services. The SBC, as an
orchestrator, manages the execution of device control web services by different
sets of user-defined operating schedules and policies [17].
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Specific policies apply for the real-time behaviour of the Smart Building Con-
troller, using a specific set of rules combining event triggers, conditions and
actions to be executed if certain conditions are fulfilled or exceptions occur.

Definition 2. A Smart Building Controller policy is a set of rules of the form:

ON (Trigger) IF (Condition) THEN (Execute block of actions)
ELSE (Execute block of actions)

where:

– Trigger specifies the name of the rule trigger. It can be set to true or it can
take the name of an event type registered in the Smart Building Controller,
such as EarthquakeEvent (see section 4.1);

– Condition is an expression recognized by the Smart Building Controller at
runtime and evaluated as a boolean value.

Note: A condition can be composed from a set of web service call expressions,
device property reads, using a special Smart Building Controller calling conven-
tion.

The behaviour of the Smart Building Controller can be tested in various
scenarios. A Smart Building Controller test scenario may include real, as well
as virtual devices through the Simulation Bridge. Testing the Smart Building
Controller operation implies two aspects:

1. Sending ChangeOfValue events for various real devices to the Smart Building
Controller, as one or more web service calls and observing the response of
the Smart Building Controller in the real environment (the event is executed
and the device is controlled by altering its operating parameters);

2. Sending asynchronous events (external events in simulation) to the SBC’s
event queue and observing the results of the Smart Building Controller ex-
ecuting the event-triggered policy in the real environment.

In this case, the composition between the Simulation Engine and Smart Building
Controller, through the Simulation Console, is performed as follows:

1. The communication from the Simulation Engine to the Smart Building Con-
troller consists of:

(a) Establishing the connection to the SBC and create a blank simulation
scenario in the Simulation Console;

(b) Sending external events defined in the simulation scenario (in the Simu-
lation Console) to the SBC;

(c) Listing available devices defined in the SBC in the Simulation Console;
(d) Sending ChangeOfValue commands to the devices installed in the SBC.

2. The communication from the Smart Building Controller to the Simulation
Engine consists of:
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(a) Importing the events defined in the SBC in the Simulation Console. The
SBC is ready to receive events through the external events mechanism
of the Simulation Engine;

(b) Visualizing the event types in the EventTypes window in the Simulation
Console.

In order to test the behaviour of the Smart Building Controller, the following
steps should be fulfilled in order to define and execute the corresponding simu-
lation scenario:

1. Define the events in the simulation scenario to be sent to the Smart Building
Controller. They are defined as external events and correspond to the events
list defined in the SBC (section 4.1);

2. Define the simulation scenario in the Simulation Console. It may include
real devices in the building infrastructure recognized and controlled by the
SBC and models of the virtual devices through the Simulation Bridge (sec-
tion 4.2);

3. Define the policies and schedules for the Smart Building Controller opera-
tion, through the Policy Editor (section 4.3);

4. Execute simulation scenario in the Simulation Console and inspect the SBC’s
execution logs (section 4.4).

The following subsections present results that concern testing the SBC operation
in a earthquake scenario using models of dedicated virtual devices through the
web service definition mechanism in the Simulation Bridge. Previous work on
this direction is related to the definition of the way in which emergency response
protocols can be combined at a microscopic level with a Smart Building Con-
troller such as a high level of performance in what concerns comfort could be
assured [18].

4.1 Testing: Define a Set of Events

We define an EarthquakeEvent as a SBC serializable class containing the fol-
lowing fields:

1. Magnitude min: a double representing the minimum estimated magnitude of
the earthquake;

2. Time to earthquake: is a number (double) expressing the estimated number
of seconds until the earthquake actually occurs (see for reference [19]);

3. Geographical area: specifies the area in which the earthquake will occur.
For example, Vrancea.

The event type is registered in the Smart Building Controller. This means com-
piling the class in a shared .NET assembly and placing it in the SBC EventTypes

folder. At startup, the Smart Building Controller will register this event by enu-
merating all public serializable classes from the EventTypes folder shared as-
semblies.
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4.2 Testing: Define a Simulation Scenario

The simulation scenario for the earthquake event management is presented in
Fig. 4. A blank simulation is created in the Simulation Console by connecting to
the SBC. A simulation scenario is defined spanning one day. The list of events
recognized by the SBC is automatically imported in the simulation model.

Fig. 4. Simulation scenario - Smart Building Controller earthquake testing scenario

Simulation Engine

import the

EarthquakeAlarm

event

SBC ready to receive

EarthquakeAlarm events

Simulation Console

ready with an empty

scenario

Simulation Bridge ready

with virtual devices

SBC ready to send
commands to the
Simulation Bridge
virtual devices

connection
established

Event types
imported

list external events in
EventType window

Fig. 5. List of connections - Smart Building Controller earthquake testing scenario

The Simulation Bridge [20] is started and a virtual building device configura-
tion is created with the following components (see also the connection configu-
ration in Fig. 5):

1. GasSwitch: a virtual device that controls the gas distribution in the building
exposed with a single parameter: state = 0 ot 1
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2. Light1, Light2, Light3: 3 virtual lights, exposed with a single parameter:
state = 0 or 1

3. EarthquakeAlarm: a virtual earthquake acousting alarm exposed with a sin-
gle parameter: running = 0 or 1

4. It is assumed the building is situated in Vrancea geographical area or Ro-
mania.

4.3 Testing: Define a Set of Policies

A Critical System Emergency Protocol may incorporates two policies: the seismic
response policy (SRP) and the disaster response policy (DRP) (see a detailed
discussion in [18]). Low level and high level policies could be defined, as follows:

– a low level policy deals with executive level actions. For example:

If earthquake magnitude is higher than 4, then turn on the active damping
system. Else, maintain the passive damping system.

– a high level policy queries one or more facility management systems and
executes one or more low level policies. For example:

If earthquake alarm active and occupancy > 40% and security understaffed,
then apply emergency evacuation protocol number 6.

A three rule policy named EarthquakeAlarmPolicy is defined using the Policy
Management System [21] as follows:

Rule 1: If there are at least 10 seconds until the earthquake hits Vrancea, start
the acoustic alarm:

ON(EarthquakeEvent) IF (message.Geographical area.Equals(Vrancea) and

(message.Time to earthquake >=10) THEN [[EarthquakeAlarm.running=1]];

Rule 2: If there is an earthquake in this area, if the magnitude is greater than
4, turn off the lights:

ON(EarthquakeEvent) IF (message.Geographical area.Equals(Vrancea) and

message.Magnitude min >=4.0) THEN [[GasSwitch.state=0]];

Rule 3: No matter how large the magnitude, if the earthquake hits Vrancea,
turn off the three lights:

ON(EarthquakeEvent) IF (message.Geographical area.Equals(Vrancea)

THEN [[Light1.state=0]]; [[Light2.state=0]]; [[Light3.state=0]];
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4.4 Testing: Execute Simulation Scenario

The goal of this step was to test this policy in 3 earthquake alarm scenarios:

Behaviour 1: On a magnitude 5 earthquake hitting Vrancea within the next 20
seconds, this policy would activate the virtual acoustics alarm, stop all lights
and turn off the gas distribution installation.

Behaviour 2: On a magnitude 3 earthquake alarm hitting Vrancea in the next
5 seconds, this policy would turn off the Lights.

Behaviour 3: On a magnitude 4 earthquake alarm hitting Vrancea in the next
8 seconds, this policy would turn off the gas installation and the lights.

Three custom events of the type EarthquakeEvent were created on the sim-
ulation time line, with the following fields (time expresses in seconds):

Event 1: At simulation time 12:00 – Magnitude min = 5, Time to earthquake
= 20, Geographical area =Vrancea. Desired behaviour: Behaviour 1

Event 2: At simulation time 14:00 – Magnitude min = 3, Time to earthquake
= 5, Geographica area = Vrancea. Desired behaviour: Behaviour 2.

Event 3: At simulation time 16:00 – Magnitude min = 4, Time to earthquake
= 8, Geographical area = Vrancea. Desired behaviour: Behaviour 3.

An excerpt of the obtained results are present in the following figures and
tables.

Table 1 depicts the policy execution in the SBC and the event log when the
event 1 is received in the SBC.

Table 1. Events log in the Smart Building Controller - policy execution

Date Time Device ID Logged actions Type

14.09.2012 00:31:37.545 0 EarthquakeEvent: event
Magnitude min=5

Time to earthquake=20
Geographical area=Vrancea

14.09.2012 00:31:37.590 1211008 EarthquakeAlarm: Earthquake
running=1 Alarm Policy

14.09.2012 00:31:37.608 1211004 GasSwitch: Earthquake
state=0 Alarm Policy

14.09.2012 00:31:37.617 1211005 Light1: Earthquake
state=0 Alarm Policy

14.09.2012 00:31:37.626 1211006 Light2: Earthquake
state=0 Alarm Policy

14.09.2012 00:31:37.638 1211007 Light3: Earthquake
state=0 Alarm Policy
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The earthquake event Event 1 is sent by the Simulation Engine, a Single Step
simulation is executed and the event is correctly received by the SBC (Fig. 6).

Fig. 6. The earthquake event is received in the SBC

The Event Manager window depicts the SBC log (Fig. 7).

Fig. 7. The earthquake event is received in the SBC - SBC log

5 Conclusions and Further Development Directions

The Simulation Framework introduced in this paper serves two purposes. On
one hand, it assist in testing the behaviour of a Smart Building Controller using
simulation scenarios. This is achieved by creating a simulation scenario contain-
ing events to be sent to and processed by a real Smart Building Controller. On
the second, it may further allow estimating the energy consumption in a building
environment without real devices being installed. This option will be developed
in future experiments. Optionally, the simulator can also estimate the energy
consumption of real devices by creating a simulation from the set of devices
installed in a Smart Building Controller.

Apart from the already mentioned advantages of this solution, this work intro-
duces the notion of policy, that means a set of rules that govern device control ac-
cording to user preferences.The novelty of thiswork consists on the extension of the
service orientedmechanismsat thepolicy level, thatmeans thedefinitionof the con-
ditions for the SmartBuildingController policies based onweb service composition
and testing their proper execution using a service-oriented simulation framework.
Due to the service oriented nature of the Smart Building Controller, a condition
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can be composed from a set of web service call expressions, device property reads,
using a special Smart Building Controller calling convention.

Further developments of the proposed service oriented infrastructure would
approach an openly integration of functionalities, devices, simulation and oper-
ation scenarios, related to different operation and security aspects for intelligent
building management. An example referring to earthquake monitoring and re-
sponse is included that depicts testing the behaviour of the Smart Building
Controller in simulation scenarios that include virtual devices control.

Also, this strategy can be used to provide users with practical and research
experience with HITL (hardware-in-the-loop) technique for training and testing
of Intelligent Building Management solutions.
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Abstract. The concept of capability has been deemed relevant over the
years, which can be attested by its adoption in varied domains. It is an
abstract concept, but simple to understand by business stakeholders and
yet capable of making the bridge to technical aspects. Capabilities seem
to bear similarities with services, namely their low coupling and high
cohesion. However, the concepts are different since the concept of service
seems to rest between that of capability and those directly related to
the implementation. Nonetheless, the articulation of the concept of ca-
pability with the concept of service can be used to promote business/IT
alignment, since both concepts can be used to bridge different concep-
tual layers of an enterprise architecture. This work offers an overview of
the different uses of this concept, its usefulness, and its relation to the
concept of service.

Keywords: capability, service, alignment, information systems, systems
engineering, strategic management, economics.

1 Introduction

The concept of capability can be defined as “the quality or state of being capable”
[19] or “the power or ability to do something” [39]. Although simple, it is a
powerful concept, as it can be used to provide an abstract, high-level view of
a product, system, or even organizations, offering new ways of dealing with
complexity. As such, it has been widely adopted in many areas.

In economics and strategic management, capabilities are a part of the resource-
based view of the organization [11,2], which built upon the idea that firms could
have the same resource inputs available but they could differ on the capability
to use those resources in the most productive way [27]. In that sense, capabilities
can be seen as a factor of competitive advantage which differentiates firms [9],
functioning as a means for organizations to adapt better than others to changing
environmental conditions [5,22]. The concept of capability involves routines that
are executed by the organization in a repeatable and often non-conscious way
[22].

In the area of system engineering, capabilities are seen as a core concept [20].
Particularly in the military field, a capability is seen as the ability to achieve
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a determined military objective [37], requiring a combination of people, process
and material [24]. In general, this notion is considered particularly relevant for
the engineering of complex systems-of-systems (SoS), which relies on the com-
bination of different systems for achieving a particular capability [18,4].

In software engineering, the first capability maturity model (CMM) was de-
veloped with sponsorship from the US Department of Defense with the aim
of assessing the capability of software contractors [12,13]. For that purpose, it
considers processes as capabilities, thus defining how to assess specific qualities
of software engineering processes, providing a way to understand the current
state of potentially complex software systems. The CMM has ever since been
evolving and integrating several other models. Nowadays, it covers acquisition,
development and delivery processes [6,7,8].

The concept was also embraced by the information systems field, namely by
the Enterprise Architecture (EA) domain through its use, for example, on the
US Department of Defense Architecture Framework (DoDAF) [38] and the UK
Ministry of Defense Architecture Framework (MODAF) [36]. It has since then
been also adopted by The Open Group Architecture Framework (TOGAF), a
generic enterprise architecture framework where it is an integral part of the
architectural practices described in its specification [35].

In the field of organizational design and engineering, which advocates the
combination of organization theory and engineering practice in order to create
computer-based artifacts that sustain economically relevant knowledge, capabil-
ities and their underlying routines also are considered concepts of major research
importance [17]. They are considered to provide a means of observing the drivers
that underlie change in organizations and, according to that, steer the organiza-
tion in the right direction.

In all, capabilities can be seen as a way of linking stakeholder intentions to the
properties of a system [28], which obviously are closely related to the concept of
service, making the bridge between intentions and actual implementation. It is a
concept which can be linked directly into the drivers and motivation, being stable
in face of change, similarly to the concept of service, albeit at a different abstraction
level. This work offers an overview of the different uses of this important concept
and its usefulness, and its relation to the concept of service.

This work is organized as follows. Section 2 provides an historical account of
the usage of the concept in the areas of economics and strategic management,
pioneers in the usage of the concept. Section 3 provides an historical account of
the usage of the concept in the areas of systems and software engineering, which
pioneered on the usage of the concept in systems where the technical aspect is
evident. Section 4 provides an account of the usage of the concept in the area
of information systems, which evidently was influenced by its usage in systems
engineering. Section 5 provides a summary of the different definitions of capabil-
ity provided in the aforementioned areas. Section 6 describes the relationships
existing between the concept of capability and the concept of service, arguing
for the importance of the joint use of the two concepts in service design and
engineering. Finally, section 7 concludes this work.
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2 On the Concept of Capability in Economics and
Strategic Management

The concept of capability has been adopted in several areas of knowledge. The
concept of organizational capability has been used for many years in economics
and strategic management essentially to explain competitive advantage. Early
mentions of the term, although not reified, include the ones by Penrose [27],
in 1959, which indicated that the differences between firms could be explained
by differences in the capabilities to deploy resources that were available to all
firms, and by Richardson [30], in 1972, which pointed that those differences were
explained by the fact that firms tend to specialize in activities for which their
capabilities offer competitive advantage.

In their 1973 publication, Nelson and Winter introduced the idea that com-
petitive advantage comes both from the internal and external search processes
for enhanced production capabilities and the “natural selection” processes that
influence the growth and contraction of organizations, resulting as an indirect
consequence of the search [21]. As described later by the authors, the usage of
the term capability in this work came from the involvement of the authors in
the military field at the time, and not directly from the works cited above [40].
The same authors later presented their evolutionary theory that described orga-
nizational capabilities as consisting of the ability to “perform and sustain a set
of routines” [22]. Those routines are “habitual reactions” that involve coordina-
tion among the actors of the organization and the usage of skills, organization
and technology to respond to the demands of the environment. Routines can
even be considered the building blocks of capabilities, since for a set of activities
and associated resources and skills to be considered a capability, there is a need
for repeatability [9]. In order to survive, organization should engage on search
operations which involve the evaluation of the current situation and changes to
the organizational capabilities, if needed [22]. Chandler described organizational
capabilities as the “collective physical facilities and human skills”, “carefully co-
ordinated and integrated”, as a means of achieving economies of scale and scope,
highlighting their importance in the evolution of capitalism [5].

The concept of organizational capability promoted by Nelson and Winter was
highly influential for the development of the concept of dynamic capability, ini-
tially developed by Teece and Pisano, in 1994 [33]. The former notion of capabili-
ties can explain why firms attain competitive advantage in a determined market,
but it fails to explain why some firms can adapt to highly disruptive changes
in the environment prompted by technological change, critical timings, or even
change in markets and competition [34]. Dynamic capabilities involve “reconfig-
uring the internal and external organizational skills, resources, and functional
competences to match the requirements of a changing environment” [34]. The
same work also describes the existence of factors that can be used to assess the
distinctive capabilities of an organization (i.e., those which cannot be easily repli-
cated by others), and that are classified in three categories: processes (i.e., the
routines or other activities), positions (i.e., current technological infrastructure,
intellectual property, customers, relation with suppliers, etc.), and paths (i.e.,
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strategic alternatives available to the organization). The relationship between
these three categories is explained by the fact that the essence of capabilities lies
in the processes of the organization. However, competitive advantage is driven
or constrained by the positioning of the internal and external assets of the or-
ganization and by the evolutionary path that the firm has chosen to adopt. In
the words of the authors, “what a firm can do and where it can go are thus
rather constrained by its positions and paths”. Those factors can only deliver
competitive advantage if the capabilities are based on a collection of routines,
skills, and assets that are difficult to imitate.

The work in [10], published in 2000, argues that dynamic capabilities are not
themselves sufficient for attaining competitive advantage, since their functional-
ity can be duplicated by organizations. However, competitive advantage lies on
the resource configurations deployed by those capabilities. Additionally, dynamic
capabilities are important for achieving short-term advantages through recon-
figuration of the resources in order to make the most out of an opportunity. In
order to be effective, dynamic capabilities often need to rely on new knowledge,
which might involve experimental activities, such as prototyping, real-time in-
formation, and experimentation. The evolution of these capabilities is guided by
well-known learning mechanisms. Product development routines, strategic deci-
sion making, resource allocation routines, knowledge creation routines, alliance
and acquisition routines are given examples of dynamic capabilities.

In order to explain the evolution of capabilities, the work in [11], published
in 2003, describes a generic capability life cycle framework that can be applied
to any type of organizational setting. The framework divides the life cycle of a
capability in three plus six stages. The three first stages are: the founding stage,
which marks the “birth” of a capability; the development stage, which represents
the building up of the capability; and thematurity stage, which marks the ending
of the capability building. The maturity stage can then be followed by any of the
following six stages in different combinations or orders (or even simultaneously
in some cases): retirement, which marks the death of a capability; retrenchment,
which depicts the gradual decline of a capability; renewal, which depicts the
improvement of the level of a capability, and which might involve minor or
major modifications to a capability; replication, which depicts the transfer of a
capability into a new market; redeployment, which represents another type of
capability transfer, this time for producing a different but closely related result;
and recombination, which aims to improve a capability through the combination
of existing capabilities.

3 On the Concept of Capability in Systems and Software
Engineering

The International Council on Systems Engineering (INCOSE)1 defines Systems
Engineering as being “an interdisciplinary approach and means to enable the

1 http://www.incose.org/

http://www.incose.org/
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realization of successful systems”, focusing in the whole life cycle of the sys-
tem, from the definition of stakeholders’ requirements to the dismantlement of
the system, considering the business and technical needs of customers in order
to provide a quality product [31]. One of the origins of systems engineering is
arguably the military field [31]. As such, much of the terminology used in the
domain has been adopted from that origin, including the concept of (military)
capability. A military capability is defined as the ability to achieve a determined
military objective [37], requiring a combination of people, process and material
[24].

It was precisely on the military field that the first capability maturity models
(CMM) appeared. The Software Engineering Institution (SEI) of the Carnegie
Mellon University, funded by the U.S. Department of Defense produced the
first capability maturity model for assessing software engineering processes, in
1987 [12,13]. The main purpose of the CMM is to achieve a controlled and
measurable software engineering practice that can be continuously improved [12].
In this specification, software engineering capability is divided in three areas:
organization and resource management, software engineering process and its
management, and tools and technology. Despite the fact that this segmentation
seems to match the triplet of people, process and material, the term process is
used throughout the specification as a synonym for capability.

CMM was launched in its 1.0 version in 1991 [25], and version 1.1 came out in
1993 [26], incorporating the feedback from the software engineering community.
Soon, capability maturity models began being adopted by other areas, including
the more general area of systems engineering, with the purpose of improving its
processes. In the A Systems Engineering Capability Maturity Model, Version 1.0,
issued in 1994, a capability is defined as a “measure of the system’s ability to
achieve the mission objectives, given that the system is dependable and suitable”
and as a “systems engineering metric” [3]. Based on this work, the Electronic
Industries Alliance2 published standard EIA-731.1 - Systems Engineering Capa-
bility Model, which described capability as involving the attributes of people,
technology, and process [1]. In an effort to unify capability maturity models, the
SEI published the Capability Maturity Model Integration (CMMI) as a unifying
model for three different process areas: acquisition, development, and services
[6,7,8].

It was also in the military field that the idea that capabilities could be used
as essential building blocks in engineering efforts was formed [24]. Capability
engineering is a process which supports capability management throughout the
life cycle of a capability. Capability management aims to manage capabilities
through an integrating framework consisting of three inter-related functions:
capability generation, which refers to the conception, development, planning,
acquisition and management of a capability; capability sustainment, which refers
to the sustainability of a capability at an appropriate level of readiness, for a
determined time horizon; and capability employment, which refers to the planning
for and conducting military operations which involve the use of the capability.

2 Already extinct.
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The concept of capability was also adopted in IBM’s Rational Method Com-
poser3, more precisely the concept of capability pattern. The Method Composer
allows the customization of the Rational Unified Process (RUP) for software en-
gineering. RUP provides several disciplines which are collections of tasks which
can be applied during the life cycle of a system. These tasks can be combined
into workflows. A capability pattern is a reusable process which can be applied
at any stage of the life cycle and prescribes a work breakdown structure (the
workflow), the team allocated to the activities, and the work products produced
from the activities.

4 On the Concept of Capability in Information Systems

An information system can be defined as “an information processing system,
together with the associated organizational resources such as human, technical,
and financial resources, that provides and distributes information” [15], a defini-
tion which in some sense presents some similarities with that of capability. One
of the main research topics in information systems is enterprise architecture.

Enterprise Architecture (EA) is a holistic approach to systems architecture
with the purposes of modeling the role of information systems and technology
on the organization, aligning the enterprise-wide concepts, aligning the business
processes and information with the information systems, planning for change,
and providing self-awareness to the organization [32]. Despite the fact that it
was first created with a more traditional company setting in mind, its practices
where also adopted by the military field with the surfacing of two well known
enterprise architecture frameworks: the US Department of Defense Architecture
Framework (DoDAF) [38] and the UK Ministry of Defense Architecture Frame-
work (MODAF) [36].

Both frameworks adopt the concept of capability, and explicitly model it
through its inclusion on the meta-model and on the viewpoints provided by
the framework. DoDAF defines capability as being an ability to achieve a de-
sired effect under specified conditions through the combination of activities and
resources [38]. In MoDAF, a capability is defined as a a classification of some
ability that the enterprise possesses, and that it can be specified wether the
enterprise is able to achieve it or not [36]. Capabilities in MoDAF can be repre-
sented through a composite structure entitled capability configuration, which us
defined as “a set of artefacts or an organization configured to provide a capabil-
ity”, and involves physical, human, and software resources and the interactions
between them.

The concept of capability is also making its cross to general enterprise ar-
chitecture approaches. The Open Group Architecture Framework (TOGAF), a
generic enterprise architecture framework where it is an integral part of the ar-
chitectural practices described in its specification [35]. The concept is a part of
the meta-model and a capability-based planning for business is included as one
of the techniques provided by the specification. TOGAF defines capability as “an

3 http://www-01.ibm.com/software/awdtools/rmc/

http://www-01.ibm.com/software/awdtools/rmc/
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Table 1. The concept of capability in the analyzed domains

Domain Definition Source

The ability to perform and sustain a set of routines, involving
coordination among the actors of the organization and the
usage of skills, organization and technology to respond to
the demands of the environment.

[22]

Strategic
Management

The collective physical facilities and human skills, care-
fully coordinated and integrated, as a means of achieving
economies of scale and scope.

[5]

The essence of capabilities lies in the processes of the or-
ganization, driven or constrained by the positioning of the
internal and external assets of the organization and by the
evolutionary path that the firm has chosen to adopt.

[34]

A (military) capability is defined as the ability to achieve
a determined military objective, requiring a combination of
people, process and material.

[37,24]

Systems and
Software En-
gineering

Capability is divided in three areas: organization and re-
source management, software engineering process and its
management, and tools and technology.

[12]

A measure of the system’s ability to achieve the mission ob-
jectives, given that the system is dependable and suitable.

[3]

Involves the attributes of people, technology, and process. [1]

An ability to achieve a desired effect under specified condi-
tions through the combination of activities and resources.

[38]

Information
Systems

An ability that the enterprise possesses, and that it can be
specified whether the enterprise is able to achieve it or not.
Its configuration involves physical, human, and software re-
sources and the interactions between them.

[36]

An ability that an organization, person, or system possesses,
typically requiring a combination of organization, people,
processes, and technology.

[35]

ability that an organization, person, or system possesses”, and that it typically
“requires a combination of organization, people, processes, and technology” [35].

5 Consolidation of Definitions

Based on the descriptions provided in the previous sections, Table 1 describes
the different definitions for capability stemming from different areas of knowl-
edge. It is clear that a capability is delivered by a determined configuration of
the organization’s resources and it is influenced (driven or constrained) by the
surrounding environment. In that sense, the definition provided in [34] provides
a sound and broad characterization of what constitutes a capability, and that
is compatible with the other listed definitions. In detail, the factors that can be
used to assess the instinctive capabilities of an organization are (i.e., those which
cannot be easily replicated by others):
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– processes (i.e., the routines or other activities)
– positions (i.e., current technological infrastructure, intellectual property, cus-

tomers, relation with suppliers, etc.)
– paths (i.e., strategic alternatives available to the organization).

The relationship between these three categories is explained by the fact that
the essence of capabilities lies in the processes of the organization. However,
competitive advantage is driven or constrained by the positioning of the internal
and external assets of the organization and by the evolutionary path that the
firm has chosen to adopt. In the words of the authors, “what a firm can do and
where it can go are thus rather constrained by its positions and paths”. Those
factors can only deliver competitive advantage if the capabilities are based on a
collection of routines, skills, and assets that are difficult to imitate.

6 On the Concept of Capability and Services

The relationship between capabilities and services seems rather obvious, since
capabilities aim to bridge stakeholders intentions to the properties of a system
[28]. In fact, capabilities can be seen as functional abstractions decoupled from
implementation, and exhibit properties similar to those possessed by services:
low-coupling and high cohesion [29]. Given this, it becomes important to differ-
entiate the concept of capability from that of service, something that is already
done in enterprise architecture frameworks, although in some cases without pro-
viding a clear relationship between the two concepts (e.g., TOGAF), and on
relevant service-related modeling languages, which relate the two concepts but
do not provide a full enterprise model.

Concerning service-related modeling languages, two examples of such lan-
guages making use of the concept are BSDL and SoaML, the former more re-
lated to the business realm and the last more related to technical aspects. The
Business Service Description Language (BSDL) has the purpose of describing
business services from a pure business perspective, addressing specifically their
decomposition and non-functional properties [16]. It aims to close the gap ex-
isting between more strategy and goal description languages and operational
service description languages, and to model both functional and non-functional
concepts related to business services. The concept of capability is modeled as
a functional concept, representing a function that is performed by a business
service. The SoaML modeling language is another example of the inclusion of
the concept of capability in the meta-model of the language. The usage of this
concept allows the expression of service architectures in terms of the logical
capabilities of the services in a way that is agnostic to participants in the archi-
tecture, identifying a set of functions or resources that a service might provide
or the abilities that are needed in order to provide a service [23]. Figure 1.(a)
depicts the capabilities that a service interface provides, and Figure 1.(b) depicts
the capabilities a participant has to provide a service.
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Fig. 1. Capabilities in SoaML

Fig. 2. Capability and associated concepts in DoDAF



38 G. Antunes and J. Borbinha

In the case of the most relevant Enterprise Architecture frameworks, as already
referred, the concept of capability is present, although in some cases not directly
related to that of service. Concerning TOGAF, the concept is present in the meta-
model although not directly related with other concepts belonging to the business
architecture or to the application architecture, particularly the concepts related
with services (i.e., Business Service, Information System Service). The framework
also sports a capability-based planning guideline, which consists on high-level con-
siderations on how development and improvement of organizational capabilities
should be carried. In the case of DoDAF, as shown in Figure 2, the two concepts
are present in the meta-model and are related with each other: a capability is re-
alized by a performer, which in turn might be a service. The DoDAF also includes
a Services Viewpoint, which depicts the solutions and relates these to capabilities
and operations. The case of MoDAF is similar to that of DoDAF.

In fact, the concept of service seems to rest between that of capability and
those directly related to the implementation. Capabilities are easier to link to
the drivers and motivation of the business, thus becoming a useful concept to
business stakeholders, in the sense that it is easier to understand than more
technically oriented concepts. Similarly to the way the concept of service works
concerning the technical implementation of a solution, the concept of capability
creates an anchor model that does not change in face of changes in the way busi-
ness is implemented. In fact, this characteristic is already present in capability
maturity models, since the maturity level is what is subjected to change, not
the capabilities themselves. As a service allows for the consideration of different
implementation options, so do capabilities in relation to services. For instance,
considering a phone book application, the capability of providing contact infor-
mation might be delivered via a browsing service or a querying service.

These facts alone are sufficient to highlight the importance of the concept of
capability as one more contribution to business/IT alignment, in articulation
with the concept of service. Services provide an uniform and abstract interface
from the business to IT, while capabilities provide an uniform and abstract inter-
face from strategy to business. In that sense, the full potential of an organization
will only be provided if the service strategy is aligned with the business strategy.
The concept of capability can promote that alignment.

Figure 3 depicts a proposal concept map displaying the relationship between
the concepts of capability and service, based on the sources described throughout
this work. A capability is realized through processes (which involve people), and
is driven or constrained by the availability and quality of the resources, and
by the strategic decisions made. A process might in turn orchestrate business
services4 or might be a part of a larger grained business service. In turn, business
services provide and/or consume data entities, and if these services are fully
automated, then we are referring to information systems services, which are
realized by application components and implemented on technology components.

4 In line with the definition of service provided in [14], a business service consists in
the performance of activities, work, or duties associated with a product. The term
is used here to distinguish between fully automatized and (semi-)manual services.



Capabilities in Systems Engineering 39

Fig. 3. Relationship between Capability and Service

7 Conclusion

This work provided an overview on usages of the concept of capability. It has
been deemed useful by different knowledge communities, such as the examples
of economics and strategic management, systems and software engineering, and
information systems, and has been employed to describe products, systems, or
even organizations.It can be described as being delivered by a determined config-
uration of the organization’s resources and it is influenced (driven or constrained)
by the surrounding environment.

The relationship existing between the concepts of capability and service is also
described in this work. Capabilities seem to bear the similarities with services,
namely their low coupling and high cohesion. However, the concepts are different
since the concept of service seems to rest between that of capability and those
directly related to the implementation. That fact can be deduced from different
modeling frameworks already making use of the concepts.

In fact, the concept of capability can be used to promote business/IT align-
ment, in articulation with the concept of service. In fact, most of the works
described make use of both concepts. However, either the direct relationships
between the concepts are not present or no relationships are made with strategy
concepts and/or with implementation concepts. Due to that fact, a concept map
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was elaborated (Figure 3) relating relevant concepts through the use of simple
relationships.

Future work will focus on the exploration of the concept in methods and tech-
niques for service design, engineering, management and governance. In method-
ological terms, the existence of an approach for engineering and governing services
that takes advantage of the concept of capability would better promote the align-
ment of service implementation with the business strategy. Associated with this,
the existence of techniques for the identification and representation of the capa-
bilities and respective association with services and organizational goals would
complement this work.
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Abstract. The interest for creating new and innovative e-services is increasing 
in both the private and public sector. One promising approach is to make use of 
user innovation, that is, to let innovative users participate in the design process. 
However, in order to use user innovation for e-service design, organizations 
need to have a clear approach to identifying areas for improvement, as well as 
engage and utilize innovative users. In this paper, a practical approach for e-
service design based on the concepts of user innovation is presented. The 
approach consists of a set of steps, and each step is supported by a practical 
technique. The techniques used in the approach are based on enterprise models 
such as business value network models and business use cases, and analysis 
techniques such as SWOT and Open-EDI service phase analysis. The approach 
is demonstrated by applying it to a real-world case from the Swedish tax 
agency, and it has been assessed by business and IT practitioners. Furthermore, 
experiences with applying the techniques are presented.  

Keywords: Lead user method, user innovation, e-services, enterprise models. 

1 Introduction 

Designing e-services introduce many new opportunities for business and IT 
developers. E-services can support existing collaborations between service providers 
and consumers. E-services can also open up new opportunities for the identification of 
new and innovative services; services that might not be possible to design without the 
use of information and communication technology (ICT). For example, in many 
countries, organizations can already today use public e-services to automatically 
deliver tax declarations to the taxation agencies instead of filling in paper forms and 
sending them by mail. Such e-services can also automatically perform calculations in 
various parts within the declaration, which would not be possible without ICT and e-
service solutions. Identifying new and innovative e-services is an important task for 
organizations both in the private and public sectors. This put pressure on business and 
IT developers to be creative, and understand the needs of users.  

Understanding users and involving them in the design of software have been 
emphasized for many years in design approaches such as user-centered design [1]. 
Involving users in e-service design is even more important. In e-service design, the 
service provider and service user (i.e., service consumer) often belongs to different 
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organizations; this is in contrast to traditional software design where system might be 
built for organization-internal use only. This means that a broader scope needs to be 
considered when designing e-services, preferably involving both the service provider 
organization and the organizations using the service [2]. Methods for involving users 
in the identification and design of e-service are therefore needed. User-centered 
design is one interesting approach in which the users give their opinions on  
the functionality and usability of the e-services. However, in user-centered design,  
the business and IT designer are still driving the design process. To fully make use of 
the users’ creativity, another approach could be to let the users themselves drive the 
design process, and involve users that are especially innovative, so called lead users.  

According to Eric von Hippel’s findings in the 1980s, many products and business 
services are improved by innovations by individual end users [3], [4], [5]. Based on 
these findings, von Hippel created a method, called Lead User Method [4], [6]. A 
central theme of the method is to find, engage and support lead users, i.e., users being 
ahead of the trend in the domain of interest, in order to identify innovative solutions.  

These ideas to involve lead users could also be applied in the e-service design 
process in order to create new and innovative services [7]. However, involving users 
in limited parts of the software and service design process is complicated and 
designers often underestimate the complexity and the heterogeneity of the user base in 
the domain of interest. To fully make use of the users’ creativity in the design process, 
like involving lead users, is even more complex, and method support is needed.  

In this paper, a practical approach for involving users in the design of e-services is 
presented. The foundation of the approach is Eric von Hippel’s lead user method. To 
provide practical support the approach contains a set of techniques. These techniques 
are making use of enterprise models such as business value network models and 
business use cases, and analysis techniques such as SWOT and Open-EDI service 
phase analysis. We put special emphasis on enterprise models and analysis techniques 
as they are today a common and practical instrument for involving users in software 
and service design. Enterprise models are usually represented as diagrams, which 
makes them easy to understand and manipulate for any stakeholder, thereby 
facilitating shared understanding.  

The approach is demonstrated by applying it to a real-life case from the Swedish 
tax agency, in the paper called the Swedish IRS case. The Swedish IRS was involved 
in a research project, SAMMET [8], which aimed to create methods for designing 
new and innovative e-services for public and private organizations. We account for 
the experiences of using the techniques in the IRS case. 

Erik von Hippels user innovation method are used as the foundation for the 
approach, and well as existing techniques for enterprise analysis and modeling. The 
main contribution of this paper is the compilation of practical techniques that aims to 
aid in e-service design, their illustrated use in the IRS case, and resulting experiences 
of their application. 

The structure of the paper is as following: Section 2 presents related research, 
Section 3 describes, motivates and demonstrates the approach. In Section 4 the result 
of an assessment of the approach is described. Finally, in Section 5 the conclusion, 
including suggested further research, is presented. 
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2 Related Research 

2.1 Enterprise Modeling and Analysis Techniques for e-Service Design 

Enterprise modelling and analysis is the process of using models to represent an 
organization’s business processes, resources, people, information, constraints, and 
organizational structure. Much research based on enterprise modelling is used for 
requirements engineering, that is, the process in which functional and non-functional 
requirements on IT-systems are elicited, specified and validated. In this paper, we 
make use of business value network model, business use cases model, SWOT analysis 
model, and a model over the Open-EDI service phases. 

In this paper a business value network model are employed to present the context 
as well as the scope of the tasks for the innovative user. A business value network 
model (also called just business model or value model) is a representation of a 
network of cooperating actors that together create value through resource transfers 
and conversions. Business value network models as a base for designing e-services 
are presented in several research papers, e.g., [9], [10], [11]. However, none of these 
are set in the context of user innovation.  

In this paper, a SWOT analysis model, as defined in the Business Motivation 
Model, BMM [12] is used to survey an organizations position within a market. This 
enables us to further scope the context for the innovative users. Business use cases are 
then used for finding user roles of interest when identifying lead users. Business use 
case is an enterprise modeling technique related to UML use cases [13]. We also 
make use of a model of Open-EDI service phase analysis [14] to help innovative 
users find complementary services. 

2.2 User Innovation Methods 

The importance of involving users in product development was highlighted by Eric 
von Hippel in the mid-to-late 1980s [4]. The proposition was that users can be 
innovative, and therefore can aid in the development of innovative products. Since 
then, research work within this area, often called user innovation, has spread and in-
cludes finding methods for describing how to find, engage and involve users in 
product innovation. Several empirical studies support the claim that innovative users 
can produce innovations of high originality and high monetary value [1]. 

Central to user innovation methods is the concepts of Lead Users. In essence a lead 
user is a user that is ahead of a market trend, and thus is an important source for new 
needs and ideas on how to best serve those needs [6]. Furthermore a lead user can 
typically benefit from improvements in product or services.   

In [4] von Hippel outlines a first proposal for how businesses could involve lead 
users in marketing research. This method was later refined [6][15]. The refined 
method includes four steps; (1) specifying lead user indicators, (2) identifying lead 
users, (3) generating concepts/products, (4) test concepts/products. The approach 
presented in this paper supports the three first steps with concrete techniques based on 
enterprise analysis and modeling. 
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 The lead user method has been applied in different settings with promising results 
[6], [16], [17]. The innovations resulting from using the lead user method were 
favorably received by the non-lead users evaluating them.  

Even though there is no similar approach that combines user innovation methods 
with enterprise analysis and modeling, there exists empirical research on the effect of 
applying user innovation to e-service design. Kristensson, et al. [7] set up an 
experiment in order to examine the ability of idea creation among three test groups: 
ordinary users, users trained in innovation techniques, and a product expert group. 
The authors showed that the most innovative group was the group of users trained in 
innovation techniques. The expert group ended up the least innovative. Although the 
experiment was small, it shows the power of engaging users in the innovation process. 

2.3 General Service Development and User Involvement 

The areas of service design and innovation originally stems from the areas of business 
services that not necessarily need to involve IT. This area of service development is 
sometimes referred to as new service development, NSD [18][19]. While service 
development can be seen as a way to support product development, such as the 
development of customer services support the delivery of goods, it can also be 
performed with the purpose to create new standalone services. Within the NSD field it 
has been shown that user involvement has a positive effect of the speed of 
development and the quality of the final service [20]. However is has been pointed out 
that there is a lack of strategies to reach the positive results [21]. The approach 
presented in this paper should be seen as what is referred to as a supportive technique 
for NSD [22], that is, it is a complement to new service development approaches, with 
special focus on the use of enterprise modeling and user innovation. 

3 Overview of the Approach 

The general idea of applying a user innovative method is to engage the users in the 
creation of new and innovative products. Thus there are of course a need of finding 
and collaborating with lead users. However before engaging the users there are a need 
to set the scope of the development and the area of innovation. There is also a need to 
define metrics of how the new product ideas should be evaluated. To cover these 
areas we propose to use six steps in the approach, see table 1. These steps are based 
on Eriks von Hippels lead user method [6][15]. The general structure of the approach 
is to first widening the scope, looking for new markets and areas of improvements 
(step 1-2). The goal is to “broaden the innovation space”, that is, to minimizing the 
risk of missing good innovation potential. To guide the work indicators of success are 
set up (step 3). In steps 4-5 the lead users are identified by finding important users 
roles and searching for innovative individuals acting in these roles.  Finally, in step 6, 
there is a need to support the collaboration with the users.  
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Table 1. The steps of the approach 

Step Technique used 

1. Clarify organizational context Business value models 

2. Identify market and trends SWOT analysis 

3. Find indicators for measuring success Goal models 

4. Profile lead users Profile template and Business use cases 

5. Identify lead users Data mining 

6. Support the work of innovative users Open EDI complementary service model 

 
Eriks von Hippels lead user method [6][15] contains four main steps, while the 

method we outline in table 1 contains six. The difference is that we have broken down 
Eriks Von Hippels first step (named “Specify lead user indicators”) into three distinct 
steps (1-3) to have a more elaborated analysis of the business context and indicators.   

4 Step 1- Clarify the Organizational Context 

The first step of the approach is to clarify the organizational context, that is, broaden 
the perspective so that the entire network of actors, and the transfer of resources 
among them, is visualized. Broadening the contextual perspective, in order to push the 
limits of the innovation space, can be done in several ways. One well-known 
technique is to utilize business value network models, which is what we apply in this 
step. Business value network models visualizes the network of suppliers and 
customers that the organization is part of, as well as the resources involved, including 
the services transferred between the different actors [9]. It can often be useful to also 
identify the organization’s customers’ and business partners’ own suppliers and 
customers, to further broaden the analysis. The business value network model 
describes central and existing business services and e-services together with other 
central resources. Note also that other resources, such as goods, are usually bundled 
with services, such as e-services. Therefore, analyzing other resources than e-services 
can be useful as a base for identifying innovative e-services. 

A demonstration of applying this step in the Swedish IRS case is shown in Fig. 3. 
The e-service in focus is e-tax declaration aiming at supporting automated tax 
declarations for organizations via the web. The business value network model shows 
the context in which the e-service operates. Visible here are the various actors and the 
exchanges of resources of interest between the actors. This enables us to gain a better 
understanding of the e-tax declaration service and its context, and, thereby, suggests 
additional e-services, supporting the usage of e-tax declaration service.  

Additionally, shown in Fig. 3, the IRS offers an e-tax account service, which can 
be used for inspecting the status of the organization’s tax account. There is also an 
external book-keeping service available for the organizations, if they want to 
outsource the task of handling the declarations. Furthermore, the model shows that 
there are IT system developers that sell book-keeping systems to organizations, and 
that the government is funding the IRS. As mentioned above, the IRS offers an 
alternative to e-tax declaration service, namely a manual paper-based declaration 
service. 
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Fig. 1. A business value network model from the Swedish IRS case that shows the context in 
which the e-tax declaration service operates 

Our experiences with applying the business value network technique for clarifying 
the organizational context concerns both the use of actors in the models, as well as 
how to best use the resources exchanges to depict the business context. We here 
describe the experiences in three simple guidelines that we found useful in this step in 
the approach: 

Include second level actors. When it comes the identification of actors it is simple 
to not look further than the ones that are directly related to the business under study. 
To avoid this, also include the 2nd level actors – that is, actors that collaborate with 
consumers of your services. For example in Fig.3, we included the IT system 
developers and external book keeping agencies. 

Include reciprocal transfers. For each transfer in the business value network model 
is good to think about possible transfers in the other direction. A simple example is 
that for rendered services there should be a payment in return. Another, maybe not so 
obvious example of reciprocity is that the organization using the tax agency services 
in turn get to use the infrastructure (roads, juridical system etc) as given by the 
government.  

Include “soft” resources if needed. Everything is not services, goods and money. 
In areas such as healthcare it could be important to extend the business network 
model to also include softer resources such as trust and knowledge. We have not done 
this in the model shown in Fig 3, however an example would be to include the 
legitimacy and trust that properly using the IRS services gives an organisation.   
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5 Step 2 - Identify Markets and Trends 

The second step of the approach is to decide which part of the market that should be 
focused on during the continued process of identifying innovative e-services, and 
which trends that is of interest to pursue further.  

For this step we propose to use a SWOT analysis as a technique. A SWOT analysis 
identifies an organization’s internal strengths and weaknesses, as well as the external 
opportunities and threats, i.e., the two external categories being out of control for the 
organization. Possible internal strengths and weaknesses could be, for example, the 
already existing infrastructure, the culture within the organization, resources, and 
management capabilities. Possible opportunities and threats could be existing, as well 
as future, laws and regulations, emerging technologies, services and products.  

Finding strengths, weaknesses, opportunities, and threats for the organization gives 
a good foundation for identifying not only the optimal market and trends, but also 
promising e-services. Since e-services are about exchanging resources with an 
external part, extra focus could be put on the external parts of the SWOT-analysis, 
i.e., the opportunities and threats in the SWOT analysis. Since e-services are executed 
in IT applications, special focus could also be on new devices such as tablets and 
smartphones in the SWOT analysis. 

A demonstration of applying this step in the Swedish IRS case is shown in Fig. 4. 
The SWOT-analysis model shows IRS’s internal strengths and weaknesses, and its 
external opportunities and threats. In supporting the performance of the SWOT analy-
sis, statistics of the usage of e-services within the IRS can be used. Another 
possibility is to interview personnel from organizations that perform their tax 
declarations manually or electronically, respectively.  

 

Fig. 2. A SWOT analysis model from the Swedish IRS case 

We express our experience with using SWOT models for identifying markets and 
trends using the following three guidelines: 

Make use of the business network model. The previously defined actors are a good 
start for finding external opportunities and threats. 

Threats (external)

Strength (internal)

Opportunities (external)

Weaknesses (internal)

The book-keeping systems used today by the 
organizations do not support the automatic 
insertion of tax declaration data into the e-tax 
declaration service. This insertion must 
currently be performed manually.

Suppliers of book-keeping systems could 
collaborate better with IRS in order to 
better integrate those systems with the e-
tax declaration service. 
Swedish employees traditionally have good 
skills in using computers, and in using 
public e-services.

The Swedish IRS is well-known to be a 
forgoer regarding e-government

Lack of method support for identifying and 
designing innovative e-services
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Seek information from external actors. By talking to the external actors it is 
possible to gain a deeper understanding of what they perceive as the current 
trends/opportunities. In the IRS case we performed structured interviews with 
organizations and their external book keeping agencies.  

Put priorities/weights on the SWOT items. Each threat and opportunity is not equal. 
To discern the possible impact of changing the IRS services we made statistical 
analysis of past tax declarations. It turned out that most of the companies that used the 
manual paper-based declaration service was small companies (1-5 employees), thus 
targeting threats and opportunities for this group would have the highest impact on 
raising the level of e-service use.  

6 Step 3 - Find Indicators for Measuring Success 

The third step of the approach is to finding indicators that can guide the work with 
finding or improving e-services.  

In this step of we suggest to use the goal model technique to define measurable 
indicators. Using indicators and measurable goal values is a common way of 
measuring projects or processes. An indicator is a property of a project or a process, 
e.g., the properties ”income from the projects or process”, ”costs of the projects or 
processes”, ”number of satisfied customers”, and so on. Upon deciding about goal 
values for indicators, the organization must know which market and trends that the 
identified e-services should support.  

To guide the further work in the approach, indictors from different perspectives 
can be used. Two perspectives that can be of use are to measure the ongoing activities 
in the project, and to measure the projects result. Examples of measuring the results of 
the project includes posting using indicators like ”How many innovative e-services 
were discovered within the project?”, ”How profitable are these e-services projected 
to be for the organization, both short-term and long-term?” and ”How successful the 
organization’s customers or clients consider the new e-services to be?”. 

A demonstration of applying this step in the Swedish IRS is shown in Figure 5, 
where one indicator and its related target value to be used for measuring the success 
of the project are shown.  

 

Fig. 3. A goal model, depicting an indicator and measurable goal value from the Swedish IRS 
case 

Indicator 1:
The share of organizations declaring electronically

Measurable goal value 1:
75 percent of organizations in Sweden shall use the e-tax 
declaration service by January 1, 2013

measured by
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In our experience goal models are very useful for having a structured approach to 
finding indicators. Based on our experiences we suggest the following guidelines: 

Work both top-down and bottom up. Taking existing goals is a good way to start 
the goal modeling top-down. The top-level goal can then be broken down into sub-
goals. However, in order to not only re-iterate well-known organizational goals it is 
also useful to bring in new goals in a bottom-up fashion, for example related to the 
threats and opportunities as identified in the previous steps. 

Be prepared to change goals. Be aware of that predefined goals can be difficult to 
use for measuring innovations. For example, during the IRS case we found service 
improvements that could raise the quality of the provided services, however these 
changes can not only be measured by the increased number of users (measurable goal 
value 1 in Fig. 5).    

7 Step 4 - Profile Lead Users  

The fourth step of the approach is to create a profile for lead users. The motivation for 
the step is to make the search for lead users more effective, i.e., to find the best 
candidates given some limited amount of resources. The profile is generally based on 
the properties of lead users that von Hippel has identified. Here, we propose to first 
use a technique based on a profile template with general and predefined properties. 
The possible lead user roles could moreover be profiled/identified by using Business 
Use Case models.  To start with a lead user could be characterized using this simple 
template, based on von Hippels lead user characteristics:  

 

 A lead user should have experience and knowledge of the market and trends in 
question. 

 A lead user should have an intrinsic interest for new and innovative e-services, 
within the market in question, earlier in time than other users.  

 A lead user should anticipate great value in finding new and innovative e-ser-
vices that solve their needs, within the market in question. 

 A lead user should be known for having come up with new ideas and solutions 
for e-services, within the market in question. 

 

While the template above defines desired properties of lead users, it is also helpful to 
examine in which roles the lead users should or could have. We here propose to use 
the technique of business use cases for identifying user roles in e-services. This 
enables discussion about in which business situations users can use the e-service, and 
thereby works as a tool for identifying new roles that can be of interest to find lead 
users. Thus, each service could be seen as a business use case, and the process of 
finding the related users of the use cases will lead to the identification of the link 
between user roles and services. 

A demonstration of applying this step in the Swedish IRS case is shown in Fig. 6, 
showing some business use cases and related roles. 
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Fig. 4. Business use cases in a business use case model from the Swedish IRS case 

Our experiences with using business use cases to profile lead users are summarized in 
two guidelines below. 

Use the business network model (step 1) as input. The business value network 
model is a good input for finding roles, as it contains the main organizations in the 
business context. 

Focus on individuals, not organizations. Finding lead users is about finding 
individuals, not organizations. Thus when specifying the use case model, it is 
important to think about roles that individual can cake. This will later help in finding 
the individuals. 

8 Step 5 - Identify Lead Users  

The fifth step of is about finding lead users who satisfy the properties of the lead user 
profile and the roles from the previous step. The two most common instruments for 
identifying lead users is pyramiding and screening [23]. Pyramiding is about asking 
customers, clients and other stakeholders whether they know someone who either 
satisfies the profile’s properties directly, or knows someone who satisfies the profile’s 
properties. Screening is about finding lead users among a large group of customers or 
clients in various registers.  

In the Swedish IRS case there was several different ways of identifying lead users. 
One way that was considered was to contact the users that previously had put forward 
changes request on the existing services. The idea here was to find users that had the 
properties of the previous described profile template - users that had interest in 
improving services. Moreover by cross-referencing this data with information about 
their role (users of e declaration service and/or user of tax declaration services. see 
Fig. 6), it should be possible to screen out the right lead users. Members of the IRS 
personnel could also have personal knowledge about potential lead users from con-
tacts gathered through the years. This is an example of pyramiding.  

However these two options turned out to be difficult in the IRS case due to 
restrictions on the handling of user information. We describe our experiences in the 
following guideline: 

Using e-
declaration
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Using e-tax 
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Internal
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External book-
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Be sure that you will not put off the users by contacting them. IRS, being and 
governmental organization had very strict rules on how they are allowed to handle 
user data. Basically, the user data can be processed to aid in the IRS main mission, to 
collect taxes. However to cross-process data for other purposes, or to hand out user 
information to external parties is not allowed. In the end this dilemma was solved by 
contacting users in the IRS information days. During these information days the 
participating users had the option to freely participate in the project (“opt-in”).  

9 Step 6 - Support the Innovative Work of Lead Users 

In this step the lead users are offered supporting techniques to be used during their in-
novative work. The techniques should facilitate a creative environment. According to 
von Hippel, lead users should produce ready-to-use products. This is usually not 
possible when dealing with e-services, since few users are skilled at software 
development. Rather, for e-services, the lead users' work is about producing 
innovative ideas for new e-services, or producing further requirements for existing e-
services. To help in the creative process we propose to use the OPEN-EDI services 
phases as a technique. The service phases of OPEN-EDI are described as a set of 
complementary services to a main service [14]. The standard can be used to support 
the lead users to identify new innovative complementary services around the main 
service.  

A demonstration of applying this step in the Swedish IRS is shown in Fig. 7, in 
which a template of OPEN-EDI complementary services is shown on the right-hand 
side. In this step, the IRS could, for example, arrange focus groups where lead users 
meet and together discuss problems and solutions based on the complimentary 
services. For example the problem of how to find, or even know about the tax 
declaration service could be discussed, since identification is one of the four 
complimentary services (see Fig 7).  

In the IRS case, due to practical reasons, we ended up with having an individual 
dialogue with the identified users. It was simply very difficult to find a suitable time 
for a group of users to meet, and when we set up a time the number of users that could 
actually participate was too low. Based on these experiences we outline the following 
guidelines: 

When contacting users, time is not the issue, calendar time is. It turned out to be 
quite time consuming to contact the users, not in actual man-hours, but in calendar 
days. The reason for this problem was the bookkeepers (see step 4) that we contacted 
was very busy at the end of each month (due to internal bookkeeping) and at in the 
first days of the month (due to the deadlines for sending the tax information to the 
IRS). Moreover it was more or less impossible to get in contact with the bookkeepers 
in January-February, due to the annual economic revisions. Thus it took a lot of 
calendar time to get in touch with the users.  

Use a structure to gain creativity when talking to users. When discussing the 
possible extensions to the existing e-services with the users we used a structure 
similar to what is shown in Fig. 7. This proved very helpful, as is gave the users the 
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opportunity to see the problem/e-service from different perspectives. Thus, in this 
case, we perceived that imposing a structure actually gave a good variety in the 
outcome, rather than limiting the outcome. A similar process structure is also useful 
when identifying bottlenecks in the users processes [24]. 

 

Fig. 5. Using the OPEN-EDI to find complimentary services 

10 Assessment of the Approach 

Our experience with using the approach and each technique was collected while the 
approach was applied and designed. To review the end result we performed an 
assessment of the approach once it was completed. This assessment is a first step 
towards a more exhaustive evaluation and was made in order to collect new ideas for 
forthcoming development of the approach. 

The assessment was performed by interviewing experts within the areas of 
innovative methods and e-service development. The experts were identified using py-
ramiding. In essence pyramiding are based on that experts know other experts. In 
total, three experts were identified, and subsequently individually interviewed. The 
interviewees were sent a combined slideshow presentation of the approach, and the 
demonstration, by e-mail a day before the interview. Included in the presentation was 
a set of questions that the interviewees were expected to give their comments to 
during the interview, although not necessarily in strict order.  

Since we aimed for a practically applicable approach the interviews focuses on the 
understandability, efficiency and coherence of the approach. Understandability is  
the degree to which the approach is understood or comprehended by the users of the 
approach, effectiveness is the degree to which the approach supports creation of 
innovative ideas from innovative users of e-services, and coherence  is the degree to 
which the approach and its parts are logically, orderly and consistently related. The 
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interviewees were also asked to suggest method improvements, both in general, and 
for each step in the method. We below summarize the results from the interviews. 

In the analysis of the assessment of the approach, it was found that the understand-
ability of the method was good in general. However, question marks were raised regar-
ding the intended target groups of using the method. One interviewee considered the 
method somewhat complex in nature. On the other hand, another interviewee believed 
that the method was well suited for business analyst and similar target groups.  

Regarding the effectiveness of the method, the conclusion was that there was not 
any reason to believe that the method would not be effective in general. However it 
was pointed out that that the first two steps concerning the modeling of the 
organizational context could be time consuming. Furthermore it would be necessary 
to align the method to existing development methods for e-services. 

Regarding coherence, one interviewee thought that steps 1 and 2 where on a 
somewhat different level, less detailed, than the other. Otherwise the steps were 
deemed to follow in a coherent way, i.e., the parts of the method are logically, orderly 
and consistently related. Another interviewee did not see any problems with the cohe-
rence. The third interviewee saw an interesting possibility to group the steps together 
to enhance the understanding, and thus clarify the coherence further. 

Several improvements were suggested during the interviews: 

 Steps 1 and 2 of could be enhanced by specifying in more detail, which kinds of 
model that are recommended to use (interviewee 1 and 3).  

 For step 6 the organization should define which incentives they can offer the lead 
users when discussing contractual agreements. The reason for this is that people, 
including lead users are driven by different interests, and the right incentives have 
to match with the right lead users (interviewee 3). 

 In step 6 it is important for most markets, especially governmental, to make sure 
that innovations are aligned with existing laws and regulations (interviewee 2). It 
is also important to not only describe and align the innovative e-services 
themselves, but also the existing service processes and architectures, as well as the 
delivery capacity (interviewee 3).  

11 Conclusion 

In this paper, an approach for e-service design based on the concepts of user 
innovation is presented. The approach is based on Eric von Hippel’s Lead User 
Method, but in this paper we focus on how the methods can practically applied to 
design e-services. To support the use of the approach for the design of e-services each 
of the six steps of the approach is accompanied with easy-to apply techniques. 

The approach has been assessed by business and IT practitioners. The assessment 
shows that the approach is promising; it is gives organizations a consistent structure 
when applying user innovation to e-service design. The assessment also resulted in 
several proposals for further enhancements. 

Further research include evaluation of the method, by for example using an 
extended set of practitioners (i.e., domain experts), but also researchers in the area of 
user innovation. More important is also to gain more insights by applying the method 
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in real-life organizations. As it is now the approach could give organizations that are 
to start their initial user-innovation driven project an initial toolbox. 
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Abstract. In this research we represent the major elements of the Theory of 
Constraints (TOC) in a services environment, specifically for the banking 
sector, and we analyze the factors involved in the decision to adopt the TOC by 
companies in this sector.  

It was identified that the four elements of the TOC theory, throughput, 
inventory, operating expenses and constraints, correspond to, respectively, the 
money coming from financial services rendered, the money required to generate 
this profit, the money to fund the expenses, and the limitations to the normal 
activity. Regarding the constraints, the most common are mainly administrative 
(regulations and policies) and the lack of technological resources associated to 
the scarcity of capital flow and the environment imposed by the state of the 
economy at a specific time. 

The main factors that influence the decision to adopt the TOC by the 
banking sector reside, first, in the tool’s current level of development; second, 
in the nature and the characteristics of the banking service that are very far from 
the original industrial reality and, finally, in organizational factors such as the 
attitude towards change, the leadership of the administration and the 
commitment of the entire institution.  

Keywords: Services, Banking sector, Theory of Constraints. 

1 Introduction 

The services sector accounts for 67.01% of the gross domestic product (GDP) of the 
total world economy and 55% in the more developed economies [1]. In the case of the 
countries belonging to the OECD, the services sector has become a driving force in 
the growth of employment, accounting for over 70% of the current total. However, in 
most of these countries, productivity growth in services continues to be slow, which is 
why the OECD has drawn attention to the importance of adopting new policies, the 
use of information technologies, and innovation in products and processes, to match 
the countries that went through this process successfully, such as Australia and the 
United States [2].  
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For its part, the Theory of Constraints (TOC) is one of the most widely recognized 
methods of optimization and continuous improvement by the industry in recent years. 
Initially developed by Dr. Eliyahu M. Goldratt, in the 1980s, TOC is often used by 
various industrial companies worldwide, intent on the continuous improvement of 
their processes and increasing efficiency [3-4]. Examples include Ford Motor 
Company, General Motors, Motorola, Pharmacia or Unilever, which have obtained 
positive results related to significant increases in production flow (throughput) and 
significant reduction in inventory, defects associated with quality, cycle time and lead 
time [4-5]. 

The historical success of TOC and the tertiary sector’s need to increase its 
productivity serves to highlight the importance of further investigations that combine 
these two areas. Although there is a stark shortage of TOC developments specifically 
for the sector, compared to the vast number of existing studies in industry [6-14], 
some studies related to the area have shown the relevance of and current interest in 
the matter, which deserves to be more fully explored from new and different 
perspectives, the main aim of this study. Actually, the TOC is providing a process of 
centering the attention on the critical areas’ improvement [7], and thus has the 
potential for much faster improvement. Another contribution for services of TOC 
method is that it provides techniques of dealing with change [10]. 

This paper begins with a brief review of the relevant literature on the areas 
involved in the research (services, banking, TOC and TOC in services). Subsequently, 
the methodology used is described, followed by the results of a multi-case study (aim 
1) and the statistical analysis (aim 2). The paper ends with the conclusion, describing 
limitations and future topics of study. 

2 Literature Review 

2.1 Services 

A generic, basic and simple definition of the term was proposed by Zeithaml and 
Bitner [15], which defines services as events, processes and performances. Grönroos 
[16] defines them as activities that are characterized by their intangible properties, and 
classifies their production based on the interaction, or not, of consumers, service 
providers, physical resources or systems. 

In addition to the intangible properties, Parasuraman et al. [17] highlight 
heterogeneity as a property of services, related to the instability of the results in the 
production of services, which depend on a number of variables, such as service 
providers, the method used, and the same consumer, among others. The same authors 
explain the characteristic of inseparability in relation to the inability to break down 
the different elements that make up a service, as is possible in the case of goods. 
Meanwhile, Fitzsimons and Fitzsimons [18] state that experiences are perishable, 
intangible and produced by the same consumer, who necessarily becomes a co-
producer. Later, Rubalcaba [19] explains that, in addition, services are a whole 
dimension of activities and not just one sector, noting, first, that the end result is 
achieved as a joint achievement between the parties involved and, second, the same 
properties were described by the authors mentioned above. 
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Regarding the classification of services within the existing set of proposals on the 
subject, this study used the classification of Schmenner [20], as used by Siha [10] in 
her study, which is considered the forerunner to the present research. The matrix 
classification of service processes, originally developed by Schmenner [20], proposes 
four categories based on the variables of work intensity and the degree of interaction 
and customization: Service factory (low labor intensity and low degree of customer 
interaction and customization), Mass Service (high labor intensity and low degree of 
customer interaction and customization), Service shop (low labor intensity and high 
degree of customer interaction and customization), and Professional service (high 
labor intensity and high degree of customer interaction and customization). 

2.2 Banking Sector 

Within the universe of existing service organizations, the banking sector was chosen 
as the focus for this study, since it is extremely regulated, with little variability in 
processes and highly concentrated (in the European case). A specified unit of analysis 
(Portuguese banks) would serve as the basis for analysis, as well as allow us to 
extrapolate the findings. The factors that Santillan-Salgado [21] considered as 
explanatory of this growth in concentration in the European banking industry are: 
first, the inclusion of high technology developments in banking activities and the 
rapid increase of competition linked to the deregulation of the sector and state 
intervention in times of crisis; second, the process of restructuring the EU region to 
achieve the creation of a single financial market in 1993; and third, the introduction of 
the euro from 1999, as the official currency of the majority of the EU countries. 

In the Portuguese case specifically, the banking sector has been characterized by 
strong changes in both its structure and its system, resulting from a process of 
profound transformations over the last few decades: nationalization of banks in 1974, 
financial market liberalization in 1984, and recharged growth of competition in the 
sector [22]. This environment, resulting from the re-privatization of the sector, 
required a modernization of the traditional banking institutions so that they could 
remain profitable and competitive in the market. Thus, the Portuguese banking sector 
adopted the Universal Banking model, which is characteristic of those financial 
institutions that are able to offer, compared to the traditional bank, a more innovative 
range of financial services directly or indirectly related to its core business [23-25].  

Honoban [26] explains how this process in Portugal, with the adoption of the 
universal banking model, the re-privatization of banks and the removal of limits on 
growth for loans [22], has endowed the Portuguese banking system with high levels 
of liberalism [27], being in fact one of the most drastic regulatory liberalizations in 
Europe [28]. 

2.3 The Theory of Constraints 

At the end of the 1970s, Eliyahu Moshe Goldratt developed a scheduling algorithm 
for industrial production known as Optimized Production Schedule [29]. It was 
characterized by fixed rules and parameters designed for use in a computer program. 
Years later, it was named the Optimized Production Technology (OPT) [4].  
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In 1984, Goldratt published the book The Goal [30], which explains the concepts 
of OPT but does not delve into the details of its implementation. This information 
would be the central theme of his sub sequent The Race [31], in which he developed a 
new system to manage the flow of material called Drum-Buffer-Rope (DRB). But it 
was only in 1988 that the term "Theory of Constraints" was referred to explicitly, 
while Goldratt listed the results of all his previous work: "(...) The second, and 
probably the most important result was the formulation of what I consider an overall 
theory running an organization. I call it Theory of Constraints and I regard 
everything I've done before as just a mere derivative of this theory (...)" [32]. At the 
end of the 1980s, this theory became a tool for continuous improvement focused on 
processes, which, in the 1990s, would be complemented by the use of logic and 
Thinking Processes (TPs) as the bases for the resolution of the scenarios on which it is 
focused. No existing systems can have unlimited resources, because if they did, 
companies could increase profits without limit [4], [9] and [33-34]. These authors also 
frame a TOC in the area of continuous improvement and define its goal as the scope 
of improved organizational performance. 

Among the variety of concepts involved in this theory and the extension of the 
philosophy on which it is based, the term ‘restriction’ is established as the starting 
point for all TOC philosophy. In the same publication that first referenced TOC, 
Goldratt (1988, P.453) defines the constraint as "anything that limits a system from 
achieving higher performance versus its goal”. Regarding performance measurement 
systems, and based on the assumption that the goal of any business is to generate 
money, he defines three TOC indicators [3]: throughput (T) is the rate at which the 
system generates money associated with sales; inventory (I) is the money invested in 
the system to generate the Throughput; and Operating Expenses (OE) is the money 
the system spends in turning inventory into throughput [4], [6] and [9]. 

2.4 The Theory of Constraints in Services 

TOC is a theory created mainly for industrial process optimization [4], [6-7], [9-10], 
[12-13] and [35-37]. The terminology used, its indicators, the tools for managing 
problems, the kind of thinking, their premises and, in general, all the elements 
involved, were developed according to the specific characteristics of the processes to 
transform raw material into tangible products [9-10] and [14]. 

Subsequent to the success of this methodology in the secondary sector and the 
increasing prominence of the service sector in the world economy, the idea arose of 
extending the application of TOC beyond traditional borders for which it had been 
designed [6-7]. Table 1 systematizes the TOC literature with relevance to services.  

With respect to the relevant literature, as seen in Table 1, the first countries to 
publish studies on the application of TOC in various areas within the services sector 
were the United States, England, Australia and Israel, demonstrating the effectiveness 
of this philosophy in other areas besides the industrial. Although in recent years the 
literature related to the topic has significantly increased, the approaches are still too 
incipient to match the large number of studies on TOC developed for industry [6-7] 
and [13-14]. 
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Table 1. Theory of constraints in services: literature review 

Authors Country Type Sector Objetives

[46] Israel Education
To applying TOC to improve the quality of school education and 
productivity.

[47] UK Health - Consulting
To modernize mental health services of the UK population 
through the merger of the only two service providers.

[35] Unspecified
Study the impact of TOC concepts in administrative functions, 
applying performance indicators.

[42] Improving performance indicators identified in the system TOC.

[6], [7]
Application of TOC for optimization and increased productivity 
of nonprofit organizations.

[43] Construction
Support improved performance and productivity of the delivery 
of the service provided by the company.

[13] Banking
To improve credit approval processes and overcome the 
constraints of the system.

[44] Restaurants
To evaluate the possibility of the successful use of TOC TP 
tools to improve the performance of a small business.

[11] Public Services
To consider using TOC TP in a public service organization for 
service and optimization of the processes.

[37] Food
To evaluate the implementation, benefits and feasibility of TOC 
as a tool for planning and control of production in the service.

[45] Consultancy 
Improving the performance of billing system for increased 
business productivity.

[10]

T
he

or
et

ic
a

Service Sector
To create a classification model for implementing TOC in 
different service organizations. Adequacy of vocabulary TOC to 
services and developing solutions to potential problems TOC.

[8]
Australia Banking

A classified model for Applying the Theory of Constraints to 
Service organizations

[36]
Australia 

/ New 
Zelanda

Operational 
Research OR/MS

To study TOC TP tools in relation to traditional methodologies 
OR / MS for building multi methodological tools.

Theory of Constraints in Services

C
as

e 
St

ud
y

USA

Health

E
xp

lo
ra

to
ry

 

Based on the three elements (services sector, banking sector and TOC) and as a 
result of the analysis of the information extracted from the literature analyzed, this 
paper aims to, firstly, examine the implementation of the Theory of Constraints in the 
banking sector, and more specifically, the main TOC concepts (inventory, throughput, 
operating expenses and restrictions), based on the model to implement TOC for 
service organizations [9] and the study of the application of TOC in banks [8]. The 
research of Bramorski et al. [8] was the first one to show how banks can apply the 
principles of constraint management to improve their processes to obtain competitive 
advantage. However, it was made using a single bank example and not testing the 
importance of the several factors. Later on, Reid [13] proposed a five-step sequential 
process for implementing the TOC concepts. The approach is mainly descriptive and 
only an example is used to illustrate the framework. Therefore, further studies on the 
main performance indicators for specific services would be relevant, as they would 
facilitate the search for more effective solutions to typical problems of these services. 
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Next, an analysis is conducted of the factors involved in the decision to adopt TOC 
by companies in the banking sector, as supported in the literature review. 

3 Methodology 

This research can be considered a mixed study inspired by the different approaches 
and methodologies that were identified during the literature review on TOC in 
services. In Table 1 we can see the methodology used in several studies. 

Initially, the study uses a qualitative methodology with a strong theoretical 
component and puts forward a proposal for future quantitative validation. 

Given the lack of specific literature on the subject, this first theoretical approach is 
supported by the information extracted from reality through different instruments and 
it is framed in a multi-case study model. This approach provided the opportunity to 
include triangulation as a method aimed at achieving accuracy, precision and 
objectivity in answering the research question: How could TOC elements be 
characterized in banking? 

Subsequently, as part of a quantitative approach to the second aim of the study, 
Table 2 presents the research hypotheses raised from the review of existing studies in 
the area.The total number of hypotheses are grouped into three categories according 
to the affinity of the issues that each addresses and involve some degree of influence 
on the decision to adopt TOC by banks, based on the level of current development of 
TOC for application in the banking sector (H1), the nature and characteristics of 
banking services (H2), and the internal management of sector institutions (H3). 

Given the urgent need to increase productivity and optimize their processes to meet 
the many challenges that the global economy imposes, the banking sector was 
selected as the focus for this research. In addition, this sector remains highly 
regulated, and its operations and services have less variability among the institutions 
that compose it. Within this universe, Portuguese banks were chosen as the unit of 
analysis. With regard to the complete sample, the Bank of Portugal (BP) has records 
of 36 legally constituted and recognized banks, of which 24 are members of the 
Portuguese Association of Banks (APB), representing 94% of the banking system’s 
total assets [38-39]. Given the default profile for the study, banks that are highly 
specialized business units of other banks, without participation in the commercial 
banking market or institutions without a minimum component of the universal 
banking concept, were excluded from the study. 24 banks were contacted via direct 
mail, e-mail and telephone in order to request their participation in the study. 
Following these contacts, four banks agreed to participate in the multi-case study. A 
fifth bank was included in the quantitative study, when it decided to participate only 
in this section of the research process due to time restrictions and internal priorities. 

For the study of this sample, and according to the methodologies referred to when 
defining its two aims, three tools were used for data collection. To develop the multi-
case study model, semi-structured personal interviews with predefined questions and 
issues were used. The interview script is divided into six sections (characterization of 
the interviewee, the bank, inventory, throughput, operating expenses and constraints), 
grouping 30 questions designed from the findings of the studies by Bramorski et al. 
[8] and Siha [10]. Also within the qualitative component, a tool was constructed in a 
matrix format, confronting the bank list for the Universal Banking model [18] with 
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the four categories of services proposed by Schmenner [20], which reinforced the 
information obtained in the interviews, literature and details of the TOC elements 
within the model Schmenner. Four interviews were conducted in total (two in Lisbon 
and two in Porto) to high hierarchical level staff, corresponding to the commercial 
administration, management control and process improvement supervision. 

Table 2. Research hypotheses 

Author

H1.1: The existence of TOC indicators for services influences the application of this 
theory in the banking sector.

[7-8]

H1.2: The existence of TOC vocabulary for services influences the decision to adopt this 
theory in the banking sector.

[8], [37]

H1.3: The existence of a formal method for implementing TOC in services influences their 
application in the banking sector.

[7], [13-14]

H1.4: TOC is not a recognized tool in the banking sector. (*) Exploratory

H2.1: The difficulty in determining the restrictions on banking processes, negatively 
influences the adoption of TOC in the banking sector.

[7-8], [44]

H2.2: Creating TOC as a unique tool for the industrial sector, negatively influences their 
adoption by the industry.

[13], [37]

H2.3: The particular characteristics of the services are crucial to the decision to apply 
TOC in the banking sector. (*)

[6-8], [10], 
[13-14], [37]

H2.4: The nature of restrictions on services difficult to detect and thus, negatively 
influences the decision to apply TOC in the banking sector. (*)

[6-8],[13], 
[44]

H3.1: The organizational commitment of banking institutions determines the success of 
the application of TOC in the sector.

[40], [42]

H3.2: Resistance to change in the organization, hinders the implementation of TOC in 
banking sector companies.

 [45], [47]

H3.3: The adoption of TOC in banks depends on motivation and leadership generated 
by management.

[40], [47]

H3.4: The innovative culture of the bank determines the adoption of TOC to optimize 
their processes.

[37], [42], 
[44]

H3.5: The absence of systematic, disciplined and with attention to detail processes in the 
banking companies, hinders the application of TOC in improving their processes.

[44], [45]

H3.6: Banks do not have a formal policy of continuous improvement. Exploratory

H3.7: Banks do not consider that their systems are limited and, therefore, they do not 
consider the need for the use of tools such as TOC

[33]

H3.8: Professional skills of banking employees determines adoption of TOC. (*) Exploratory

H3.9: The bank management provides the resources needed to drive continuous
improvement programs. (*)

[40]

(*) These hypotheses will be tested only through the analysis of descriptive statistics. The results obtained on these 
hypotheses, did not allow an analysis of inferential statistics.

Research Hypothesis

H3: The adoption of 
TOC in the banking 

sector depends on the 
internal management of 

sector institutions.

H1: The level of 
development of TOC 
for application in the 

banking sector 
negatively influences 
their adoption by the 

banking sector.

H2: The nature and 
characteristics of 

banking services hinder 
the adoption of TOC by 

the banking sector.

 
 

Regarding the analysis of the determinants of adopting TOC by banks, which 
corresponds to the quantitative component of the study, we used an online survey format 
with 26 questions directly related to the research hypotheses presented in Table 3. This 
questionnaire was subject to a pre-test with two professionals in the area of continuous 
process improvement and the services sector, a statistician and a director of continuous 
improvement in a bank. 41 responses were obtained from banking employees from the 
five banks involved in the study, which are directly related to these institutions’ area of 
continuous improvement and process optimization (51.3% response rate). 
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4 Multi-case Study 

The multi-case study clearly showed that there are four main factors present in the 
dynamics of the current banking sector, also highlighted in the responses of the banks 
participating in the characterization of the TOC for the services sector. These are: the 
importance of technology resources and information systems, the need to increase the 
quality of their services, the use of human resources, and the current economic 
situation.  

Based on these determinants, and in the case of the banks involved, the results 
obtained (see Table 3) served to relate the money needed to generate their profit 
(Inventory) with the use of economies of scale, the proper use of human resources, 
and capacity and efficiency in the production of services, because as one interviewee 
said, “the goal is to industrialize the banking business”. 

Table 3. TOC characterization by type of service in the banking sector 

Type of 
Service

Inventory Throughput Operating Expenses Constraints

S
er

vi
ce

 F
ac

to
ry

Financial resources required 
for the production of a 
service, whose minimum 
investment is maintained, 
although these are not sold in 
the expected amount. 
Example: outsourcing 
contracts, agency 
representation, technology 
applications.

The profit generated from the sale of 
banking services, mainly, the interests 
associated with home loans, deposits and 
trading fees. Gains from the sale of this 
service are related to the efficient 
management of customer relationships, 
management of prices, the bank's image, 
the efficiency of its business processes, 
streamlining expenses and any situation 
maximize the gain from the sale.

Capital invested in the 
creation and maintenance 
of the distribution 
network and the physical 
presence of the bank 
(agencies, branches, 
operations centers, etc.).

- Rigorous policies and excessive 
monitoring and control measures of 
the government audit institutions.
- Hierarchical structure with 
insufficient control in the allocation, 
delimitation and compliance functions 
of each coworker.

S
er

vi
ce

 S
ho

p

Financial resources invested in 
production capacity and 
delivery of services provided 
(distribution network, physical 
presence and operations 
centers).

The profit generated from the provision of 
high quality perceived by the customer and 
which compels him to acquire (proximity, 
personalization, attention, etc.)

Capital invested in 
increasing the efficiency 
of processes based on 
systematic process 
creation and production 
of quality services, closer 
the ideal established 
standard.

- Manual processes without defining 
patterns and standards that facilitate 
the systematization of operations.
- The variety of services offered and 
the complexity of its processes, 
problematize the most appropriate 
design method of work.

M
as

s 
S

er
vi

ce

Financial resources invested in 
the efficiency of service 
production areas (backoffice 
operations center) and capital 
required for its management 
(maintenance, updating and 
automaización).

The profit generated by the 
responsiveness of the sales department 
and support areas, when producing a 
service requested by the demand.

Capital for the 
development of 
information technologies 
and systems. Automation 
of operations.

- Efficiency of the distribution 
network and sales force.
- Efficiency of anti-fraud systems 
inside and outside the bank (ATM, 
credit and debit cards, virtual 
transactions, etc)
- Automation of processes related to 
the current computing resource 
efficiency.

Pr
of

es
si

on
al

 S
er

vi
ce

Financial resources required 
for personnel management in 
seeking to achieve the 
maximum utilization of human 
resources involved in the 
commercial and backofficede 
support areas (information 
systems, operations center).

The profit generated by the proper use of 
human resources (commercial department 
and support areas) for the provision of 
quality of its services. Gains associated 
with employees trained and constantly 
updated, optimization of existing resources 
and increased efficiency.

Capital invested in any 
aspect relating to the 
management of human 
resources in the 
production of services.

- Use of human resources and 
commercial department backoffice 
support.
- Training of the sales force.
- Demand management based on 
knowledge of its clients.

 
 
Moreover, it was identified that the money generated by the bank (Throughput) is 

related to the profit that comes from the provision of these new services, being 
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currently responsible for the profits of these institutions, among which the profits 
generated by trading and commission payment services. It should be noted that this 
generation of profits continues to liaise with the factors outlined at the beginning of 
this section and that, depending on the type of service, the weight of its influence 
varies. In relation to the costs incurred during the process of generating profits 
(Operating Expenses), the Portuguese banks analyzed continue to refer to the four 
factors presented at the beginning of the section (technology, human resources, quality, 
current economy), stating that their main expenses are borne by these situations.  

Finally, the concept of constraint for the banks surveyed also corresponds to the 
claims identified in the literature, which explains that the constraints in services are 
generally not physical, they are self-imposed through policies and rules [13]. Three of 
the four banks attach great obstacles to the exercise associated with the existence of a 
large number of regulations and measures from the national government and the 
Portuguese central bank. In addition, the banks unanimously regard as restrictions 
those associated with current methods of work, to craft their processes, customer 
knowledge and the complexity of the systems. They also highlighted the obstacles 
imposed by limited technological resources and the influence of the state's economy. 

5 Statistical Study 

With regard to the sample, it is observed that most of the banking employees surveyed 
(75.6%) have a bachelor's degree, followed by those with completed secondary 
education (17.1%). The remaining percentage is distributed among staff with a 
master’s degree (4.9%) and those who have no degree (2.4%). Analyzed in more 
detail, of the group of graduate employees, who represent the majority of the sample, 
55% attended a degree in the area of administration, 33% in economics, and the 
remaining 11.1% are distributed in other areas, such as engineering, computing and 
marketing. Table 4 shows the results of the tests performed on the hypothesis 
presented in Table 2. 

The statistical analysis shows that, globally, the claims made by the relevant 
theory are also present in the reality of Portuguese banks. In countries identified as 
pioneers in the study and application of TOC in services by the literature (USA and 
UK), the level of development of TOC for this sector is still classified as too young to 
spread in the same way as it did in the processing industry. Since its inception in 
1980, the theory of constraints has evolved with the goal of becoming a highly 
efficient tool for optimizing the industrial sector; however, the existing theory does 
not verify the same trend for the tertiary sector. Based on this fact, it was expected 
that the level of development of TOC for services would influence banking sector 
companies to adopt this tool and make wide use of it in the financial business. The 
importance of the specific factors that support this claim (H1.1: Existence of 
indicators, H1.2: Existence of vocabulary, H1.3: Existence of a specific 
implementation method) was confirmed in the Portuguese banking reality. The 
importance of the specific factors that support this claim (H1.1: Existence of 
indicators, H1.2: Existence of vocabulary, H1.3: There is a specific implementation 
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method) was confirmed in the Portuguese banking reality. However, it should be 
noted that, according to the responses from the banking employees surveyed, the 
majority (88.9%) attributed greater influence to the existence of a deployment method 
[7] and [13-14], while also recognizing the intervention of the other two. Regarding 
H1.4, it was observed that TOC is one of least well known continuous improvement 
tools among the banking employees surveyed with 7.3%, being surpassed only by 
Total Productive Maintenance with 4.9%.  

Table 4. Compilation of the results of hypothesis tests 

Statistical 
test p-value Decison

0.000 Reject
0.000 Reject
0.018 Reject
0.002 Reject
0.000 Reject
0.532 Retain

H3.2 0.007 Reject
H3.3 1 Retain
H3.5 0.008 Retain
H3.8 0.000 Reject
H3.1 0.007 Reject
H3.3 0.001 Reject
H3.5 0.424 Retain
H3.8 0.000 Reject
H3.1 1 Retain
H3.2 0.001 Reject
H3.5 0.041 Reject
H3.8 0.000 Reject

0.117 Retain
H3.1 0.078 Retain
H3.2 0.424 Retain
H3.3 0.041 Reject
H3.8 0.000 Reject

Binomial 0.000 Reject

Binomial 

Binomial 

McNemar 

H1.3

Hypothesis
H1.1

H1

H2
H2.2

H2.1

H1.2

H3

H3.2
(*)

H3.3
(*)

H3.5
(*)

H3.4

H3.6

H3.1
(*)

 
 

Also related to the design of TOC according to industry, Parasuraman et al. [17] 
stated that the characteristics of services (intangibility, inseparability, heterogeneity 
and perish ability) should be carefully studied and taken into account when pursuing 
research in the area, as they are the conditions that make a significant difference 
between a service and product. Therefore, the fact that TOC have been designed to 
interact with characteristics totally contrary to those who own services clearly 
increases the challenge and, in turn, minimizes the intention of banks to try. Based on 
the above, it was not surprising to corroborate that the nature and characteristics of 
services (banking services in this case) are also involved in the decision to implement 
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TOC by Portuguese financial institutions (H2). Specifically, it was found that the fact 
that TOC has been created in the industrial context, also has some degree of influence 
on whether to adopt (H2.2), and that the degree of difficulty to detect restrictions on 
banking processes has a negative influence on the adoption of TOC (H2.1). The 
restrictions associated with service delivery systems (regulations, policies, measures, 
etc.) differ from those of typical industry (physical nature), i.e., being self-imposed 
and intangible, and they are thus difficult to clearly identify by bank management. 
With regard to the influence related to the difficulty in detecting the restrictions on 
services (H2.4), 61% of the population surveyed recognized that there was a 
"medium" degree of difficulty in identifying the real factors that limit the bank's 
processes, 24.4% consider it as "easy", while 14.6% reported feeling a "high 
difficulty". From the above, it should be noted that recognizing the existence of some 
degree of difficulty in detecting the restrictions by the respondents in this study, could 
also be a determining factor in the behavior of these banking institutions regarding the 
use of TOC. 

Finally, despite being a statement reiterated by the literature, the responses of the 
Portuguese banking employees did not allow us to confirm, in general, that bank 
management is a factor in the adoption of TOC. In fact, 80.6% of the respondents 
reported feeling that their bank is committed to the implementation of continuous 
improvement tools; however, only 2.4% reported knowledge that TOC had been 
implemented, a situation that reinforces the independence of these two events (the 
bank's management and the decision to adopt TOC). However, the results indicate 
that there are specific factors within management which could become crucial in 
deciding to implement TOC, such as organizational commitment in implementing 
continuous improvement programs (H3.1), the attitude towards change (H3.2), 
motivation and leadership (H3.3), and existence of systematic processes (H3.5). 

When relating academic background with knowledge of this instrument (H3.8), the 
results show that the recognition of TOC is concentrated among graduate banking 
employees (77.18%) in areas related mainly to management (50%), the remainder 
being distributed in areas of economics, information technology or marketing. Finally, 
it was considered important to determine the position of the banks on the availability 
of resources (not only financial) to drive continuous improvement programs, a crucial 
factor in the decision to adopt TOC according to Bessant et al. [40]. It is observed that 
82.9% of the respondents recognize the existence of departments dedicated to the 
implementation of continuous improvement programs to operate processes within the 
structure of these banks, 36% of respondents stated that these programs are usually 
developed by the internal structure of the bank for its own use, 2.8% state that only 
existing continuous improvement programs are adopted, and 61% use both strategies. 

6 Conclusion 

This study proposed a characterization of the main TOC elements (Inventory, 
Throughput, Operating Expenses and Constraints) according to the different types of 
services defined by Schemenner [20] and based on studies by Bramorski et al. [8] and 
Siha [10]. It was found that these TOC elements in banking are closely linked to four 



 TOC in the Service Sector: Characterization for Banking and Factors for Its Adoption 69 

factors identified in the current global financial sector and in Portuguese banks, which 
could also influence the results of the multi-case study used in reaching this goal. 
These are: the importance of technological resources and information systems, the 
need to increase the quality of their services, the use of human resources, and the 
current economic situation. 

Through the quantitative component of the data analysis performed in this study, 
we analyzed, for the reality of the Portuguese banking sector, the factors considered 
by the theory as determinants for organizations to adopt TOC as one of their 
continuous improvement programs. Based on the responses from the Portuguese 
banking employees, it was concluded that the current development of TOC for 
services, and specifically for banking, is still insufficient to enable those companies to 
include it in their management. It was also possible to infer that the nature and 
characteristics of services is another factor which greatly limits the adoption of TOC 
by banks, as their particular properties make their associated restrictions more 
difficult to identify. Within this aspect, it was also possible to validate that, since TOC 
emerged within the industrial sector, the Portuguese banking organizations are 
suspicious of adopting this management tool. Unawareness of the existence of this 
tool beyond the boundaries of the industry could be one of the biggest obstacles to its 
spread and development in other fields. 

Although the literature noted that the management of these companies is influential 
on the decision to adopt TOC, the sample did not confirm this assumption. 
Specifically, some elements in the management of these organizations are crucial in 
this decision (commitment, attitude towards change, commitment and organizational 
leadership). However some could not be confirmed (the innovative culture of the 
company) and others could not be part of the inferential statistical analysis due to the 
behavior of the responses. The process of this research and the results obtained were 
somewhat limited, mainly due to the reluctance of most active banks in Portugal to 
participate in the study. Furthermore, and considering that one of the advantages of 
conducting personal interviews is the possibility of examining the interviewee 
responses through additional factors, not only by consciously transmitted information 
[41], it was possible to detect that some of the banking employees interviewed 
refrained from responding, with details and faithfully, to questions they considered 
compromised the bank’s privacy. 

Also in connection with the information extracted from the Portuguese banking 
reality, the behavior of the responses was also identified as another limitation to this 
study. This limitation gives rise to the proposal of a topic for future research, to focus 
on determining which of these factors are more or less influential on the decision to 
adopt banking TOC. In this case, the fidelity of the process and results should be 
safeguarded, with more time for the development of the study, a broader number of 
participating banks and responses to the questionnaires. With regard to the 
characterization of the TOC in the sector, having only made a first exploratory 
approach (corresponding to qualitative multi-case study), the proposal is to compare 
these results with the reality of the banking sector overall, using the inferential 
statistical validation techniques similar to those used in the quantitative component of 
this research. 
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Abstract. The importance of innovation for companies to gain competitive 
advantage is widely acknowledged. Realizing service innovations has shown to 
provide some particular challenges to organizations. Consequently, in recent 
years, several frameworks of capabilities for service innovation have been 
published; however, often not yet validated. Conventional empirical validation 
approaches are time and resource intense. In this research-in-progress paper we 
aim for indications that text mining can be applied to companies’ documents 
written in natural language so that frameworks for service innovation 
capabilities can be validated. Building on established methods in text mining, 
we are working towards an approach to realize this. The paper outlines the 
approach and reports on the encouraging results from an exploratory study, 
which we have conducted by applying the approach to a single capability from 
a prominently discussed service innovation capability framework. 

Keywords: Service innovation capabilities frameworks, text mining, 
framework validation, machine learning, innovativeness of companies, 
representations of service innovation capabilities 

1 Motivation 

In January 2011, Starbucks launched its mobile payment program: The previously 
existing Starbucks Card – a loyalty card with payment functionality – got integrated 
into a mobile app. The individual card’s barcode got stored in the app in order to 
provide convenient and fast transactions at checkout. On December 6, 2011 Starbucks 
declared that 9,000 stores in the US had already implemented the program, 
accounting for 26 million mobile transactions in under a year.  Consequently, 
Starbucks claimed to have the “nation’s largest mobile payment program” [25]. 
Shortly after, in April 2012, the press reported 42 million transactions since the 
program’s start [20]. 
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This example demonstrates some key characteristics of service innovation [30]: 
Many novelties are of architectural nature [10], i.e., they are new combinations of 
existing concepts. As the example suggests, such innovations are often created 
without an R&D program [26, 27]. Any employee, even without special expert 
knowledge, could have raised the idea of integrating an existing barcode into an app, 
and using it as an interface. Hence, entry barriers for players from other industries 
seem to be lower, in particular since the rise of Internet- and App-based services. In 
order not to be taken by surprise by developments of incumbents and new entrants, 
modern organizations are increasingly trying to take a proactive and more systematic 
approach to realizing service innovation [17, 29].  

Several frameworks for service innovation capabilities have been published in 
recent years, one of the latest being a model by den Hertog et al. [8]. In this context, 
we define a Service Innovation Capabilities Framework as a set of capabilities that 
enable a company to realize service innovation. While these frameworks are often 
based on theoretical work, empirical validation of the latest models, including the den 
Hertog model, is lacking. Conventional empirical validation suggests methods such as 
expert interviews or experiments [4], all of which are time and resource intensive at 
best. In this work-in-progress paper, we are aiming at a novel approach, indicated in 
summary form by our research question:  

 

Research Question: Is there an indication that text mining algorithms can be applied 
to documents written in natural language so that frameworks for service innovation 
capabilities can be validated? 

We report here on an exploratory study, which has yielded very encouraging and 
positive results regarding our Research Question. The paper is structured as follows. 
In the subsequent chapter on related work we will select a service innovation 
capabilities framework, the validity of which is to be examined by our approach. In 
addition, we provide a brief overview of related literature on text mining and select 
the method we adopted in our research. Chapter three contains methodological 
descriptions of our approach, including the creation of a vocabulary to be used for the 
text mining tasks, document acquisition, and the method we used to evaluate our 
approach. The results of our exploratory study are presented in chapter four, followed 
by our conclusions, limitations and an outlook in chapter five. 

2 Related Work 

As pointed out in chapter 1, the motivation of this paper is to assess the feasibility of 
using text mining to empirically validate a service innovation capabilities framework. 
Firstly, this requires the selection of an appropriate service innovation capabilities 
framework. Secondly, we are covering related work in the area of “text mining for 
validating innovation capabilities frameworks”.  

2.1 Service Innovation Capabilities Frameworks 

In recent years, several frameworks for service innovation capabilities have been 
published. Innovation capabilities in this sense are conceptualized as improving the 
productivity of resources and assets of the firm, specifically in facilitating the creation 
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of innovation outputs [9, 18]. Amongst others, examples of these frameworks are the 
Innovation Capability Maturity Model (ICMM) of Essmann and du Prez [9], Müller-
Prothmann and Stein's Integrated Innovation Maturity Model (I2MM) [22], and the 
previously mentioned model of den Hertog et al. [8]. 

In this paper, as a test case, we consider the framework by den Hertog et al. [8], 
since it is one of the most recent frameworks, it is specifically designed for innovation 
management in service firms [15], and it is being advanced by members of the service 
science community. This framework is admittedly of a “conceptual” nature and 
without empirical validation heretofore [8:505]. The model itself encompasses six 
service innovation capabilities: Sensing user needs and technological options1, 
Conceptualizing, (Un-) Bundling, (Co-) Producing and orchestrating, Scaling and 
stretching, and Learning and adapting. It suggests that innovative firms will score 
high on these categories.  

In our study, we focus on one of the six capabilities in the den Hertog framework: 
“(Co-) Producing and orchestrating”. This represents an organization’s aptitude to 
organize and leverage open innovation, an aspect of innovation management, the 
importance of which has been prominently demonstrated in the past decade [7, 12, 16]. 

2.2 Related Work in the Area of Text Mining 

We have not found prior work that deals with the analysis of text to validate 
innovation capabilities frameworks, let alone any work on service specific innovation 
frameworks. However, there is literature on the application of text mining in the area 
of innovation management. The closest to our research goal is a study by Kabanoff 
and Keegan [13] (See citations therein to a body of relevant earlier work.). They use 
computer aided text analysis (CATA) to assess annual reports of Australian Stock 
Exchange (ASX) listed firms (2002-04) in order to measure indicators of the level of 
top-teams’ attention to seven strategic dimensions (including innovation). They then 
examine the validity of these indicators by relating them to the Innovation Index 
Score (IIS), an independently derived indicator of firms’ level of successful value 
adding innovation activity developed by the Intellectual Property Research Institute of 
Australia (IPERA). In terms of annual report contents, only the letter to shareholders 
from the CEO or managing director is included. The sample is based on a database of 
117 firms in 2002, 775 in 2003, and 151 in 2004. 

3 Methodology 

Our motivating conjecture is that the vocabulary used to describe the capabilities in a 
framework can be employed to classify companies based on the framework. To 
illustrate schematically, let’s assume a framework has capabilities A, B, and C and 
further predicts that companies scoring high in categories A, B, and C can be 
classified as X, Y, and Z. We call this a direct classification (see Figure 1). Based on 

                                                           
1 In the original publication, this category is labeled ‘Signaling user needs and technological 

options’. However, following the textual description of the capability we can conclude that 
‘sensing’ was meant rather than ‘signaling’. 
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this direct classification, we conjecture that the vocabulary describing capability A (B, 
C) will serve to classify companies as X (Y, Z), based on the match with documents 
of the companies in question. We call this an indirect classification (see Figure 1). 

Let’s apply this to the context of the previously selected service innovation 
capabilities framework. The den Hertog framework has six capabilities: A – F. Out of 
these capabilities we have chosen one, (Co-)Producing and Orchestrating, that is 
known to be a strong driver of innovativeness (see chapter 2.1). The model predicts 
that companies showing strengths with regard to this capability should be more 
innovative. Based on this direct classification we conjecture that a company is 
innovative, if the vocabulary used to describe the capability and the text the company 
uses in their documents show certain similarities, i.e., the vocabulary has a high 
matching score.  

 

Fig. 1. Direct and indirect classification of an organization according to its innovativeness 

With regard to the new approach to the validation of the selected capability of the 
framework, there is now only one step missing. When applying the indirect 
classification to a set of companies, it will suggest some of them as more innovative 
than others. Consequently, these results need to be compared to an externally 
available classification of the same set of companies in a confusion matrix (see Figure 
2). If both sides match significantly, we can consider the vocabulary representing the 
selected capability to be significant. According to our conjecture above, this implies 
that the capability of the framework in question receives (a degree of) validation. 

 

Fig. 2. Overview of the framework validation approach 
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Four major components are required in order to conduct the framework validation 
as described above. First, a vocabulary, sometimes also called a concept vector [19], 
describing the selected service innovation capability needs to be generated (“I” in 
Figure 2). Second, an appropriate text mining approach needs to be identified (“II”). 
Third, a set of companies (“III”) is required that provides a satisfactory set of 
documents to analyze. Fourth, for each of the set’s firms, an externally available 
classification needs to exist (“IV”). 

3.1 Vocabulary Creation 

Chen et al. [6] describe two methods of obtaining a vocabulary, the ex-post and the 
ex-ante approach. Ex-post in our context means to learn which of the words in a 
collection of documents are most effective in telling whether an organization shows a 
high level of aptitude with regard to the selected den Hertog capability. Chen et al. 
point out that any ex-post mapping of predictive words to concepts is problematic for 
a number of reasons, and particularly because the predictive words are found entirely 
internally and so lack external validity. The ex-ante approach means generating a 
vocabulary based on external knowledge, such as existing literature or expert insight. 
This method is pointed out as more naturally interpretable and credible. Subsequently, 
we will follow this approach.  

To create an initial vocabulary that represents den Hertog’s service innovation 
capabilities and that is grounded in practice as much as possible, we undertook a series 
of interviews with five managers and executives from German knowledge-intensive 
business services firms. We conducted the interviews in May and June 2012 during a 
different study [15]. These approximately 60 minute long interviews were carried out 
in person and over the telephone. We presented the experts with the framework’s six 
capabilities, including short textual descriptions. They were asked to “name assets that 
support or represent the individual SI capabilities in their organisation”, sequentially 
for each of the capabilities. To ensure a wide collection of assets the interviewees were 
also provided with an overview on governance-oriented asset types, provided by Weill 
and Ross [32]. We transcribed the interviews and subsequently broke them up into a 
redundancy-free, cleansed list of words and phrases. 

As mentioned above, in this exploratory study, we were interested in determining 
what might be learned by way of validating a single capability in the den Hertog 
framework, that of (Co-)producing and Orchestrating. In order to extend the initial 
vocabulary for this specific capability, we canvassed related literature [2, 11] for 
words and phrases representing it. 

The resulting vocabulary (words and phrases) was translated (often breaking up a 
phrase into its component words) into the standard format used by our matching 
software (see Figure 3). This format allows regular expressions to generalize specific 
words and phrases into patterns, e.g., to allow singulars and plurals, or to permit a 
small number of intervening words in a given phrase. 

3.2 Text Mining Approach EMCUT 

According to our framework validation approach (Figure 2), the second required 
component is an appropriate text mining approach. In order to answer our research 
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question, we wish to match a number of companies to classifications “innovative” and 
“less innovative”, based on text documents associated with these entities. This 
approach has been termed EMCUT (entity matching [to] classification [schemes] 
using text) [6]. Chen et al. mention three different ways to solve EMCUT problems: 
Content analysis, a novel method called the “external approach”, and machine 
learning. 

 

Fig. 3. Excerpt of the study’s vocabulary in the standard format used by the matching software 

Content analysis simply means reading the text documents and assigning them to 
the relevant capabilities manually. Validation techniques to support this method are 
ample and well established, e.g., voting among multiple readers to ensure readers 
understand and assign the sources correctly [14, 21, 23, 31]. On the other side, some 
disadvantages of content analysis are known: Obviously the approach is time-
consuming, labor-intensive and therefore costly and does not scale favorably. In 
addition, skilled readers might be required and even they can miss important 
information, as a study by Pennebaker on the opacity of function words teaches us 
[24]. Thus, it appears to be an inefficient approach for validating a comprehensive 
capabilities framework. 

Secondly, Chen et al. [6] present a novel method called the external approach. 
Applied to our study, this would mean providing a vocabulary as a representation for 
the capabilities, based on external knowledge, and using this vocabulary to classify 
documents. The vocabulary is built without empirical evidence that it actually does 
classify documents and the associated companies, according to the classifications. In 
other words, we would build a vocabulary for “innovative companies” and “less 
innovative companies” without any empirical evidence whether it may work or not. 
This setup does not apply to the conditions we are facing in our case. As described in 
the previous section, we derived our vocabulary from expert interviews and literature 
reviews, providing empirical evidence that the items of the vocabulary are appropriate 
indicators to tell “innovative companies” from less innovative. 

This leaves us with the third way to address EMCUT problems: Machine learning. 
Chen et al. also point out that machine learning approaches have proven to be 
effective for large document collections, a condition that applies to our context, as we 
will demonstrate below. Hence, machine learning, in particular supervised machine 
learning, is the approach we are choosing for this study. 
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For matching documents associated with companies to a classification, the so-
called “document classification using supervised learning” approach is an established 
method [1, 19]. In our context this means that we need to sample a list of companies 
and their documents and assign them to the classification “innovative companies” and 
“less innovative companies” by human judgment (see 3.3 for further information). We 
called this step “externally available classification” in Figure 2. Subsequently, a 
machine learning technique, such as ‘classification trees’, can be applied to learn 
about the classifiers, i.e., words and phrases, that help discriminate “innovative” from 
“less innovative” companies. In our case we start this machine learning with a given 
vocabulary derived via the previously explained ex-ante process and score all 
documents initially. Then, we use machine learning to learn about which words and 
phrases of our vocabulary need to occur how often and in which pattern in a 
company’s documents to be able to assign it to the classifications “innovative” or 
“less innovative” (“indirect classification” in Figure 2).  

For our explorative study, we employed MATLAB’s classification tree 
implementation, with 10-fold cross validation, to find a robust, pruned tree (rule set) 
to classify the documents of the companies in question based on their match scores 
with the vocabulary described above. 

3.3 Document Acquisition and Externally Available Classification 

The third component of our validation approach is a set of companies providing 
documents to match with the previously created vocabulary (see “III” in Figure 2). In 
order to be able to carry out our validation approach as described above, we needed to 
identify companies who have been classified with regard to their innovativeness 
before, i.e., for which an externally available classification (component “IV” in Figure 
2) was available. Since these two components are mutually interdependent, the 
acquisition of documents and the identification of a corresponding externally 
available classification are described jointly below. Also, document acquisition and 
identification of the externally available classification were done in cooperation with 
Chen et al. [6] since both studies required similar data (for a more detailed 
explanation on the document acquisition process see therein).  

In 2010, BusinessWeek published a ranking of international firms according to 
their innovativeness [5]. The Boston Consulting Group (BCG), contracted by 
BusinessWeek, produced this ranking that we decided to use as a starting point for our 
company selection and document acquisition process. 

Between November 2009 and January 2010, BCG conducted a survey [28], which 
was sent to a panel of senior management members of the BusinessWeek Market 
Advisory Board. 1,590 executives of the panel, from all major markets and industries, 
replied. Their result was subsequently complemented by the weighted average of 
three financial variables: three-year shareholder returns, three-year revenue growth, 
and three-year margin growth. While the panel’s feedback accounted for 80 percent of 
the final ranking, shareholder returns represented another 10 percent and revenue 
growth as well as margin growth accounted for another 5 percent each. 

The resulting BCG report ranks the 50 most innovative firms of which we selected 
all 22 US based companies. They form our list of “innovative companies”. The 
primary reasons for this selection were homogeneity and availability of documents.  
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To compile a sample of “less innovative companies”, we determined the industry 
of each of the previously chosen innovative companies and then randomly selected 5 
other companies from the same industry that were not ranked as innovative in the 
BCG list. For the resulting 132 companies (innovative and less innovative), we then 
collected annual reports for four years, i.e. 2007 to 2010, in order to have a reasonable 
representation of recent behavior. Also, since text data is known to be noisy, we 
aimed for more than just a single year to gain more stability. 

We primarily obtained those annual reports from the companies’ websites. In case 
they were not available, as some companies used Form 10-K as requested by the SEC 
(U.S. Securities and Exchange Commission), we retrieved those Form 10-K filings 
from the SEC (http://www.sec.gov/edgar/searchedgar/webusers.htm). Nevertheless, 
there was some attrition in the documents collected (e.g. industry sets too small or 
documents could not be converted into a suitable format). In the end, our sample 
comprised 455 annual reports, 78 from innovative companies and 377 from less 
innovative ones. 

4 Results 

We applied the approach described above to the 455 selected documents and found 
that indeed the vocabulary for the den Hertog ‘(Co-) Producing & Orchestrating’ 
capability, derived from interviews and literature, successfully classifies firms as 
innovative or not based on a disjoint set of documents.  

Our results are embodied in two data structures: A listing of the discovered 
classification rules, which we present in tree form, and a confusion matrix that 
indicates the number of correct and incorrect classifications with the discovered 
classification rules. 

Figure 4 shows the discovered classification tree that is robustly produced from 
multiple runs of 10-fold cross validation trials by pruning the full tree found by  
the classification tree program. The numerical scores shown in the tree are the 
breakpoints discovered by the classification tree algorithm in fitting the model to the 
data. For example, the top (root) node is “people” with branches labeled “< 2.6047” 
and “>= 2.6047”. Scores for individual documents were obtained, using our software, 
by counting the number of “hits” (occurrences) of a term in the vocabulary (e.g., 
“people”) in the company documents. The score for a given document for a given 
term is the number of hits times 100,000, divided by the length of the document in 
characters. The 100,000 is the value we gave to the program variable normalizer. 
It is there simply to scale the scores to numerically convenient ranges. Continuing 
with the example of the “people” entry in the vocabulary, the scores for the 455 
documents ranged from 0 (no occurrence of the term) to a maximum of  53.62217813. 
The mean and median scores were 3.433276676 and 0.842969529, respectively.  

What Figure 4 indicates is that the classification tree algorithm found that splitting 
the 455 documents at 2.6047 occurrences on “people” is highly effective at separating 
the corpus into innovative and less innovative firms. In fact, if we simply limit the 
tree to this top node only, it would split the sample into two groups: “Innovative”, 
said to be innovative if the “people” score (number of occurrences) is >= 2.6047, and 
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“Less Innovative”, said to be less innovative if the score is < 2.6047. The confusion 
matrix for this extremely simplified tree is shown in Table 1: 

Table 1. Confusion Matrix for node “people” 

Actual 
Predicted 

“Innovative” “Less Innovative” 

Innovative 49 80 
Less innovative 29 297 

 
Remarkably, this extremely simplified tree scores (49+297)/455 (76%) correct. 

The scores for the other nodes in the tree in Figure 4 have a corresponding 
interpretation. 

Proceeding now to the pruned best tree emerging from cross validation (Figure 4), 
Table 2 constitutes the confusion matrix associated with that tree. 

Table 2. Confusion matrix for best tree (as depicted in Figure 4) 

Actual 
Predicted 

“Innovative” “Less Innovative” 

Innovative 72 24 
Less innovative 6 353 

 
The main points arising are as follows. (1) The numbers in the confusion matrix 

are very encouraging. Of the 455 documents, 72+353 or 93.4% are classified 
correctly. (2) Precision, i.e. the share of correctly predicted classifications, was at 
least 75% (= 72/(72+24) = 75%). Recall, i.e. the share of documents, the actual 
classification of which was ‘discovered’ by our approach, was at least 92% (= 
72/(72+6) = 92%). Both impressive in the context of Information Retrieval numbers 
commonly encountered [3, 19]. (3) In general, given how the words and phrases of 
the vocabulary were chosen, we might expect that documents having comparatively 
higher mentions of these terms would score comparatively more innovative. (4) Quite 
remarkably, there are 277 documents (annual reports) in which “people” scores < 
2.6047, “discussion(s)” scores < 8.79336, “partner network(s)” scores < 0.318633, 
“innovator(s)” scores < 0.0985975, AND “relationship(s) with” scores < 9.66926. Of 
these 277 documents, all predicted by the classification tree to be associated with less 
innovative firms, in fact 4 are from innovative firms and 273 are from less innovative 
firms. Further, this intuitively fits very well with point (3). (5) The richest leaf for 
innovative firms has “people” scores >= 2.6047, “involve*” < 3.38444, 
“stakeholder(s)” < 2.50445, AND “strategy” or “strategies” < 19.1911. Firms at this 
leaf are predicted to be innovative. From the sample corpus, 65 firms are so classified, 
of which 44 are indeed innovative firms and 21 not. Thus, while the tree classifier is 
very accurate at detecting less innovative firms (see (4)), it is less accurate, but still 
very good, at detecting innovative firms. (6) With one other exception (“board(s)” < 
8.33161), all innovative leaves of the tree branch to the right, that is come from the >= 
branch of the parent node. (7) The tree in Figure 4, found as best under 10-fold cross  
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Fig. 4. Classification tree for den Hertog’s capability “(Co-)Producing & Orchestrating” 

validation, has 13 leaf nodes. The full tree found by the regression tree algorithm 
produced a much larger tree, with 28 leaf nodes, that is extremely accurate in 
classifying the training data. As is standard practice, we must assume that the full tree 
over fits the data and will predict poorly on out of sample case. Therefore, we applied 
10-fold cross validation as a way to find a smaller tree that performs well on 
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randomly drawn samples of the training data. The tree in Figure 4 is the result. It 
constitutes a considerable trimming of the full tree found by the classification tree 
program, which has 28 leaf nodes, and is very reassuring in the face of worries about 
over-fitting the data. 

5 Conclusion and Outlook 

Building on existing research in the fields of service innovation capabilities 
frameworks and applications of text mining to learn more about companies’ 
innovativeness, this research in progress paper contributes to finding ways to 
analytically validate those frameworks. In our exploratory study we have found an 
indication that text mining algorithms can be applied to companies’ documents in 
natural language so that frameworks for service innovation capabilities can be 
validated. For this, we selected a capability called “(Co-)Producing and 
Orchestrating” from the recent framework of den Hertog et. al. [8]. By involving 
experts on service innovation, as well as analyzing corresponding literature, we 
created a vocabulary representing this capability. By employing machine learning 
approaches, the vocabulary was matched with documents of companies, the 
innovativeness of which was given by an external ranking. The vocabulary 
demonstrated to serve well to classify companies according to their innovativeness. 
On the assumption that the vocabulary is a strong representation of the selected 
capability, we can conjecture that the capability is a strong determinant of 
innovativeness itself. The latter means that we have validated the capability in 
question. If, in subsequent steps, we could demonstrate the same for the remaining 
five capabilities of the den Hertog framework, an important step towards validating or 
rejecting the framework would have been taken. 

Although the initial outcome is promising, current results can only be considered 
an indication, rather than hard evidence. First, the framework of den Hertog suggests 
that all capabilities together determine a company’s innovativeness. Whether the 
contribution of capabilities to the innovativeness is additive can be questioned. 
Second, the matches of our study’s vocabulary are not yet validated with regard to the 
context they appear in within the documents. Hence, as a subsequent research task, 
the matches in the documents shall be evaluated, for instance via a KWIC (Key Word 
in Context) index. A third limitation refers to the documents used in our exploratory 
study. So far, we have shown that our text mining algorithms and an expert-based 
vocabulary applied to annual reports can classify companies according to their 
innovativeness. This does not mean that the same method applied to different 
documents, e.g. newspaper articles or blog posts, leads to similar results. Furthermore, 
annual reports are supposedly designed rather to be effective publicity material than 
as a neutral representation of the company. Hence, a high matching score of the 
documents with a vocabulary in question could result from excellent public relations 
skills, rather than actual capabilities of the company. Forth, one might want to use the 
method described above to predict companies’ innovativeness rather than validating a 
framework based on past reports. In this case, those who write up reports may use the 
vocabulary deliberately, i.e. they would make their organization appear more 
innovative than it probably is. 
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Nevertheless, the study shows encouraging outcomes, which open opportunities for 
further application: In case we are able to validate a Service Innovation capabilities 
framework and find ways to prevent misuse of the vocabulary, we will then be able to 
conclude from a company’s self-representation in form of published documents on its 
actual innovativeness. What is more, text mining could contribute to the monitoring 
of a company’s service innovation capabilities, e.g. updating a corresponding 
scorecard. Regularly analyzing internal documents could be a rather feasible solution 
to assess capabilities than frequent internal surveys. Finally, in case our text mining 
approach demonstrates to be applicable to the validation of a service innovation 
capabilities framework, it could be applied to further business frameworks addressing 
other management issues, for instance quality management or other areas. 
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Abstract. According to Enterprise Architecture (EA) approaches,
organizations have motivational concepts that are used to model the
motivations that underlie its design or change, which represent the or-
ganization’s Business Motivation Model (BMM). Likewise, this BMM is
also present in the organizations who provide IT services. ITIL has be-
come a reference for IT service providers, but is commonly modeled as
a process-oriented approach to IT Service Management, often disregard-
ing the remaining EA domains or its motivational elements. Conversely,
we believe that like EA, ITIL has an important motivation model that
should be formally represented.

Keywords: IT Service Management, ITIL, Enterprise Architecture,
Business Motivation Model, ArchiMate, modeling.

1 Introduction

Enterprise Architecture is a coherent whole of principles, methods, and mod-
els that are used in the design and realization of an enterprise’s organizational
structure, business processes, information systems, and infrastructure [1].

The Open Group Architecture Framework (TOGAF) [2] is a freely available
standardized method for EA that has become a worldwide and broadly accepted
standard [3].

In the view of TOGAF, EA is divided into four architecture domains: business,
data, application and technology. These domains describe the architecture of
systems that support the enterprise and correspond to the ”How, What, Who,
Where and When” columns of the Zachman framework [4]. In turn, they dont
cover the elements which motivate its design and operation which corresponds
to Zachman’s ”Why” column [5].

In fact, these elements belong to what is called the Business Motivation Model
defined by the Object Management Group (OMG) as a ”scheme and structure
for developing, communicating, and managing business plans in an organized
manner” [6].

The BMM provides a small set of important concepts to express motivation:
means, ends, influencers and directives. The model was initially created to pro-
vide the motivations behind business rules, but can also be used to find the
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motivation for architecture principles [3]. Accordingly, TOGAF version 9.0 also
includes a business motivation model that is simpler than the OMG one and is
based on the concepts of drivers, goals, objectives, and measures.

On the other hand, IT Service Management (ITSM) evolved naturally as
services became underpinned in time by the developing technology. In its early
years, IT was mainly focused on application development, but as time went by,
new technologies meant concentrating on delivering the created applications as
a part of a larger service offering, supporting the business itself [7].

IT Infrastructure Library (ITIL) [8] is the de facto standard for implementing
ITSM [9]. It is a practical, no-nonsense approach to the identification, planning,
delivery and support of IT services to the business [10]. The ITIL Core consists
of five publications: Service Strategy, Service Design, Service Transition, Ser-
vice Operation and Continual Service Improvement. Each book covers a phase
from the Service Lifecycle and encompasses various processes which are always
described in detail in the book in which they find their key application [11].

Across these books, ITIL is presented through textual definitions of concepts
and its relationships, while its processes are usually depicted as well defined
sequences of activities by flow charts.

However, the motivation behind why we need ITIL, why those were the chosen
processes, the drivers, assessments, goals, principles and requirements, when not
described through text, are loosely depicted by adhoc graphical diagrams that
lack a formal notation and representation.

That doesn’t surprise us, because as opposed to engineering disciplines (where
modeling a system consists of constructing a mathematical model that describes
and explains it), in the fields of enterprise and software architecture, it is usual to
see diagrams as a form of structure that helps in visualizing and communicating
system descriptions. In other words, in architecture there is a tendency to replace
mathematical modeling by adhoc visualizations [1].

Unfortunately, the lack of a strong symbolic and semantic model often leads
to some drawbacks: there isnt a clear, uniform representation of the concepts;
each diagram has concepts of different conceptual levels; it is not clear which are
the elements represented or its attributes and its hard to check for coherence
across the several diagrams.

This paper goal is therefore to enhance ITIL with a formal representation of its
business motivation model, for knowledge sharing, stakeholder communication
and to aid discussion and validation by the ITIL community itself.

To achieve this, we chose ArchiMate’s Motivation extension as the modeling
language for reasons that we shall later address. This work’s contribution isn’t
just a theoretical concept map between ITIL and the ArchiMate notation, but
an actual set of ITIL models demonstrating the proposal value and feasibility.

The methodology applied across this paper is Design Science Research, where
we develop and validate a proposal to solve our problem [12]. The following sec-
tions follow the methodology’s steps: ”Related Work” covers aims and objectives
as the awareness and recognition of a problem from a state of the art review giving
us the issues that must be addressed. The following section, ”Research Problem”,
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exposes the main problem while offering a tentative idea to how these issues might
be addressed. Afterwards, ”Proposal” presents a proposal as an attempt to solve
the previously described problem. Next, we present a ”Demonstration” followed
by the ”Evaluation” comparing the results with the research questions and to con-
clude we show our proposal applicability and themes for further work.

2 Related Work

The Business Rules Group (BRG) developed the Business Motivation Model
which was later accepted as an OMG specification. BMM identifies factors that
motivate the establishing of business plans, identifies and defines its elements
and indicates how all these factors and elements inter-relate. In fact, there are
two major areas of the BMM.

First we have Ends and Means, where Ends are things that the enterprise
wishes to achieve (as goals and objectives) and Means things that will be used
to achieve these Ends (as strategies, tactics, business policies and business rules).
The second is the Influencers that shape the elements of the business plans, and
the Assessments made about the impacts of those Influencers on Ends and Means
(eg strengths, weaknesses, opportunities and threats).

On the other hand, TOGAF defines a simpler BMM through a motivation
extension, with concepts as Driver (factors generally motivating or constrain-
ing an organization), Goal (strategic purpose and mission of an organization),
Objective (near to mid-term achievements that an organization would like to
attain) and Measure (performance criteria).

TOGAF recommends to use this extension when the architecture needs to
understand the motivation of organizations in more detail than the standard
business or engagement principles and objectives that are informally modeled
within the core content metamodel [2]. Likewise, ArchiMate 2.0 has a motivation
extension which is closely linked to the developments of TOGAF, as ArchiMate
does not provide its own set of defined terms, but rather follows those provided
by the TOGAF standard [5].

As for service management, ITIL is a collection of five books with the best
practices related to the effective and efficient management of IT [13]. As al-
ready mentioned, there is an effort on these books to illustrate concepts, its
relationships, framework lifecycle, processes, information management, informa-
tion systems and databases through visual representations. However, it is mainly
in process modeling (by flow charts or BPMN) that we see a formal representa-
tion, with a known symbolic and semantic model. The other representations to
describe the remaining ITIL domains seem to lack a common, clear and formal
notation and semantic.

Besides these official books, we searched for other ITIL graphical represen-
tations. We found several adhoc diagrams from distinct organizations with dif-
ferent notations. These were mainly in-house sketches, diagrams and flowcharts
expressing the ITIL views of its authors. Because they are so many and so dis-
tinct, its description would be lengthy and hardly noteworthy. Additionally, we
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have also come across with some commercial solutions. Thus, we have chosen
three of the most popular ones to include here as an example on how ITIL is
usually represented1.

ITIL Process Map [14] from IT Process Maps, is announced as ”a complete
reference process model, designed to serve as a guideline and starting point for
your ITIL and ISO 20000 initiatives”. The product is a set of process models
mapped in the Business Process Model and Notation (BPMN) [15], with pro-
cesses, artifacts and events. The diagrams have drill-down capabilities and it also
has a responsibility assignment matrix (RACI) to illustrate the participation of
the ITIL roles in the various ITIL processes. It is available for several platforms,
as Microsoft Visio, IDS Scheer’s ARIS, and iGrafx Flowcharter/Process.

foxPRISM [16] from foxIT is a tool that consists of ”a fully interactive web
based process knowledge base that assists in the design and management of
Service Management processes and the implementation of Service Management
tools (...) provides a customizable framework onto which organizations can map
and build their own process models”. This web tool uses flowcharts in swimlane
format and text to describe ITIL processes. The elements are processes, activi-
ties, roles and events. It also uses a RACI matrix to map roles to processes.

Casewise Online Visual Process Model for ITIL [17] is a web tool
described as ”the world’s first diagram-only view of all guidance for each of the
five new ITIL v3 books providing organizations with the insight to simplify the
alignment of business processes ensuring all ITIL standards are met by using
simple frameworks and mapping tools”. It has all the ITIL processes mapped
in BPMN, with processes, activities and events. Also has drill-down capabilities
and in each process it is possible to check each process according to Critical
Success Factors (CSFs), Key Performance Indicators (KPIs), Best Practice Tips
and Hints, Risks and Controls.

It is noticeable from these representations that ITIL is often depicted as just
a process architecture, hence the use of flowcharts or BPMN.

The BPMN standard is restricted to process modeling, not covering applica-
tion, infrastructure or motivation issues. Its main purpose is to provide a uniform
notation in terms of activities and their relationships [1]. We acknowledge the
added value of these tools and models and are not claiming they are incorrect,
but pointing out instead they lack completeness, because they limit themselves
to the representation of business and informational concepts, not considering
other domains.

3 Research Problem

As we have tried to bring forth in the last section, there seems to be a void when
it comes to representing ITIL on other realms than the processes’ one. In fact,

1 IT Process Maps, ITIL Process Map, Microsoft, Microsoft Visio, IDS Scheer’s ARIS,
iGrafx Flowcharter/Process, foxIT, foxPRISM and Casewise are all registered trade-
marks.
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and as Sante [18] points out, the earliest versions of ITIL hardly contained any
references to architecture as a concept, method or framework.

However, in ITIL V3 references are made to architectural concepts, which are
usually only found in publications about architecture. He also states that the
main structural differences between ITIL V3 and TOGAF 9 is that ITIL doesn’t
change the organization’s own business processes while, on the other hand, it
runs IT operations and delivers IT services.

This difference is minimal, and it is still an heritage from both frameworks
early versions, where ITIL was just about service delivery and support and TO-
GAF just about EA.

Additionally, Gama [13] also related the core EA artifacts and the EA five
architecture layers to ITIL artifacts and management processes, showing there
is in fact a link between ITIL and EA in all these domains and not only on the
business and information ones.

On the other hand, there is also an overall lack of representation when it
comes to the elements that motivate ITIL design and operation. Indeed, we can
easily find out who should perform the ITIL processes, what, how, where and
when they should be executed, but we can’t find representations that address
why do we actually need them in the first place. Actually, this lack of a formal
representation of the ITIL motivation model may even impair ITIL communi-
cation and implementation, because if stakeholders are not fully aware of ITIL
motivations, concerns, benefits, goals, objectives or requirements, resistance to
change will probably increase.

Therefore, we strongly believe that like EA, we can also look at ITIL as
a composition of architectures, namely business, information, application and
infrastructure. And, since ITIL is about service providing and shares so many
similarities to EA, it should also share the same motivation elements as defined in
TOGAF: ”drivers, goals and objectives that influence an organization to provide
business services to its customers. This in turn allows more effective definition
of service contracts and better measurements of business performance” [2].

Hence, we define our problem as the lack of a formal, coherent, consistent,
concise and complete model of the motivation aspects of ITIL. Thus, our work
will try to contribute for the development of a ITIL business motivation model,
along with its formal representation.

4 Proposal

To address our problem we needed the right language. Here we’ll explain why we
have chosen ArchiMate and propose a concept and relationship mapping from
ITIL to it.

4.1 ArchiMate

It was our purpose, since the beginning, to use an EAmodeling language, because
this work is also part of a wider effort to specify an enterprise architecture for
organizations that need to manage IT services.
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In fact, EAs don’t dwell on specific issues because their goal is to be able to
represent every organization. On the contrary, our goal is to narrow it down,
and restrict the architecture to organizations that have the management of IT
services as an architectural driver. Thus, we wish to define an EA specification
that uses ITIL principles, methods, processes and concepts to perform IT service
management, and general EA principles, methods and models to the design and
realization of the remaining organizational structure.

Therefore, the work presented in this paper will be later used as the defini-
tion of the motivation model of that architecture, and we will later relate our
motivation models to the other EA domains, in order to show which of those
domain’s elements realize and implement the BMM requirements.

Hence, a BMM modeling language was not enough, we actually needed some-
thing wider that embraced several architectures while allowing to create an ITIL
holistic organizational view.

In effect, Lankhorst [1] enumerates several languages for modeling IT and
business. There’s IDEF (Integrated Computer- Aided Manufacturing (ICAM)
DEFinition), a group of methods for functional, process and data modeling;
BPMN, which is restricted to process modeling; Testbed, a business modeling
language and method that recognizes the domains actor, behavior and item;
ARIS (Architecture of Integrated Information Systems), a business modeling
language (supported by a software tool) known as event-driven process chains
and finally UML (Unified Modeling Language) for software systems.

However, Lankhorst also identifies common issues among them all, like poorly
defined relations between domains, models not integrated, weak formal basis
and lack of clearly defined semantics, and the fact that most of them miss the
overall architecture vision being confined to either business or application and
technology domains.

ArchiMate, on the other hand, provides a uniform representation for diagrams
that describe EAs. It offers an integrated architectural approach that describes
and visualizes the different architecture domains and their underlying relations
and dependencies [5].

The domains of business, application and infrastructure are connected by a
”service orientation” paradigm, where each layer exposes functionality in the
form of a service to the layer above. Besides this layered structure, ArchiMate
also distinguishes between active structure elements, behavior elements and pas-
sive structure elements (where the passive ones represent the architecture infor-
mation domain), having also another distinction between internal and external
system view.

On top of this, ArchiMate is a formal visual design language, supports different
viewpoints for selected stakeholders and is flexible enough to be easily extended.
In fact, since version 2.0, it has a Motivation extension that introduces the
elements that ”provide the context or reason lying behind the architecture of an
enterprise”[5].
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Actually, this extension recognizes the concepts of stakeholders (persons or
organizations that influence, guide or constrain the enterprise), drivers (internal
or external factors which influence the plans and aims of a enterprise), assess-
ments (an understanding of strengths, weaknesses, opportunities, and threats
in relation to these drivers), goals (desired result to achieve) and requirements,
principles and constraints (desired properties to realize the goals).

Therefore, it seemed to fill all the other languages’ gaps and stood out as the
one we were looking for to model ITIL business motivation.

4.2 Mapping ITIL Motivation to ArchiMate

Before starting modeling we needed to map ITIL motivational concepts in the
languages metamodel. Motivational concepts are used to model the motivations,
or reasons, that underlie the design or change of some enterprise architecture.
These motivations influence, guide, and constrain the design [5].

On Table 1 we present a map with the summary of ITIL motivational concepts
and relationships to ArchiMate’s Motivation extension.

Table 1. Mapping concepts and relationships

ITIL concept ArchiMate

Role, Department, Business unit, Service Owner, Responsibility Stakeholder
Concern, driver, scope, process introduction, process definition Driver
Benefit, problem, mistake, risk, opportunity, SWOT analysis Assessment
Mission, goal, objective Goal
Requirement, policy Requirement
Principle, implementation guideline Principle
Constraint Constraint

ITIL relationship ArchiMate

Is related to, assessment resulted in, stakeholder is concerned with Association
Makes possible, implements Realization
Benefits, prejudices Influence

ArchiMate’s Motivation metamodel has motivational elements that are real-
ized by requirements which in turn are realized by core concepts. Stakeholders
are structure elements assigned from Business Actors. The Motivation elements
are driver, assessment, goal, principle and constraint.

In ITIL there are roles, departments, business units and service owners that
have interests and concerns in the outcome of the architecture. These are Archi-
Mate’s stakeholders. Then, factors that influence the motivational elements, are
usually presented in the process introduction or definition, sometimes in the
scope or otherwise referred as drivers or stakeholders concerns. These elements
represent the ArchiMate concept driver. Later on, it is common for enterprises to
take assessments of these drivers. In ITIL these are represented as a SWOT or
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driver analysis that is used to identify benefits, problems, mistakes, risks and op-
portunities. The desired results that a stakeholder wants to achieve is referred in
ITIL as the organization mission, goal or objectives. This matches ArchiMate’s
goal concept. Next we have desired properties of solutions or means to realize
the goals. In ITIL we have requirements, policies, implementation and guidelines
that correspond to ArchiMate’s requirement. Likewise, we have in ITIL princi-
ples and implementation guidelines that map to principle and finally there’s
constraint that maps to its ArchiMate homonym counterpart.

5 Demonstration

Although we already had this concept mapping, we wanted to go further on and
demonstrate that it really could be used to model ITIL BMM in the ArchiMate
language.

Thereby, we started to analyze the official ITIL books, going through all its
processes’ and functions’ descriptions. In fact, we had already done this on a
first iteration when we were identifying the ITIL BMM concepts. This time,
however, we weren’t looking for the concept’s class, but for its instances. For
example, instead of looking up for concepts that resembled ArchiMate’s ”goal”,
we were now searching for references of its ITIL counterparts ”mission, goal,
objective” and gathering its instances like ”detect service events” or ”ensure
only authorized users can use services” in Service Operation.

Following this procedure, we eventually compiled a set of elements which are,
in our opinion, the most relevant motivation items for every ITIL process.

This assumption is based on the elements’ own relevance through the official
books and general ITIL sources. However, being ITIL a set of best practices, built
upon IT service providers different opinions and experiences, we also concede
that some practitioners could include other elements or leave some of these out.

Thereby, we don’t want to claim that this is the only motivational repre-
sentation of ITIL, but instead to demonstrate that based on our mapping, on
the identified concepts and on our perception, this is our proposed ITIL BMM
model and its ArchiMate representation. We therefore welcome (and encourage)
that these BMM proposals are revised by the ITIL community itself and may
eventually be adapted to reflect, as ITIL does, the majority of its practitioners’
opinions.

With these concepts’ instances we produced several models. In this paper
we shall only focus on three of them. The first (Figure 1) represents an ITIL
overview with all its five books.

Its utility is to understand in a glance why there was the need for creating
ITIL in the first place. What was it overall motivation, the industry concerns,
the outcomes of the assessments about those concerns, what were the set goals
to solve the identified issues, the needed requirements to fulfill the goals, and,
at last, which of the books implements those requirements.

In (Figure 2) we zoom into one of the ITIL books, the Service Operation one.
Here we can see an expanded set of drivers, assessments, goals and requirements
that are related to the Service Operation book.
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Fig. 1. ITIL business motivation model overview (https://dl.dropbox.com/u/
13096223/IMG itil overview.pdf)

Fig. 2. Service Operation business motivation model https://dl.dropbox.com/u/

13096223/IMG service operation.pdf

https://dl.dropbox.com/u/13096223/IMG_itil_overview.pdf
https://dl.dropbox.com/u/13096223/IMG_itil_overview.pdf
https://dl.dropbox.com/u/13096223/IMG_service_operation.pdf
https://dl.dropbox.com/u/13096223/IMG_service_operation.pdf
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Finally, on (Figure 3) we aimed for a deeper fine-grained representation and
focused on the Incident Management process. This allows us to look to this
process and see again which are its motivational elements and how are they
realized by requirements, now in a process scope.

Fig. 3. Incident Management business motivation model https://dl.dropbox.com/u/
13096223/IMG incident management.pdf

These models were chosen to demonstrate how ArchiMate can be used to
show different ITIL views, directed to different stakeholders with own concerns.
Yet, the three models remain consistent, since the elements are similar but on
different granularity levels.

Besides these, we produced other models (not included due to paper size re-
strictions) representing the remaining ITIL business motivation model. Together,
our work consists on a set of models with the whole ITIL 26 processes and 4
functions motivation model.

6 Evaluation

Since the main purpose of this paper is to contribute with a formal representation
of the ITIL BMM, here we analyze the mapping of ITIL motivation concepts
into ArchiMate’s motivation extension. This analysis is based on the Wand and

https://dl.dropbox.com/u/13096223/IMG_incident_management.pdf
https://dl.dropbox.com/u/13096223/IMG_incident_management.pdf
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Weber ontological analysis method [19] and compares the mapping of both sets
of concepts by identifying the following four ontological deficiencies (Figure 4):

Fig. 4. Ontological deficiencies

– Incompleteness: can each element from the first set be mapped on an
element from the second? - the mapping is incomplete if it is not total.

– Redundancy: are the first set elements mapped to more than a second set
element? - the mapping is redundant if it is ambiguous.

– Excess: is every first set element mapped on a second set one? - the mapping
is excessive if there are first set elements without a relationship.

– Overload: is every first set element mapped to exactly one second set ele-
ment? - the mapping is overloaded if any second set element has more than
one mapping to a first set one.

It should be again noted what we are mapping. In fact, we have on one hand
ArchiMate, which is a formal modeling language, with a closed set of clearly
defined concepts and, on the other, textual descriptions of IT best practices.
There isn’t in ITIL a clear definition of a motivational elements’ set that would
clearly ease our task, so our identification is based on ITIL textual references of
concepts that, in the context where they are used, have business meanings which
are similar to business motivation model elements.

Having that, we can then say that our mapping is complete, as every ITIL
motivation element found has a mapping on ArchiMate’s motivation extension
elements, which means we can completely represent ITIL BMM on ArchiMate.
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As for redundancy, since ArchiMate’s motivation elements is a small, closed
set, as opposed to ITIL richness of textual descriptions, it was expectable that
there was only one ArchiMate element to represent any ITIL concept. This means
it becomes straightforward to model ITIL BMM in ArchiMate as we don’t have
to choose between several elements to model a ITIL one.

We also didn’t find excess, as ArchiMate concepts are all present on ITIL.
This was also expected since the ArchiMate motivation elements are aligned
with the TOGAF ones, which we used as guidelines when searching in ITIL.

Finally, we found one deficiency: overload, because there are several ITIL
concepts to only one from ArchiMate. This happens because, as we have men-
tioned before, ITIL doesn’t explicitly define a BMM or identifies its concepts.
Therefore, since we have to derive motivation elements from ITIL textual descrip-
tions, it was predictable that several ITIL concepts would match an ArchiMate
one. This deficiency can lead to problems if we ever wanted to do the opposite
process: to go from an ArchiMate ITIL motivation model back to ITIL again. To
avoid this, while modeling, we should include in ArchiMate’s object attributes a
reference to the original ITIL concept it was mapped from, to allow an eventual
reverse mapping.

To sum up, we can conclude that our mapping is complete, not ambiguous
and not excessive. It is indeed overloaded, but this actually derives from the
intrinsic nature of the problem we want to solve: the lack of a formal BMM
for ITIL. Furthermore, by identifying and mapping these concepts, we believe
we are also contributing with a tool that can help to identify and define the
motivation model of future ITIL releases and to update our models accordingly.

7 Conclusion

We began this research work with the conviction that like EA, ITIL had a
business motivation model and there was a need to define and model it through
a formal graphical language.

For that task, we chose ArchiMate’s Motivation extension and mapped ITIL
motivation to it. The result was a set of consistent models with the whole ITIL
motivation model in its 26 processes and 4 functions, with the inclusion of roles,
drivers, assessments, goals and requirements. Furthermore, we added a ITIL
overview to stress how we could zoom through the models’ granularity levels.

Although our plans are to later use this work to represent the business moti-
vation model of an enterprise architecture that uses ITIL to manage IT services,
we also want to point out the contribution these models may offer today as
standalone formal ITIL BMM representations.

In fact, they can be a tool to help organizations using ITIL, as they can use our
models and mapping as templates to build their own models, according to their
ITIL maturity levels and the processes they already support. They can assign peo-
ple and departments to ITIL roles, and use the models to communicate to stake-
holders what is ITIL, what problems does it solve and why are they using it.
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Better yet, they could model their own organization motivation model and
merge it with our ITIL models to provide a consistent organization view. This
approach would be very useful on managing and communicating change, since
AS-IS models could be produced with the current organization ITIL processes
and TO-BE models would represent the ITIL level where the organization plans
to stand in the near future. This would support phased, iterative ITIL imple-
mentations, supported by project planning and model driven milestones.

For future work, we believe the next step is to expose these models to the
ITIL community where they can be validated, and, in particular, can be used
to promote discussion about ITIL motivation model itself. Furthermore, we are
currently working on modeling ITIL’s business, application, information and in-
frastructure architectures in ArchiMate’s core concepts, to answer the remaining
Zachman’s questions: the ”How, What, Who, Where and When”. Next, we plan
to bridge both approaches using business motivation model requirements which
are realized by core elements like processes, activities or databases.

Later on, we wish to validate both set of models on organizations with ITIL
implementations to represent how ITIL fits in the organization EA, and to im-
prove its implementation and communication. All these models will then be used
as the representation of an enterprise architecture that uses ITIL motivation,
principles, methods, processes and concepts to perform IT service management,
and general EA principles, methods and models to the design and realization of
the remaining organizational structure.

In short, IT has the goal to turn organizations more efficient and effective,
and to achieve this, it is fundamental that each stakeholder is aware of change,
its reasons and how he will be affected by it. Communicating change is therefore
a key factor on agile, prone to change organizations. Furthermore, it is also our
belief that when people are well informed about the whys, then resistance to
change may be overcome and diminished.

Thereby, we hope this work can contribute to a better communication and
representation of ITIL motivation concepts, to ITIL discussion in its own com-
munity and to help each stakeholder realize what is to be changed and why is it
being changed through a set of complete, consistent and formal models.
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Abstract. Like ‘Computer Science’ a few decades ago, ‘Service Science’ de-
serves some attention today regarding the emergence of a possible new scientif-
ic discipline. In this paper, we explore the potential link existing between  
service science and design science, considering the service as the focus of the 
design. Our proposed contribution directly relies on the day-to-day work of our 
research and technology transfer institution regarding a science-based approach 
to service innovation. Our preliminary findings are formalized in a macro-
process used for governing this type of innovation. The paper introduces and  
illustrates it. 
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1 Introduction 

According to Wikipedia, Service Science is a term introduced by IBM [29] to  
describe “an interdisciplinary approach to the study, design, and implementation of 
services systems”. Since the introduction of the term around 2004, there have been 
several attempts, but not yet reaching a consensus, regarding the definition of service 
science.  Different contributions present different perspectives on Service Science. 
Glusko [1] is discussing about the emergence of a new discipline in contrast to the 
design of a new curriculum. Like medicine is an integrative discipline of physical 
and biological sciences for the purpose of healing, Irene CL Ng & al. [2] considers 
service science as an "integrative discipline of engineering, technological and, 
social sciences (including business and law) for the purpose of value co-creation 
with customers”. More recently, from the analysis of different service innovations 
enabled through IT artefacts, Becker et al. [3] advocate for further considering the 
role of design research in the service science discipline. 

The article is willing to further investigating this last perspective by discussing: (1) 
the nature of the innovation artefacts associated with service systems and (2) the pro-
duction of scientific knowledge associated with these artefacts through a rigorous 
design . Our view is that a design science research method (DSRM) is offering the 
adequate framework for the production of this knowledge. In particular, recent efforts 
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performed around the formalisation of the design science research in the domains of 
organisational studies and of information systems represent interesting avenues for 
service oriented artefacts, especially considering the important similarities between 
information systems and service systems domains.     

The need for some scientific foundations related to the design of services is an im-
portant step towards the possible emergence of a service science discipline. In a more 
pragmatic way, it is also required for an institution like the Public Centre Research 
Henri Tudor (Tudor, in short) for accomplishing its mission related to a science based 
innovation. Like VTT, Fraunhofer Institutes, TNO and other RTO (Research and 
Technological Organisations), the role of Tudor is not only to design new innovative 
artefacts for the purpose of transferring them for the benefits of socio-economic actors 
but also to contribute to the advance of science. Regarding the specific topic of ser-
vices, any consultancy company or private organisation can design new services and 
commercialize them. But this is not their usual role to produce scientific knowledge 
about them. In fact, a science-based approach offers a number of benefits: evidence 
based problem identification, demonstration and measures (whatever the kind), use of 
best available knowledge and technology…  It doesn’t concern just the knowledge 
about a problem/an issue but well a way of approaching and dealing with a problem.  
As a key differentiator, the role of a RTO is to contribute to this production through 
the application of an adequate scientific method. Regarding this last objective, the 
Service Science and Innovation department of Tudor is developing and experimenting 
the so-called “Science based and Sustainable Service Innovation Process” (S3IP in 
short) which aims at addressing requirements associated with the application of 
DSRM in the domain of service innovation following a multidisciplinary approach. 

The rest of the paper is structured as follows. In Section 2, we discuss about the 
application of design science principles to the innovation of artefacts associated with 
service systems. Section 3 emphasises some principles associated with a specializa-
tion of a design science research method applicable to services. Then, in Section 4, we 
instantiate these principles in terms of the S3IP macro-process framework used by 
Tudor and illustrate its application on a real service innovation case.  

2 Why a Design Science Research Method for Services?  

As indicated in the Section 1, a RTO like Tudor has the twofold mission of producing 
technological innovations (T) in response to market needs and goals (M), as well as to 
contribute to the scientific theory (S) underlying these innovations (http://www.earto 
.org/). In Figure 1 these missions are summarised according to the interactions taking 
place between Science, Technology and Market. On the same figure, we provide an 
illustration of the STM concepts within the context of the innovation associated with 
steam machines (T): those have brought an answer to transportation problems (M) 
and their effect is explained through thermodynamics scientific principles (S).  

According to the most traditional acceptance of the word “innovation”, its ultimate 
objective is to contribute to the improvement of a production system, which also  
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represents the targeted market for this innovation.  In our domain of interest, produc-
tion systems correspond to service systems which can be considered at different  
granularity levels: from a single company to a network of companies up to a national 
service system. [4] are defining a service system as “a configuration of people, 
processes, technology and shared information connected through a value 
proposition with the aim of a dynamic co-creation of value through the participation 
in the exchanges with customers and external/internal service systems”. It is worth 
to note the close analogy existing between this definition and the one usually 
associated with Information System (IS) which also refers to the interactions 
between people, processes, data and technology. Major differences are associated to 
the concept of services with an emaphasis on the nature of the new value 
propositions inherent of them as well as the importance of the co-construction of 
this value through interactions taking place between the service providers and the 
service users To summarise, a service system  is supplementing  the mission of an 
information system (support to the business) with an additional mission of making 
new businesses.  

 

Fig. 1. STM (Science, Technology, Market) Interactions 

Innovations are intended to improve the productivity of service systems. They are 
based on the identification of business goals and/or societal needs associated with 
these systems and result from the application of  a problem solving process regarding 
the handling of these needs. Athtough the term technology is used for denoting these 
innovations, it should be understood in a broad sense, which also reflects the diversity 
of the  components of a service system. According to OECD [5], innovations are not 
only associated with technological innovations but also encompass process 
innovations, organisational innovations and market (business models) innovations. 
For some authors, additional very interesting innovations should also be considered 
like those related to new people skills, regulations,  or in the social economy. 

In the domain of service innovation, there is a large variety of possible innovations. 
They are the result of a design and take the form of an artefact, i.e. a design not  
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existing in the nature [6]. Examples of artefacts developed for improving service 
systems can be a new algorithm (technological innovation) that can optimize multi-
modal transportation in a complex eco-systems made from different individual 
tranport operators systems. It can be a method for measuring the maturity level of IT 
service management within an organisation (process innovation). It can be a model 
and a supporting IT platform enhancing the collaboration among the different actors 
involved in a construction project (technological and organisational artefacts). Finally, 
it can also take the form of a skills card associated with the characterisation of new 
competences  required by a new job profile. According to [30],  all these artefacts 
have to be instantiated into practical innovations. In our cases, most of them can be 
delivered as services according to different models: software as a service, method as 
service (provided by a consultant using perhaps a supporting IT tool), education as a 
service etc. Ultimately, all these services are plugged into service sytems in 
production for the purpose of improving them.  Conventionnaly in our case, we will 
use the words “artefact”  and “service” in an interchangeable way for the rest of this 
paper.  

As also discussed in the Introduction, in the case of the service innovation 
performed  by a RTO, those innovative services have to scientifically grounded. 
There we need to consider two dimensions (see the top of Figure 1). On the one hand, 
the knwolegde that is exploited in the design of the artefact has to be grounded on 
scientifically established knowledge. On the other hand, while in most case, the 
existing knwoledge is not sufficient for building the artefact, additional knowledge 
has to be produced during the design process and this has to follow sound scientific 
research methods. 

More traditional research methods are those associated with behavioural sciences. 
Their objective is to understand the real world through the formulation of theories 
regarding the behaviour of this reality and the validation of them through obervations.  
Natural sciences (physics, chemistry, etc) use these research methods but there are 
also other disciplines like social and management sciences   (observation of the 
behaviours of humans and of their organisations). Besides knowledge produced in the 
traditional scientific fields, authors like Simon [6] advocate that technological 
knwokedge has also to be produced in relation with artifical artefacts developed by 
humans. Design science aims at understanding the properties of the design of these 
artefacts: what are the problems that there are solving,  what are the properties of the  
proposed solutions, what are their values ?  

Research methods founded on design science principles are a topic of growing 
interest in different fields, in particular in those related to I.S. (for example [7], [8]) 
and organisation studies(for example,[9],[10],[11]). In I.S., the work of Hevner is 
often quoted as a reference work introducing the guiding principles associated with 
scalability, repeatability and predictability of a given I.S. artefact. Those in particular 
emphasize the need for generalising the problem (instance vs type) as well as the 
proposed solution.  Hevner et al [7] describe the performance of design-science re-
search via a concise conceptual framework and clear guidelines for understanding, 
executing, and evaluating the research (see Table 1). 
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Table 1. Hevner et al. Conceptual Framework 

Guidelines Description

1. Design as an Artifact Design-science research must produce a viable artifact 
in the form of a construct, a model, a method, or an 
instantiation 

2. Problem Relevance The objective of design-science research is to develop 
technology-based solutions to important and relevant 
business problems. 

3. Design Evaluation The utility, quality, and efficacy of a design artifact 
must be rigorously demonstrated via well-executed 
evaluation methods. 

4. Research Contribu-
tions 

Effective design-science research must provide clear 
and verifiable contributions in the areas of the design 
artifact, design foundations, and/or design methodolo-
gies. 

5. Research Rigor Design-science research relies upon the application of 
rigorous methods in both the construction and evalua-
tion of the design artifact. 

6. Design as a Search 
Process 

The search for an effective artifact requires utilizing 
available means to reach desired ends while satisfying 
laws in the problem environment. 

7. Communication of 
Research 

Design-science research must be presented effectively 
both to technology-oriented as well as management-
oriented audiences. 

 
In the same way, but in the domain of organization studies, Van Aken et al. [11] 

present “Design Science Research (DSR) as a family of approaches to research that are 
driven by field problems, use a participant-observer instead of the independent observer 
perspective, and pursue a solution orientation. This implies design science researchers are 
not satisfied with describing field problems and analyzing their causes, but also develop 
alternative general solution concepts for these field problems.” These authors suggest 
“the logic of the field-tested and grounded solution concept (…) called the CIMO-logic 
[12], a combination of problem-in-Context, Intervention, generative Mechanisms produc-
ing the outcome, and Outcome.” Those phases are described in Table 2. 

Table 2. Van Aken et al. Conceptual Framework 

Phases Description  
1. Design prob-

lem formula-
tion  

Designers engage with principals and users to formulate the design problem and 
its specifications 

2. Design the 
preferred solu-
tion 

Designing then involves exploring alternative futures in close collaboration with 
various stakeholders 

3. Creating an 
action net 

This action net can be emergent in nature, occurring in an ad hoc, as-needed 
fashion. However, if an action net does not emerge spontaneously, design 
professionals need to deliberately develop it 

3 Some Features of a Service System Design Science  

This section starts by consolidating our view regarding the relation that can be  
established between service science and design science. Then we discussed some 
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distinctive features that should characterize the design of services. Those are related 
to the intrinsic nature of services, to their co-construction between service providers 
and external users, as well as the identification of the value proposition associated 
with the quality of the service.    

As discussed in the previous section, design approach is first of all characterized by 
its problem-solving goal.  Hevner et al. [7] argue that “a combination of technology-
based artefacts (e.g., system conceptualizations and representations, practices,  
technical capabilities, interfaces, etc.) organization-based artefacts (e.g., structures, 
compensation, reporting relationships, social systems, etc.), and people-based arte-
facts (e.g., training, consensus building, etc.) are necessary to address issues concern-
ing the acceptance of information technology in organizations”.  We are convinced 
that we could not speak about value co-creation without taking into account this  
acceptance of the designed artifacts.  Although Hevner et al. [7] argue that “the effec-
tive transition of strategy into infrastructure requires extensive design activity on  
organizational design to create an effective organizational infrastructure and informa-
tion systems design activity to create an effective information system infrastructure. 
These are interdependent design activities that are central to IS discipline”, but are not 
always taken it into account.  Hence, it should be extended.  Moreover these authors 
highlight also that “design-science research addresses important unsolved problems in 
unique or innovative ways or solved problems in more effective or efficient ways”.  
That means that not only business needs could be the initiators for design research  
but as well IT as human/processes/knowledge resources could offer innovative oppor-
tunities.  All this discussion is in relation with the design of I.S. artefact but also 
definitively applies to service systems. Thus we can argue that design science is well 
a legitimate research paradigm for service science.   

The design of a service should result from intense interactions between the service 
designer and the different stakeholders, beneficiaries of this service. This requires at 
the level of a service research to establish close links between the researcher and the 
different interested parties. Thus we need to enrich principles associated with I.S. 
design research with organization studies design principles as discussed in the pre-
vious section. This concept is well illustrated in the work of Peffer et al. [8] who indi-
cates the importance of better understanding the need to enrich  Design Science Re-
search with Action research principles: “DS research comes from a history of design 
as a component of engineering and computer science research, while action research 
originates from the concept of the researcher as an “active participant” in solving 
practical problems in the course of studying them in organizational contexts.”.  So 
action research could be a relevant strategy for design research to test (the validity of) 
the design in practice.  This is illustrated by the Peffer research method process in 
Figure 2. Note that this process is a model consisting of six activities run in a nominal 
sequence.  However, this is not a sequential process since the idea for the research 
could be various (resulted from observation of the problem or from suggested future 
research from a prior project,…) and Peffer added that researchers may start at almost 
any step and move outward.    
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Fig. 2. The DSRM Process Model (Peffers et al.) 

This work of Peffer et al. is a multidisciplinary response to the need of relevance in 
service science: design based approach can help bridging the gap between research 
and practice [13,14].  As emphasized by Andriessen [15] these authors also argue 
that “(…) researchers can draw from several different research methods to test the 
validity of the design, ranging from more positivistic quasi-experiments [16] to action 
research type interventions [17]. This implies that design-based research may make 
use of a variety of methodologies”. As designing service systems implies to take into 
account the co-creation of the (service) value, that  means this latter is no longer the 
value-in-exchange but well the value-in-use [18,19].  This of course demands a major 
rethink of traditional disciplines in order to research service systems and to focus on 
producing knowledge on how a quality value could be co-created. Regarding the co-
designing role of end users, [20] distinguishes between three approaches: ‘what 
people say’ in marketing research, ‘what people do’ in applied ethnography, and 
‘what people make’ in participatory design. 

Finally, a research method guaranteeing the quality of the resulting services is es-
sential. Hevner et al. [7] argue that “the utility, quality and efficacy of a design 
artefact must be rigorously demonstrated via well-executed evaluation methods”. This 
acceptance of the design artifact’s quality tends to emphasize business needs and 
underestimate analysts’ and customers’ views as argued in [21].  In fact, “(…) 
quality is a multidimensional concept at least having four dimensions [22]: I. 
Excellence, II. Value, III. Conformance to specifications and IV. Meeting and/or 
exceeding customers’ expectations. The first one is the general dimension. Different 
interested parties can be connected with three others as follows: II. Value (managers), 
III. Conformance to specifications (systems analysts) and IV. Meeting and/or 
exceeding customers’expectations (customers).”  In fact, as point out by [23,24] in 
their literature reviews one of the most relevant characteristics of service innovation is 
the need for different degree and means of user participation. A design approach 
implies that design and usages are firmly connected.   
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As a conclusion of this section, we plead that DSRM are both applicable to infor-
mation and service systems because of their commonalities. For some authors, Infor-
mation Science is discipline encompassing the design of I.S. [31]. Our proposal is to 
consider Service Science as the discipline related to the design of services.   

4 A Science-Based Sustainable Service Innovation Process 

Based on the considerations discussed in the previous section, we outline our proposal 
regarding a service system design science research method, adapted to the context of 
a RTO like Tudor, whose goal is to demonstrate a science based approach to service 
system innovation.  After having introduced the process framework underlying the 
proposed research method, we will illustrate its application on the specific case of a 
service system artifact associated with a software collaborative platform supporting 
project management in the building sector. 

4.1 Introduction to the S3IP 

Figure 3 presents the overall picture associated with our proposed Science-based Sus-
tainable Service Process model framework (S3IP). Although the hereafter description 
could suggest that the S3IP is lifecycle oriented, the reality is that each box corres-
ponds to a process that has to be performed and may be pursued in parallel with other 
processes in a non-strict sequence.   

Value: This process covers the activities associated with the identification of an un-
solved problem and/or an opportunity for a new service innovation. According to 
DSRM, the problem should not be characterized at the instance level but at a class 
level. In other words, there is the need for generalizing the problem associated with a 
very specific context. This identification is also coming with the identification of a 
gap in terms of technological/scientific knowledge associated with the proposed inno-
vation. From a RTO perspective we are also carefully looking to state of the art tech-
nologies and scientific results that would play the role of enablers for the innovative 
service solution. Finally the identification of the innovative service should come with 
a preliminary identification of the business model and  of the value proposition. 

 

Fig. 3. The Science-based Sustainable Service Process model (S3IP) 

Design: This process is associated with the definition of the service not only in terms 
of its business functional objectives but also in terms of all its required qualities. 
These activities required to elicit the strategies of the different early-adopters stake-
holders involved in the final acceptance of the service as well as to understand the 
constraints associated with the environment (like specific regulations associated with 

Service

Exposition

Service

Design

Service

Value

Service

Engineering

Service

Operation

Service

Monitoring



108 E. Dubois and A. Rousseau 

the domain). From this initial elicitation, requirements have to be formally expressed 
in terms of properties of the services that can be organized in terms of a service con-
tract (or a Service Level Agreement). These requirements should be sufficient charac-
terize the service answering to the class of problems identified in the previous step, 
and not to a single instance of it.  

Exposition: Once the service contract has been validated by early adopters, we con-
sider that it is important to promote the service to other potentially interested parties. 
This can be done within an organization through some marketing regarding the socio-
economical sustainability of the service. In a network of organizations or for a sector, 
this promotion can also include initiatives regarding the branding of the new service 
through some label definition and associated certification scheme. Ultimately stan-
dardization activities run for example at the national or international levels (like e.g. 
ISO) definitively help in a successful promotion of the service. 

Engineering: This process is associated with the engineering of the solution meeting 
the requirements collected in the Design process. To be more precise, this solution 
should be a class of solutions bringing an answer to a class of problems, as mentioned 
earlier. At the level of our RTO role, we do not necessarily to have to develop the full 
service solution but rather to demonstrate the feasibility to do so. This can be 
achieved through some prototypes of the service and/or the production of complete 
specification of the service like an architecture model. 

Operation: This is out of the scope of RTO’s mission to deploy by itself the service 
within an organization or within a sector. This is where the market should play its 
role. However we define and provide tools that can be used by those that will deploy 
the service for checking and measuring the correctness of its implementation. In par-
ticular for each new service we propose metrics associated with the measurement of 
the quality of the service implementation as well as the degree of appropriation. 

Monitoring: Once a services system is deployed within organizations, we can start to 
collect the feedbacks associated with the measures as well as from the assessment 
performed with the end-users. The analysis of this feedback indicates the needs for 
improvements and optimization of the service, as well as its possible evolutions of the 
service in terms of new requirements, new business model, etc. Thus this is where 
new iterations associated with the different processes described above are starting. 

4.2 Application of the S3IP 

As an exemplar for illustrating the application of the S3IP we would like to describe 
the Build-IT project and the resulting “CRTI-weB” platform.  

CRTI-weB is a case of a service system innovation in the construction sector. The 
context is related to the management of Architecture, Engineering and Construction 
(AEC) projects. These projects are characterized by the fact that they are from a very 
different nature, involving a number of independent and heterogeneous actors and for 
short-lived time duration. The proposed innovation is based on a CSCW system as 
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well as on innovative business practices defined in a consensual manner with business 
partners. More details on it can be found on www.crti-web.lu (in French). Hereafter 
we structure the different phases of the science-based innovation according to S3IP 
the framework introduced here above. More details can be found in different papers, 
a.o. [25,26].   

Value: The original idea for the CRTI-weB service was coming from the following 
analysis based on a global survey and 8 long interviews with 2 architect offices, 3 
engineering agencies, 1 contractor and 1 public owner. The resulting findings were: 
cooperation is essential in the construction sector but existing collaborative software 
platforms and tools are too rigid and lack from flexibility for supporting different 
cooperation situations (one different platform per situation!).  Thus, the objective has 
been to develop a highly customizable and flexible platform of services that can  
be used in different cooperation situations. The validation of this idea was done by the 
CRTI-B (the national professional association promoting new usages of ICT in the 
construction sector, http://www.crtib.lu) in Luxembourg. The association clearly iden-
tifies the problem in terms of  (i) Human and organizational limits related to coopera-
tive behaviors:  Structuring of documents not efficient, exchanges not enough  
described, too much documents/releases produced… and (ii) Technological/IT limits: 
No interoperability between tools, lack of flexibility and customization facilities, 
waiting times, no connection with internal management system… For the develop-
ment of the CRTI-weB, regarding technology and scientific advances, the decision 
was to consider Model Driven Engineering approaches and Service Oriented Archi-
tectures for their support to flexibility and customization. 

Design: The design activity was concerned with the elicitation and the modeling of 
requirements regarding the IT platform services to be developed. To this end, we 
decided to setup different working groups, involving person’s representative of the 
major building trades (i.e. public owners, architects and engineers, contractors, manu-
facturers…) in order to let them define usual collaborative practices in a consensual 
way. During 2 years, 14 working groups were conducted, involving 10-15 persons in 
each session. These working groups then permitted the practitioners to debate and 
finally agree on standardized best practices and associated requirements for the CRTI-
weB service. A total of 14 best practices were defined as well as the associated  
IT services (see below “service engineering”. Two sets of best practices separately 
addressed “meeting report management” and “document management”. We underline 
here that it is the role of the CRTI-B as a multi-trades representative body to standard-
ize practices in a consensus requirements engineering methodology. 

Engineering: As part of this process, six releases of a CRTI-weB demonstrator have 
been incrementally developed and regularly validated with different working groups. 
Through a prototyping approach we were also able to refine and/or revise some of  
the requirements collected during the previous Service Design stage, in particular  
the non-functional ones associated with the user interface. The development of the 
different successive prototypes was greatly enhanced by the use of model driven ap-
proaches as well as by a service oriented architecture. This facilitated the generation 
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of the code associated with the successive prototypes as well as the flexibility of the 
architecture. Approximately one prototype (or sub-function of a prototype) was de-
veloped for one working group. 

Exposition: Regarding the exposition of the CRTI-weB prototypes, two major chal-
lenges have been accomplished; on the one hand, the best practices and their asso-
ciated requirements identified at the Service Design stage have been identified as 
standard best practices by the CRTI-B, and are promoted by key stakeholders  of 
CRTI-B . On the other hand, an important department (APB) of the ministry manag-
ing the public construction projects has decided to promote the use of a platform like 
the CRTI-weB for its own projects. As a consequence, a partnership has been signed 
with a private software company for transforming the software prototype into a soft-
ware product made commercially available.   Moreover the CRTI-weB® trademark 
has been registered for licensing purposes.   

Operation: The CRTI-weB product has started to be commercially used in real con-
struction projects in 2010, but CRP Henri Tudor experimented it through living lab 
projects early in 2006.   

Through these projects, we have been available to study the end-users appropria-
tion of the tool within a real context. We have considered three types of appropriation. 
On the one hand, the “technical” appropriation refers to a co-adaptation, in which the 
users adapt the tool to their frequent uses and adapt themselves to the characteristics 
of the new tool and to the norms (best practices) embedded in it. A good example in 
CRTI-weB is the standard name used for sharing documents between projects’ partic-
ipants. The tool “forces” them to agree on a standard naming of all documents at the 
beginning of the project. On the other hand the “social” dimension of appropriation 
focuses on the users as individuals, social actors whose behaviors are regulated by 
social norms. The CRTI-weB tool is a social construction, not only physically devel-
oped by humans but also socially built. Then the “socio-technical network” dimension 
targets how the actors network around the software service. One major point consists 
in appreciating the representativeness of the actors involved in experiments. We be-
lieve that experimental users have to represent most of the building sector profiles 
(owners, designers: engineers/architects and contractors) in order the appropriation be 
higher. In our case all profiles are represented. But we notice that designers (engineers 
and architects) are most involved in new demands and business service improve-
ments. Finally appropriation also has a “managerial” dimension as the role of coordi-
nation in AEC projects is determining. Exchanges between the different actors of the 
project enables each of them to understand how important it is for the others, favoring 
motivation and trust.  

Monitoring: At this date, Tudor is the responsible of the functional evolutions of the 
services platform and accompanies the construction practitioners in the specification 
of new requirements for future versions of these services. The satisfaction of users is 
collected by CRP Henri Tudor’s team. Recently a questionnaire has been sent to all 
CRTI-weB users to ask them to provide their feedback on the various functionalities 
of the service. The “support service” provided by the private company as well as their 
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“training service” was also assessed. This questionnaire has been followed by a work-
ing group session, with 8 representative users, dedicated to the improvements of 
CRTI-weB. 

From interactions with stakeholders involved in these projects, we have been able 
to collect a set of requirements for new features to be included. Those are feeding new 
future cycles of the S2IP for the future, in the framework of ongoing and future re-
search projects. Technical improvements of the platform are planned, such as multiple 
upload of documents. A mobile version is also under design at CRP Henri Tudor, 
with the aim to provide functions for mobile business situations as well as to discover 
new mobile usages supported by CRTI-weB enhanced with mobile technologies (geo-
positioning, multi-touch interfaces…). Finally a new service is under development in 
the framework of a new research project (CRTI-weB 2.0), and aims at improving the 
production of documents within and architecture or engineering firm (e.g. design and 
construction plans) and their sharing directly with CRTI-weB. 

5 Conclusion 

In this paper, we are advocating that service science is special case of design science. 
From a review of some design science research methods used in the I.S. and organiza-
tional studies, we can conclude that their underlying principles are also jointly  
applicable to service systems. However the specific nature of services has also to be 
considered and thus additional ingredients should be added in an adequate service 
system design science research method.  

From this analysis, we propose a process reference model (S3IP) illustrating  
the application of this research method in the context of our Research and Technolo-
gical Organisation (RTO) innovation mission. This process highlights the influence of 
the intensive networking, including the cross-functional collaboration within the  
organization and further emphasizes the downstream alliances with key beneficiaries 
and end-users of the generated innovations. In turn, these strong ties with users  
foster the sustainability of the innovation and through the capitalization phase, it is the 
innovation process itself that may be considered as sustainable, provided that all  
the capitalization mechanisms are actually put in place. Finally, this model captures 
the knowledge-intensiveness characteristic, which is also a common point with the 
5th generation models [27].  

To illustrate its application we consider a software intensive service system that we 
have developed in the construction context. Meanwhile we are also considering its 
application in other types of service innovation based on different artefacts. For ex-
ample, in [28], the artefact is a method delivered as a service.  

One of our further steps is to better related design science and natural science with-
in the context of service science artefacts. As explained in [30] there are clear bridges 
between the two, which also apply to service innovation.  Although service systems 
are artificial objects, once they are deployed, they are part of the real world. Thus, 
they can be the topic of observations and of theory formulation according to natural 
science research method. For example, in our S3IP process, the formulation of a prob-
lem could be based on such theory established during the service value process. At the 
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stage of the service operation, observations of the deployed service could also result 
in theory associated with the performance of the service in a given context.  Sustai-
nability and openness are other research issues we intend to deal with regarding the 
specificities of the chosen approach in terms of DSRM in our Research Center work-
ing as a living lab [32] 
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Abstract. The last decade has seen an increased interest in the study of
networks in many fields of science. Examples are numerous, from sociol-
ogy to biology, and to physical systems such as power grids. Nonetheless,
the field of service networks has received less attention. Previous research
has mainly tackled the modeling of single service systems and service
compositions, often focusing only on studying temporal relationships be-
tween services. The objective of this paper is to propose a computational
model to represent the various types of relationships which can be es-
tablished between services systems to model service networks. This work
acquires a particular importance since the study of service networks can
bring new scientific discoveries on how service-based economies operate
at a global scale.

Keywords: service relationship, service system, business service, open
service, service network, semantic Web.

1 Introduction

Many systems around us can be described by network models, which are struc-
tures consisting of nodes connected by edges. The examples available are nu-
merous and range from social networks, to the Internet, to supply chains, and
to power grids. The global economy is itself a complex network composed of
national economies, which are themselves networks of markets, and markets are
also networks of providers, brokers, intermediaries, and consumers.

Understanding how services systems1 evolve as networks and the risks and
gains of different topologies is becoming increasingly critical for society [1].
Vargo et al. [2], and others, have also perceived that society is moving into a
service-dominant system. Nonetheless, our knowledge on global service networks
is limited. Understanding the dynamics and laws governing service networks can
provide authoritative insights on why and how financial service systems fail. For
example, it can explain how the 2007–2012 global financial crisis propagated
throughout global service networks. It can also provide scientific grounds for the
engineering of efficient and robust service network topologies to resist adverse
environments.
1 When no ambiguity arises, we will use the term service to refer to a service system.
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While service markets are ubiquitous, the study of service networks did not
receive the needed attention. Research has been mainly done from a technical
perspective by modeling single services as software components (e.g. Web ser-
vices [3]). Business process and workflow management have also looked into how
services can be composed to form process models by establishing temporal de-
pendencies between services (c.f. [4]). The goal of the research conducted was
not to model service networks as the representation of economic activities, but to
model the technical interfaces that need to be in place to integrate information
systems to operate in heterogeneous environments.

In [5,6] we proposed to model service networks by constructing what we call
Open Semantic Service Networks (OSSN). These networks are constructed by
accessing, retrieving, and combining information from service systems and rela-
tionship models globally distributed. With respect to the modeling of services,
we have developed a family of languages named *-USDL (the Unified Service
Description Language)[7,8] to provide computer-understandable descriptions for
business services. These languages2,3,4 allow to formalize business services in
such a way that they can be used effectively, for example, for dynamic service
outsourcing and automatic service contract negotiation.

Since our previous work yielded suitable computational models to represent
service systems, the objective of this paper is to propose a model to represent the
various types of relationships which can exist in a service network. The model
developed, and called Open Semantic Service Relationship (OSSR) model, is
computer-understandable, is represented with semantic Web languages, and de-
fines the main concepts and properties required to established rich semantic
relationships between service models. We believe that the importance and ex-
pressiveness of relationships has been overlooked in many fields. Gradde and Sne-
hota [9] also believe that existing studies on relationships in the field of business
models usually oversimplify business representations. For example, we consider
that the simple relations used by other modeling initiatives such Linked Data
[10] to interconnect data – using rdfs:subClassOf, owl:EquivalentClass, and
owl:sameAs – the relation foaf:knows from FOAF [11] to interconnect people,
and the use of rdfs:seeAlso by SIOC [12] to interconnect documents are strict
and limited relationships not suitable to connect service systems. Therefore,
we developed a multi-layer relationship model which links services via multiple
types of connecting perspectives (e.g. participating roles, interconnection level,
and involvement strength [13,14,15,9]) capturing the richness, complexity, and
characteristics of services. This goes well beyond the connection of service sys-
tems treated simply as unidimensional nodes.

This paper is organized as follows. In the next section, we present impor-
tant definitions and illustrate application domains for service networks to serve
as motivation scenarios. Section 3 describes the multi-level relationship model
developed to connect service systems. Section 4 describes the evaluation and

2 Linked-USDL = http://linked-usdl.org/
3 α-USDL = http://www.genssiz.org/research/service-modeling/alpha-usdl/
4 USDL = http://www.w3.org/2005/Incubator/usdl/

http://linked-usdl.org/
http://www.genssiz.org/research/service-modeling/alpha-usdl/
http://www.w3.org/2005/Incubator/usdl/
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implementation of the model. Section 5 presents the related work in this field of
research. Section 6 is the conclusion.

2 Definitions and Motivation Scenarios

A service network is defined as a graph structure composed of service systems
which are nodes connected by one or more specific types of service relation-
ship, the edges. A service system is a functional unit with a boundary through
which interactions occur with the environment, and, especially, with other ser-
vice systems. Service networks are similar to social networks in their structure
but connect service systems. They are different from process models since they
do not place an emphasis on control-flow, temporal dependencies, and cases. We
illustrate their possible use with two application domains.

Regulation of Service Markets. The analysis of service networks can detect topo-
logical patterns such as oligopolies, monopolies, or ’cartels’ in service markets. For
example, a power-law distribution pattern can be used to identify oligopolies since
it implies that only a few large service providers exist, whereas the occurrence of
small providers is extremely common. The identification of such network charac-
teristics or anomalies are of importance for regulatory bodies such as the EUwhich
routinely passes directives for European markets on laws to be followed.

Supply Chain Management. While supply-chain management is crucial for many
companies, today, there is no practical and automated solution to analyze global
supply-chain networks. The inexistence of global models only enables to study
this type of networks from a local, reduced, and näıve view (c.f. [16]). The
development of computational models will give firms a better understanding of
the dynamic behavior of supply chain networks at a global scale.

3 Multi-layer Relationship Model

When examining previous approaches to model network structures by using se-
mantic Web languages, relationships were often overlooked by placing the em-
phasis on nodes. For example, the use of simple primitives such as foaf:knows,
rdfs:subClassOf, owl:EquivalentClass, rdf:seeAlso and owl:sameAs to
connect people, data, and community generated documents (c.f. [10,11,12]) is
limited for service networks. It only enables to create networks with one ho-
mogeneous layer thus limiting the types of analysis which can be made. The
richness of service systems – which involve people, laws, resources, operations,
processes, service levels, etc. – requires a different approach based on the use of
multiple layers to construct service networks. For example, two service systems
can be related by describing the roles they can take, by representing the strength
of the relationship, and by establishing a comparison of the set of functionali-
ties provided. This goes well beyond the connection of entities seen simply as
unidimensional nodes.
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To construct a comprehensive relationship model, we followed an inductive
research approach. We conducted a literature review on work describing and
discussing the types of relationships which exist in organizations applicable to
the field of services. We electronically searched the titles, abstracts, keywords,
and full texts of articles in GoogleScholar (scholar.google.com), SpringerLink
(link.springer.com), Taylor & Francis (www.tandf.co.uk), and Google Books
(books.google.com) for the main word string ”relationship”. The search in-
cluded several variations of the original term like ”service relationship”, ”service
systems relationship”, ”business relationship” or ”relationship model”. Articles
were read to determine there relevance for modeling relationships between ser-
vice systems.

We identified propositions and generalized them in a theoretical multi-layer
relationship model composed of six layers: 1) role, 2) level, 3) involvement, 4)
comparison, 5) association, and 6) causality. OSSR comprises at total of 15 top
level concepts, namely Relationship, Service, Source, Target, Role, Level,
Involvement, Comparison, Association, Causality, Cause, Link, Effect,
Category, and KPI. The layers are grouped together using the central concept
Relationship. One of the endpoints of the relationship is the service source
(Source) and the other one is the service target (Target). Both are subclasses
of the concept Service which represents a service system possibly modeled with
a language such as Linked-USDL (see §1 and §4).

The layers and concepts5 are summarized in Table 1, illustrated in Figure 1,
and described in the following sections. While the examples given are mainly
from the field of Software-as-a-Service (SaaS), the model was designed to be
applied to services that range from human-based services to fully automated
software-based services.

Table 1. The multiple layers of the Open Semantic Service Relationship (OSSR) model

Layer Description

Role [14] The role of the service sytems involved in a relationship.

Level [15] The level (e.g. activity, resources, or people) at which a
relation is established.

Involvement [9] The strength of a relationship.

Comparison [17] The comparison of service systems involved in a relation-
ship.

Association [18] An expression of the ’a part of’ relation between two
service systems.

Causality [19] The influence that key performance indicators of one ser-
vice system has in another service system.

5 The terms written using the typewriter font indicate a concept or property value
of the OSSR model.

scholar.google.com
springerlink.bibliotecabuap.elogim.com
www.tandf.co.uk
books.google.com


118 J. Cardoso

subClassOf 

Target Source 

has_source has_target 

Relation-
ship 

Causality 

Compari- 
son 

has_cause has_effect 

Cause Effect Link 

has_link 

Role 

Compari

Involve-
ment 

has_role 

has_involvement 

has_comparison 

CllassOflassOf

Service 

Category 
has_category has_category 

Level 
has_level 

Associa-
tion 

has_association 

has_causality 

1 

1 1 

1 

1 

0..3 

0..1 

0..1 

0..1 

0..n 

1 1 

0..1 0..1 

1 

KPI 
has_KPI has_KPI 

0..1 0..1 

Fig. 1. The structure of the OSSR model

3.1 Participating Roles

Understanding roles is an important aspect to determine the position of a service
system in a network. For example, a service can create alliances with complemen-
tors to differentiate itself from competition to deliver more value to customers.
We rely on the work from Ritter et al. [14] to classify the role of the service sys-
tems involved in a relationship in four distinct types captured with the concept
Role:

1. Customer,
2. Supplier,
3. Competitor, and
4. Complementor.

A service source which establishes a relationship with a service target with the
role of Customer focuses on a good working mode with customers keeping always
in mind the co-creation of value during service provisioning. A relationship with a
service target of type Supplier focuses often on a durable stream of competitive
advantage which maybe hard for others to imitate or break.

Complementors are the mirror image of competitors. In other words, cus-
tomers value a service more when complementors exist whereas they value a
service less when competitors exist [20]. A relationship with a target service of
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type Complementor enables a service source to increase its value by adding ex-
ternal operations to it. A service system Sc is a complementor if customers value
service system Si more when they have service Sc than when they have service Si

alone. One example is joining a flight transportation service, an accommodation
service and a car renting service whereby services cooperate in reaching out to
customers in the form of value added promotions. Finally, a service system can
establish a relationship of type Competitor with a service target that belongs
to a group of competiting firms. In other words, service Sc is a competitor if
customers value service Si less when they have access to service Sc than when
they have service Si alone.

For example, the SaaS SugarCRM has several competitors including Sales-
Force.com Sales Cloud, Microsoft On-Demand Dynamics CRM, and Oracle CRM
OnDemand. Avis Scandinavia, a company providing rental services, is a customer
of SugarCRM. Sage ERP and Sugar ERP Business Suite are complementors of
SugarCRM. The SugarCRM service is a customer of Oracle and IBM since it
relies on Oracle 11g or IBM DB2 database support services.

3.2 Interconnection Level

It is fundamental that a service system relates its activities, its actors, and its
resources to those of other firms’ services to streamline integration. Only the
consideration of various levels can led to a sound integration of service system
layers into networks. H̊akansson and Snehota [15] showed that relationships can
perform a variety of actions through:

1. Activity links,
2. Actor bonds, and
3. Resource ties.

This classification is captured by the concept Level which is associated with the
concept Relationship. An activity link (modeled with the concept
ActivityLink) refers to the integration of activities, tasks, or operations ex-
ecuted under the control of two service systems. Many arguments for closely in-
tegrating activities between manufacturers, suppliers, and customers originated
from the fields of business process management and business process reengineer-
ing. In other words, this concept makes it possible to create cross-organizational
workflows and business processes underlying a service network.

Actor bonds (modeled with the concept ActorBond) refer to the interaction
among participants belonging to the human resource structure of distinct ser-
vices. The objective of this concept is to enable the analysis and reasoning on
social enterprise networks.

Resource ties (modeled with the concept ResourceTie) refer to the exchange
of resources types. According to the resource-based view [21], service systems
can differentiate themselves and increase their competitiveness by using hetero-
geneous, immobile, valuable, rare, inimitable, and non-substitutable resources.
The concept of resource ties is aligned with the concept of value exchanged
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within companies in e3value [22]. For example, the Progress Apama SaaS for
complex event processing for capital markets establishes resource ties in the form
of events with the stock exchange market service. This latter service executes
trading operations and continuously sends events to Progress Apama.

These three levels of integration can benefit from extending the OSSR model
by referencing Linked Data concepts to provide more information on the activi-
ties, actors, and resources exchanged among two service systems. For example,
references using URI can be made to the type of resources being exchanged: ’US
dollars’ or ’BMW part nr. 11127790052’.

3.3 Involvement Strength

The concept Involvement represents stakeholders willingness to establish a part-
nership. Gradde and Snehota [9] proposed to make a qualitative evaluation of
relationships strength by using intensity properties. Higher levels of involvement
usually mean that both parties are more interested to establish a long-term part-
nership while lower levels of involvement suggest that both parties choose for a
more simplified relationship. The concept can take two forms:

1. Low-involvement and
2. High-involvement.

While High-involvement relationships are associated with investment logic,
Low-involvement relationships can be handled with limited coordination, adap-
tation and interaction costs. For example, the SaaS SugarCRM establishes part-
nerships with technology partners such as Epicom Corporation6, a company
providing customization services, among others services. A relationship between
these two service systems can be classified as low- or high-involvement depend-
ing on the number of customized business applications made by Epicom for
SugarCRM, and the number of customers and users the customizations have.

3.4 Functional Comparison

Comparison consists in the identification of similarities and differences between
service systems. A service system can be described by the functionalities and
characteristics it provides (i.e. activities, operations, functions, options, etc.).
Let us consider that the set of functionalities and characteristics provided by a
service is represented by fc(Si). When comparing two service systems, we can
identify five possible comparison cases (the cases were derived from set theory
[17] and object-oriented programming [18]) expressing the degree of equivalence
between two services:

1. fc(Si) is equivalent to fc(Sj), (fc(Si) ≡ fc(Sj)),
2. fc(Si) is a generalization of fc(Sj), (fc(Si) � fc(Sj)),

6 http://www.epicom.com/

http://www.epicom.com/
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3. fc(Si) is a specialization of fc(Sj), (fc(Si) � fc(Sj)),
4. fc(Si) is similar to fc(Sj), (FC = fc(Si)∩fc(Sj), FC �= ∅∧fc(Si)∧FC �=

fc(Si) �= fc(Sj)), and
5. fc(Si) is different from fc(Sj), (fc(Si) ∩ fc(Sj) ∈ ∅).

These cases are captured by the concept Comparison. Comparing two service
systems cannot be viewed as a precise science and has often a high degree of
subjectivity, especially when services involve sociotechnical subsystems. Subjec-
tivity is an intrinsic aspect of the physical world. For example, the characteris-
tics of an object in the physical world depends on the direction from which it is
viewed. Therefore, all observations of physical characteristics are relative to the
frame of reference of the observer, and the results reflect the state of observer.

Two service systems are Equivalent (full equivalence) when they are identical
in their functionalities and characteristics. The specialization and generalization
relationships are both reciprocal and hierarchical. The value Generalization

(partial equivalence) expresses that a service has a narrower set of functionalities
than another. The value Specialization (partial equivalence) expresses that a
service has a broader set of functionalities than the other one. A specialization

has the same semantics of the generalization relation but works in the opposite
direction.

For example, the SaaS SugarCRM provides four packages: professional, cor-
porate, enterprise, and ultimate. The base service is the same but the pack-
ages offer a different set of functionalities and characteristics. In other words,
there is a implicit containment hierarchy fc(Sprofessional) ⊂ fc(Scorporate) ⊂
fc(Senterprise) ⊂ fc(Sultimate). The professional service has all the features that
the corporate service has but does not include the option Sugar Mobile Plus;
and the ultimate service is the only service providing 250GB Sugar On-Demand
Storage. Therefore, the SugarCRM professional service is a generalization of
the corporate service and the ultimate service is a specialization of all the
others.

The value Similar (inexact equivalence) expresses that services are similar.
Some functionalities intersect while others are disjoint.

A relationship of type Different indicates that two services do not have any
functionality in common.

3.5 Service Association

The association of service systems enables to combine simpler services into more
complex service systems. Associations are a critical building block of many fields
of science (e.g. biology, physics, and programming). The concept Association
can take the form of an:

1. Aggregation or a
2. Composition.

An association of type aggregation expresses ’a part of’ or ’has a’ relationship
between two service systems. One of the services has the role of assembly and
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the other one has the role of component. The value AggregationBy indicates
that the service source has the role of assembly and the service target has the
role of component. The value AggregationOf is the inverse relation. It indicates
that the service source has the role of component and the target service has the
role of assembly. For example, an airline service is an aggregation of security,
check-in, catering, handling, and cleaning services. Another example from the
SaaS arena is the Internet self-service named IT Incident Management Service
(ITIMS) adapted from ITIL best practices and described in [23]. The service is
an aggregation which relies on three SaaS components to operate: the platform
provider Heroku.com, the database provider MongoDB.com, and the email gate-
way provider McAfee.com. In other words, ITIMS establishes an AggregationBy

with three other SaaS which take the role of role of components.
A composition is a specialized form of strong aggregation where component

services cease to exist, or are not needed, if the assembly service ceases to exist.
The value CompositionBy is the inverse of value CompositionOf. It indicates
that the service source has the role of component and the target service has the
role of assembly.

3.6 Causality between Services

A relationship has also associated a Causality concept. Causality or cause-effect
describe how a cause event occurring in a service system has an effect in another
service system. Causality is expressed using key performance indicators (KPI)
of service systems which are connected. KPIs are often associated with service
level (see *-USDL) and quality of service (QoS), and include parameters such as
availability, cost, downtime, errors, response rime, etc. For example, the Invoice
Accuracy KPI of a service provider to control the quality of service Sp can be
connected to the Time Delivery KPI of a service customer Sc. An increase of the
first KPI will originate an increase in the second KPI since it will take more time
to resolve errors. This cause-effect relation between KPIs enables to conduct the
quantitative analysis of the propagation of changes or domino effect in a service
network.

The system dynamics or systems thinking approach [19] is used to capture and
enable the posteriori analysis of service networks. Instead of looking at causes
(captured with the concept Cause) and their effects (captured with the concept
Effect) in isolation, systems thinking enables to look at service networks as a
system made up of interacting parts. The concept Link connects a cause to and
sets the sign that a directed link can take: Positive or Negative. A positive
link indicates that a change (increase or decrease) in a service KPI results in the
same type of change (increase or decrease) in another service KPI. A negative
link indicates that a change (increase or decrease) in a service KPI results in the
opposite change (decrease or increase) in another service KPI.

By using the concept of causality it becomes possible to express and quantify
the impact that one service system has in other service systems. This capabil-
ity brings an important contribution to service networks. It enables to think
about a service network as a complex dynamic system to study how a service

Heroku.com
MongoDB.com
McAfee.com
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behavior affects the provisioning of other services. Its application to global net-
works will make it possible to discover new scientific insights on global digital
service economies.

Since KPIs are often domain dependent and their semantics may not always be
clear to analysts, individual measures of performance in a cause-effects relation
are classified with a schema composed of five elements (c.f. [24]) captured by the
concept Category:

1. Quality,
2. Time,
3. Cost,
4. Flexibility, and
5. Other.

The use of this schema provides a level of abstraction which enables, for example,
a time-based analysis of service network. Since the meaning of the elements that
compose the schema is intuitive they will not be further explained.

4 Evaluation and Implementation

To evaluate the OSSR model from a user, expert, and ontology engineer point-
of-view, we have followed the frame of reference proposed in [25]. It consisted in
verifying several aspects of the model.

– Consistency. In this phase, we tried to identify possible design errors. We did
not find circular definitions; the model was syntactically correct; it was val-
idated using Protégé and Jena; several instances of the model were created;
no contradictory knowledge was detected; and all concepts were consistent
with the theoretical definitions of relationships.

– Completeness, expandability, and sensitiveness. In a second phase, we tried
to locate concepts whose modeling was incomplete by reexamining the litera-
ture on relationships. We looked at the OSSR model from a holistic perspec-
tive and we have identified that the causality concept required an additional
element to enable the dynamic analysis of service networks: the direction of
the cause-effect link. We believe that the model is not complete and addi-
tional relations types will be added in the future as the model is experimented
in industrial settings. The model is expandable since it is constructed based
on the notion of layers: new relations can be added without altering the set
of well-defined relations that are already guaranteed. The use of layers also
make the model relatively insensitive to small changes.

– Conciseness. We proved the conciseness of the model by asserting that it
did not contained redundant or unnecessary definitions. Redundancies could
not be inferred using other knowledge.

The OSSR model was considered to be valid from a conceptual and formal point-
of-view.
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Our idea behind the implementation of service relationships is pragmatic
and it is based on the objective to create a linked global service network using
machine-readable descriptions [26]. Therefore, the model was implemented using
the Resource Description Framework (RDF) which allows semantic information
to be expressed as a graph. To improve the integration with other semantic
Web initiatives, the model establishes links with various existing ontologies to
reuse concepts from vertical and horizontal domains such as SKOS (taxonomies),
Dublin Core (documents), Linked-USDL (service descriptions) and so on. The
implementation is available at http://rdfs.genssiz.org/ossr.rdf.

The OSSR model was designed to integrate with Linked-USDL. In other
words, a relationship connects two service systems which can be represented
with Linked-USDL. Since the model references services using a URI, other ser-
vice descriptions can be used (e.g. WSDL, OWL-S, and *-USDL [7,8]). Com-
pared to the various choices available, the use of USDL has many benefits since
it bridges a business, an operational, and a technical perspective to describe ser-
vices. Once services and relationships are described in RDF with Linked-USDL
and OSSR, respectively, it becomes possible to make queries over distributed
service networks using the SPARQL RDF query language [27].

Listing 1 illustrates the use of the OSSR model. The relationship created,
identified by http://rdfs.genssiz.org/ossr/2012/10/, relates two services:
SurgarCRM and MySQL. The first service was modeled with Linked-USDL and
its modeling is available at http://rdfs.genssiz.org/SurgarCRM.ttl. The
model was based on the SaaS customer relationship management software avail-
able at http://www.sugarcrm.com/. The second service modeled was MySQL
(http://www.mysql.com/). The relationship was modeled from the SugarCRM
point-of-view since the OSSR model specifies that it is the source element.

1 <ossr:Relationship rdf:about=”http://rdfs.genssiz.org/ossr/2012/10/”>
2 <ossr:has source>
3 <ossr:Source>
4 </ossr:Source>
5 <ossr:has service>http://rdfs.genssiz.org/SurgarCRM#

offering SugarCRM</ossr:has service>
6 </ossr:has source>
7 <ossr:has target>
8 <ossr:Target>
9 <ossr:has service>http://rdfs.genssiz.org/MySQL#

offering MySQL</ossr:has service>
10 <ossr:has role>Provider</ossr:has role>
11 </ossr:Target>
12 </ossr:has target>
13 <ossr:has involvement>HighInvolvement</ossr:has involvement>
14 <ossr:has level>ActivityLink</ossr:has level>
15 <ossr:has comparison>Different</ossr:has comparison>
16 <ossr:has association>AggregationOf</ossr:has association>
17 <ossr:has causality>

http://rdfs.genssiz.org/ossr.rdf
http://rdfs.genssiz.org/ossr/2012/10/
http://rdfs.genssiz.org/SurgarCRM.ttl
http://www.sugarcrm.com/
http://www.mysql.com/
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18 <ossr:Causality>
19 <ossr:has cause>
20 <ossr:Cause>
21 <ossr:has KPI>http://rdfs.genssiz.org/MySQL#

var MySQL Reliability </ossr:has KPI>
22 <ossr:has category>Quality</ossr:has category>
23 </ossr:Cause>
24 </ossr:has cause>
25 <ossr:has link>
26 <ossr:Link>
27 <ossr:has direction>Positive</ossr:has direction>
28 </ossr:Link>
29 </ossr:has link>
30 <ossr:has effect>
31 <ossr:Effect>
32 <ossr:has KPI>
33 http://rdfs.genssiz.org/SurgarCRM#

var SugarCRM AvailabilityGuarantee Value
34 </ossr:has KPI>
35 <ossr:has category> Quality </ossr:has category>
36 </ossr:Effect>
37 </ossr:has effect>
38 </ossr:Causality>
39 </ossr:has causality>
40 </ossr:Relationship>

Listing 1. Example of an OSSR relationship relating two service systems

The relationship indicates that the MySQL service system is a provider of
the SugarCRM service; the two services have a high degree of involvement; they
establish a relation at the activity level; the service systems are different; and
MySQL is a component of the SugarCRM service offering. Finally, a cause-
effect relation on quality is established between the KPI Availability of the
SugarCRM and the KPI Reliability of MySQL. This causality is positive
since when the Reliability of MySQL increases/decreases the Availability

of the SugarCRM service also increases/decreases. In this exercise, only one
relationship was created, but several relationships can be created between two
service systems, for example, to express more complex cause-effect relations.

5 Related Work

The work on relationships has mainly been carried out in the fields of business
management, supply chain management, and operation management. The main
contributions (e.g. [13,14,15,9]) have generally discussed the objectives, motiva-
tion, and benefits of relationships for businesses. While business relationships
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look at relationships from a macro perspective, service relationships look at re-
lationships from a micro perspective. According to Jensen and Petersen [28],
in service-based economies there is a fundamental need to move from a macro
strategic business orientation to a fine-grained activity-based service analysis.
Furthermore, previous work does not proposes conceptual models nor formalisms
to build computer-understandable descriptions of relationships as described in
this paper.

e3service [22] provides an ontology to model e-business models and services.
The model targets to represent very simple relations between services from an
internal perspective, e.g. core-enhancing, core-supporting, and substitute. From
an external perspective, the value chains proposed do not capture explicitly
service networks across agents and do not try to analyze quantitatively the effect
of relationships.

In [29], the authors look at service networks from a Business Process Manage-
ment (BPM) and Service Oriented Architecture (SOA) perspectives and present
the Service Network Notation (SNN). SNN provides UML artifacts to model
value chain relationships of economic value. These relationships take the form
of what we can call ’weak’ relationships since they only capture offerings and
rewards which occur between services. The notation is to be used to describe
how a new service can be composed from a network of existing services. The
focus is on compositions, processes, and on establishing how new services can be
created using BPM to describe the interactions of existing SOA-based services.

Allee [30] uses a graph-based notation to model value flows inside a network
of agents such as the exchange of goods, services, revenue, knowledge, and intan-
gible values. In the same lines, Weill and Vitale [31] have developed a formalism,
called the e-business model schematic, to analyze businesses. The schematic is
a graphical representation aiming at identifying a business model’s important
elements. This includes the firm relationships with its suppliers and allies, ben-
efits each participant receives, and the major flows of product, information, and
money. Both approaches only take into account value flows and do not consider
other types of relationships that can be established between agents.

In all these works, relationships can benefit from a deeper study to increase
their expressiveness rather than simply connecting flows, cross-organizational
processes, or calculating the global added value of distributed activities. Roles,
categorization, KPI dependencies, and cause-effect relations also need to be con-
sidered. Furthermore, existing modeling approaches fail to adhere to service-
dominant logic [2] and focus too much inward the company instead of the service
network they belong to.

6 Conclusions

To provide theories and methods to analyze service networks there is the essen-
tial prerequisite to model service systems and service relationships. In this paper
we addressed the latter: the modeling of service relationships. Our approach con-
siders that service systems are represented with existing description languages,



Modeling Service Relationships for Service Networks 127

such as Linked-USDL, and derives a rich, multi-level relationship model – named
Open Semantic Service Relationship (OSSR) model – from an extensive litera-
ture review process. Service relationships are very different from the temporal
and control-flow relations found in business process models. They need to relate
service systems accounting for various perspectives such as roles, associations,
dependencies, and comparisons. After designing the OSSR conceptual model,
it was evaluated and implemented. The encoding was based on Linked Data
principles to retain simplicity for computation, reuse existing vocabularies to
maximize compatibility, and provide a simple - yet effective - means for pub-
lishing and interlinking distributed service descriptions for automated computer
analysis.
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Abstract. Over the years ICT kept evolving and spreading. This vulgarization 
sparked numerous ad hoc technological projects inside ministries and public in-
stitutes which led to the creation of small scattered technological infrastructures 
and solutions. The Portuguese Government started taking action with the writ-
ing of a strategic plan (PGETIC) with two major goals: increase the quality and 
usefulness of IT services and reduce the IT spending. However the plan isn’t 
really strategic. Hence we propose the comparison of PGETIC with recognized 
IT Governance frameworks to find out where it excels and fails. Our evaluation 
indicates that PGETIC as a strategic plan is incomplete, redundant, excessive 
and overly low-level. 

Keywords: IS/IT governance, Strategic plan assessment, Value oriented organ-
izations, Public administration’s ICT. 

1 Introduction 

Over the years ICT kept evolving and spreading. Nowadays they play a major role on 
increasing the efficiency and quality of organizations’ processes – public and private 
alike. On this research we’ll address only the public sector, namely the public admin-
istration’s ICT in Portugal. 

This popularization of IT sparked numerous ad hoc technological projects inside 
ministries and public institutes which led to the creation of small scattered technolo-
gical infrastructures (e.g. data centers) and solutions (i.e. software). These multiple – 
and sometimes duplicated – infrastructures increased the global maintenance costs 
and the number of information systems that aren’t interoperable [1]. Without econo-
mies of scale and the reuse of existing resources the Portuguese State spent too much 
on these projects while not getting the maximum value they could yield. 

The Portuguese government started recently taking action with two major goals: 
increase the quality and usefulness of IT services and reduce the IT spending. The 
will to act came from the decrease in financial resources’ availability and the com-
mitment of the Portuguese government to fulfill the measure 3.46 of the Memoran-
dum of Understanding [1]. 
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1.1 Research Focus 

As a result in 2011 the Portuguese government wrote a strategic plan for the public 
administration’s ICT called PGETIC. The plan comprises five strategic orientations: 
“Improving Governance, Cost-cutting, Using ICT to foster change and moderniza-
tion, Implementation of common solutions, Promote economic growth” [1]. The plan 
started in 2012 and will be executed on each Ministry’s IT department. It’s forecasted 
to save 500 million Euros, in addition to the functional improvements, over the 4 
years of its implementation. 

In this research we evaluate PGETIC’s completeness and efficacy as strategic plan 
using IT-CMF, “an integrating framework that enables CIOs and business manage-
ment to deliver more value from IT investments and practices” [2]. 

1.2 Research Methodology 

During the elaboration of this document the seven guidelines of Design Science [3] 
were taken into account. Our research followed the Design Science Research Metho-
dology [4] and its six activities: Problem identification and motivation, Definition of 
the objectives, Design and development, Demonstration, Evaluation and Communica-
tion. The Communication activity is this document itself. 

1.3 Structure of This Document 

This document has the following structure: the first section (Introduction) gives con-
text and also specifies the research’s focus and methodology; the second section (Re-
lated Work) introduces IT Governance and IT-CMF, presents the UK’s Strategy for 
ICT and distinguishes it from the Portuguese PGETIC; the third section (Problem 
definition) states what is the problem and why it is a problem; the forth section (Solu-
tion proposal) defines a solution and its main objectives; the fifth section (Solution 
demonstration) materializes the solution proposed; the sixth section (Solution evalua-
tion) evaluates the solution results both theoretically and practically; and the eighth 
section (Conclusion) summarizes the main contributions of this research and the fu-
ture work. Finally there’s a References section. 

2 Related Work 

2.1 IT Governance, Frameworks and IT-CMF 

IT Governance (ITG) is a somewhat new and growing concept so there’s a lack of a 
shared understanding of the term [5], with several definitions across articles and 
books, although with minor differences [6]. Indeed there were attempts [7] in the past 
to create a definitive definition of ITG, whose result was: 
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“IT Governance is the strategic alignment of IT with the business such that 
maximum business value is achieved through the development and mainten-
ance of effective IT control and accountability, performance management 
and risk management.” 

ITG is a major concern for CIOs during the last decade because it’s seen as a tool to 
increase returns on IT investments and improve organizational performance [5]. An 
important milestone was the emergence of ITG’s frameworks. Today, several frame-
works – e.g. COBIT, ITIL, and CMMI – exist to align IT with business or improve 
the efficacy and efficiency of the organization’s processes. 

We use a framework called IT Capability Maturity Framework (IT-CMF). IT-CMF 
categorizes the essential capabilities of the IT organization into four macro-
capabilities: managing the IT budget, managing the IT capability, managing IT for 
business value, and managing IT like a business [8]. Each macro-capabilities breaks 
down into critical capabilities that “represent the key activities and procedures that 
must be defined and mastered to enable an IT organization to plan and deliver IT 
solutions, and to measure the business value outcomes of its initiatives” [9]. In total 
there are 33 critical capabilities.  IT-CMF then describes for each (macro and critical) 
capability five levels of maturity – from 1 (Initial) to 5 (Optimizing), just as CMMI’s 
levels of maturity. Lastly the framework suggests “building blocks” that work as 
roadmaps to improve each capability’s maturity. 

2.2 United Kingdom’s Strategy Plan for ICT 

In 2011 the United Kingdom wrote a Strategic Implementation Plan for the Govern-
ment’s ICT. The plan was forecasted to save 1.4 billion pounds [10] over the 4 years 
of its implementation. It contained four programmes: “Reducing waste and project 
failure, and stimulating economic growth; Creating a common ICT infrastructure; 
Using ICT to enable and deliver change; Strengthening governance” [11]. The plan’s 
objectives were to [12]: 

• Make government ICT more open to the people and organizations that use our 
services, and open to any provider – regardless of size; 

• Reduce the size and complexity of projects, and better manage risks; 
• Enable reuse of existing ICT systems and “off the shelf” components, reducing 

duplication, over-capacity and saving money; 
• Move towards a common infrastructure in government, increasing efficiency and 

interoperability; 
• Reduce procurement timescales and making it simpler for SMEs to compete for 

government business; 
• Improving the implementation of big ICT projects and programmes. 

There are some similarities between Portugal’s PGETIC and UK’s ICT Strategy. 
Consequently the following question arises: “Should the Portuguese Government 
implement the UK’s Strategy in Portugal instead of PGETIC?” The answer is  
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“No” because the starting point and objectives of UK’s Strategy are totally unlike 
Portugal’s. Also the ICTs of UK’s public administration are more mature and modern 
than Portugal’s. The following comparison points out the differences between the two 
plans: 

UK’s Strategy aims to:                               Whereas Portugal’s PGETIC aims to: 
 

• Save over one billion pounds; 
• Reduce projects’ size and complexity, 

decreasing their risk; 
• Go towards a common ICT architec-

ture; 
• Simplify procurement for SMEs to 

compete for government business; 
• Improve the implementation of big 

ICT projects. 

• Save over 500 million Euros; 
• Establish criterions for project’s pri-

oritization, decreasing IT spending; 
• Start modeling current architecture 

and reduce ICT infrastructure; 
• Establish partnerships to create and 

export innovations; 
• Define projects which modernize 

public administration. 

3 Problem Definition 

In general terms “a strategic plan is not the same thing as an operational plan. The 
former should be visionary, conceptual and directional in contrast to an operational 
plan which is likely to be shorter term, tactical, focused, implementable and measura-
ble” [13]. According to this definition PGETIC is an operational plan. First, all 
PGETIC’s projects are meant to be implementable with specific objectives, actions 
and deadlines. Second, certain projects are just an enforcing of a policy – like 3.11, 
3.12, 3.13 and 3.21 – or local (operational) fixes – like 3.9, 3.10, and 3.20. 

A recent review of the literature [14] identifies three main conceptions of Informa-
tion Systems strategy, which further refine the above definition: 

1. IS strategy as the use of IS to support business strategy; 
2. IS strategy as the master plan of the IS function; 
3. IS strategy as the shared view of the IS role within the organization. 

The authors summarized the different conceptions and their characteristics into a  
single table. According to that table PGETIC matches the second conception because 
it was developed in isolation from business strategy, is IS-centric and focused on  
what IS assets are required and how to allocate the existing ones efficiently. However 
the authors found the third conception to be the best fit with their definition of IS 
strategy. 

Finally, José D. Coelho commented at itSMF [15] that “PGETIC is complex, with 
numerous projects whose final result set isn’t coherent, there isn’t a target scenario”. 
He also warned that deadlines were “excessively optimistic” and that IT shouldn’t be 
regarded as an expense to reduce as much as possible. 

Thus, PGETIC is not a strategic plan. This is a problem that must be addressed – 
by an improved plan or by a new one – as soon as possible because if it isn’t then 500 
million Euros won’t be saved; public administration’s ICT will continue to spread and 
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multiply like mushrooms; maintenance costs will rise as real value stagnates or de-
creases; and opportunities for innovation will be lost. 

Although not strategic, we can consider PGETIC a contingency plan – one that 
aims to solve operational problems which should have been addressed a long time 
ago. In that context, it’s useful to evaluate its completeness, efficacy and efficiency. 
That way we can understand where PGETIC excels and fails. That’s what our propos-
al aims to do. 

4 Proposal 

We propose the comparison of PGETIC with recognized IT Governance frameworks, 
in order to assess how much the plan is aligned with them. We consider that by map-
ping the plan with one of such frameworks – one whose objective is maximizing val-
ue creation for the business – we’ll be able not only to benchmark PGETIC as a solu-
tion to the problem of public administration’s ICT but also, and mainly, detect areas 
in need of further improvement and areas not addressed at all. 

For that comparison we find IT-CMF an appropriate tool. We choose this IT Go-
vernance framework over others mainly because IT-CMF: 

• aligns business’ needs and strategy with the services and infrastructures which IT 
provides; 

• is particularly focused on converting IT from a cost center to a value generator; 
• structures the organization into well-defined capabilities which makes their man-

agement more objective; 
• contains a wide variety of capabilities that covers most organizations’ concerns; 
• offers a quick way to audit with sufficient accuracy the capabilities’ maturity and 

enables benchmarking; 
• for each capability there’s a roadmap of building blocks to improve its maturity; 
• it’s interoperable with other existing maturity frameworks (e.g. ITIL, CMMI); 
• has proven its value to big and medium sized organizations and is backed up by 

academics and practitioners who continuously refine it. 

Being PGETIC a strategic plan for IT with business needs in mind, we need a high-
level and holistic view. IT-CMF provides that differentiated view by looking at IT 
services as high-level tools capable of creating value for the business. By focusing on 
service and not on technology, on the intersection of IT and business and not on both 
singly, IT-CMF enables a clear alignment between the two – and it does so in a sim-
ple, structured and holistic way, unlike other frameworks. 

The mapping we suggest will uncover PGETIC’s completeness, efficacy and effi-
ciency. With all these insights we’ll be able to pinpoint the plan’s shortcomings, 
which will in turn increase the quality of future improvement suggestions. 
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Table 3. Analysis of PGETIC’s mapping into IT-CMF 
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It’s positive that seven capabilities increase their maturity to level “Basic” and 
eight will reach level “Intermediate”. In the end, almost half of the IT-CMF’s capabil-
ities will have a maturity level of 2 or higher. Nevertheless we must note some worry-
ing negative aspects: 

• Excessively low-level to be strategic. Some projects are simply an enforcing of a 
policy; others are local (operational) fixes. Not only they don’t improve any capa-
bility, they are operational actions with no strategic value for the capabilities’ ma-
turity. 

• Incomplete. Using the mapping analysis we find twelve deficiencies, meaning that 
36% of IT-CMF’s capabilities aren’t improved at all. How can a strategic and cost-
cutting plan ignore capabilities which, for instance, oversight and benchmark the 
IT budget or monitor projects for accurate data on money expenditure and value 
generation? 

• Redundant. Using the same analysis we detect eight overloads, meaning that 
PGETIC has multiple projects to attain the same level of maturity for 24% of IT-
CMF’s capabilities. This shows the plan’s lack of direction and its reactive nature. 
It also suggests that some maturity improvements may be indirect consequences. 

• Excessive. More worrying we find seven excesses. This means there are seven 
projects that don’t improve any capability. If this was an operational plan we could 
accept it – because it would be aimed to solve localized problems and not long 
term maturity improvements – but for a supposedly strategic plan this is a waste of 
time and resources. 

6.2 Practical Evaluation 

In order to validate that our solution met the objectives [18] and to get some feedback 
on our conclusions we decided to use “User Opinion study” [19]. We planned inter-
views with public bodies that are or will be implementing PGETIC. The interviews 
aimed to introduce them the research’s results and collect their overall evaluation and 
feedback. In total we conducted three interviews. 

The first public body interviewed was an entity of the State’s business sector. We 
spoke with the entity’s chief of Information Systems, who leads 21 collaborators and 
has a budget of quite a few million Euros. The department had ITIL in place and was 
attaining ISO 20000. 

The second public body interviewed was a general directorate. We spoke with the 
chief of Planning, Documentation and Information Systems department, who leads 10 
collaborators and has a budget of less than a million Euros. The department had no 
ITG framework in place. 

The third public body interviewed was a public institute. We spoke with the insti-
tute’s chief of Information Systems, who leads 15 collaborators and has a budget 
bigger than one million Euros. The department had no ITG framework in place. 

We created a one page survey with a total of 26 statements1. The interviewee then 
selected his or her level of agreement – totally disagree, disagree, agree, totally agree 
                                                           
1 The full version of the survey can be accessed online at http://goo.gl/u7OeZ 
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– with each statement. The statements were divided in groups: The first group of 
statements evaluated the relevance of the problems PGETIC aims to solve (e.g. cost-
cutting); the second group evaluated the interviewee’s opinion of PGETIC; the third, 
fourth and fifth group evaluated both the solution’s quality and relevance and the 
framework’s choice; the last group was a repetition of the second group but this time 
the interviewee’s opinion took into account the research’s results. In the end there 
were two open questions, one asking the interviewee’s a global evaluation of the re-
search and other asking his or her main concerns on PGETIC. 

Comparing the interviews’ results we found some patterns and reached the follow-
ing conclusions: 

• There’s a need to implement common solutions and increase the value generated 
by public administration’s ICT. It’s not so unanimous the necessity of an aggres-
sive cost-cutting plan; 

• PGETIC has “good intentions” but is insufficient to fully achieve its objectives, 
thus the plan needs improvements; 

• An evaluation of PGETIC’s completeness, efficacy and efficiency was needed; 
• Interviewees didn’t know IT-CMF but after a short explanation they understood it 

and recognized that its usage didn’t compromise their understanding about the 
evaluation; 

• The results of this research are clear, objective, relevant and with practical utility; 
• With this research it’s easier to suggest and evaluate improvements to PGETIC; 
• All three interviewees agreed that PGETIC is an operational plan, however two of 

them declared that the plan clearly defines ICT’s priorities. Surprisingly one inter-
viewee totally agrees with the statement “PGETIC is a strategic plan that aims to 
increase ICT’s maturity”; 

• The interviewees’ opinion on PGETIC worsened after becoming aware of the re-
search’s results, acknowledging the plan’s limitations or the need for improve-
ments (or both). 

7 Conclusion 

By mapping the strategic plan (PGETIC) with an IT Governance framework (IT-
CMF) we were able to evaluate the plan’s completeness, efficacy and efficiency. In 
terms of completeness, we found that 36% of IT-CMF’s capabilities won’t be im-
proved by the strategic plan at all. As for efficiency, we identified several redundant 
and excessive projects – 28% of PGETIC’s projects improve no capability. As it is 
today the plan will hardly solve, in a sustainable way, the fundamental problems of 
public administration’s ICT mentioned on section 1. 

After analyzing the plan’s content and the results mentioned above we consider 
PGETIC excessively low-level to be strategic. Most of the projects feel like local 
(operational) fixes. There are no clearly defined long-term strategic goals, so we are 
apprehensive on how the criterions for project prioritization will be defined. The 
Evaluation section provided valuable data that led us to one main conclusion:  
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PGETIC isn’t a strategic plan because it’s aimed to solve localized operational prob-
lems. Frequently the improvement of certain capabilities’ maturity is just an indirect 
consequence. 

It’s important to note that PGETIC is relevant as a contingency plan, a plan that 
aims to fix several operational problems which should have been addressed a long 
time ago. We think that the plan can still be further improved to solve some of its 
shortcomings. Also it could be implemented with the support and guidance of an IT 
Governance framework, to make sure it’s correctly aligned with value creation and 
standardized practices. 

However if PGETIC can’t be changed then it must be considered as mere a starting 
point, a preparation for an urgent broader strategic plan yet to come that defines stra-
tegic long-term goals for the public administration’s ICT. This research, by pointing 
out the disregarded capabilities, will facilitate both the suggestion of improvements to 
this plan and the definition of a new plan. 

As future work we plan to analyze in depth what caused some projects to be classi-
fied as “excess” on our mapping analysis: Do those projects map to an IT Governance 
framework other than IT-CMF? If not, then why were they created? Besides that 
analysis we aim to create a document with enhancements to the ongoing PGETIC, not 
to mention there’s still a need for a strategic plan for the public administration’s ICT. 
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Abstract. A new interesting research area is the representation and
analysis of the networked economy using Open Semantic Service Net-
works (OSSN). OSSN are represented using the service description lan-
guage USDL to model nodes and using the service relationship model
OSSR to model edges. Nonetheless, in their current form USDL and
OSSR do not provide constructs to capture the dynamic behavior of
service networks. To bridge this gap, we used the General System The-
ory (GST) as a framework guiding the extension of USDL and OSSR
to model dynamic OSSN. We evaluated the extensions made by apply-
ing USDL and OSSR to two distinct types of dynamic OSSN analysis:
1) evolutionary by using a Preferential Attachment (PA) and 2) ana-
lytical by using concepts from System Dynamics (SD). Results indicate
that OSSN can constitute the first stepping stones toward the analysis
of global service-based economies.

Keywords: open services, service systems, service networks, system
dynamics, services.

1 Introduction

Networks have been playing an increasingly important role in many fields. The
Internet, the World Wide Web, social networks, and Linked Open Data (LOD)[1]
are examples of some of the myriad types of networks that are a part of everyday
life of many people. Service networks are another class of networks of emerging
interest since worldwide economies are becoming increasingly connected.

To address the growing importance of service systems, we have introduced the
concept of Open Semantic Service Network (OSSN)[2]. OSSNs are global service
networks which relate services with the assumption that firms make the infor-
mation of their service systems openly available using suitable models. Service
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systems, relationships, and networks are said to be open when their models are
transparently available and accessible by external entities and follow an open-
world assumption. The objective of open services is very similar to the one
explored by the linked open data initiative: exposing, sharing, and connecting
pieces of data and information on the Semantic Web using URIs and RDF.

One limitation of OSSNs is that they were conceived without accounting for
the dynamic behavior of service networks. In other words, they can only cap-
ture static snapshots of service-based economies. In this paper, our objective is
to bridge this gap by bringing dynamic modeling capabilities to OSSNs. Our
approach explores the General System Theory (GST)[3], a theory successfully
applied in many fields of research (e.g. by John Von Neumann in computing
and Ed Yourdon in structured analysis and structured design), to identify im-
portant requirements to model dynamic service networks. From these require-
ments, we studied the suitability of using USDL1 (Unified Service Description
Language) [4,5,6] and OSSR2 (Open Semantic Service Relationship) [7] to rep-
resent dynamic service networks. USDL is a language which provides machine-
processable descriptions for service systems. With the introduction of USDL
there is a paradigm shift which sees that business services can be represented
and controlled using guiding specifications. OSSR systematizes key elements to
establish rich relationships between service systems such as the role of services
(e.g. consumer, competitor, and complementor), the strength of relationships,
and the level at which service systems are related (e.g. activities and actors).

Based on our study of GST, both USDL and OSSR models were extended with
primitives to capture the dynamic behavior of open semantic service networks.
Three extensions were identified: 1) attractiveness, 2) cause-effect relationships,
and 3) time bounding. We validated our approach with two scenarios. One was
based on an evolutionary analysis using a Preferential Attachment (PA)[8], while
the second used System Dynamics (SD)[9] to forecast the behavior of an OSSN.
The relations between the various theories and models explored in our work are
illustrated in Figure 1. Our findings suggest that current developments – such
as USDL, OSSR, and OSSN – have reached a maturity stage which enables
the implementation of algorithms and simulation models to gain insights on the
evolution of global service networks.

This paper is organized as follows. In the next section, we describe a motiva-
tion scenario for the application and relevance of open semantic service networks.
Section 3 presents the related work. Section 4 describes the set of requirements
which was identified after analysing the GST that is relevant to support dy-
namic service networks. Section 5 highlights the limitations of USDL and OSSR
to model dynamic networks. Section 6 presents the extensions made to USDL
and OSSR. Section 7 evaluates our approach by analysing dynamic networks
using evolutionary and analytical methods. Section 8 provides the conclusion.

1 When not otherwise stated, we will use the term USDL to refer to the service de-
scription language version named Linked-USDL (http://linked-usdl.org/)

2 http://rdfs.genssiz.org/ossr.rdf

http://linked-usdl.org/
http://rdfs.genssiz.org/ossr.rdf
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Fig. 1. Relations between theories (GST, PA, and SD) and service/relationship mod-
eling languages (USDL and OSSR)

2 Motivation Scenario

A service network can be defined as a graph structure made up of service sys-
tems which are nodes, connected by one or more specific types of relationships.
A service system is a self-contained representation of a repeatable business activ-
ity which typically aggregates people, processes, resources, consumables, regula-
tions, and equipment that together create value to both consumers and providers.
A service system can rely on other service systems to operate and are connected
and interact via value propositions and shared information (language, laws, mea-
sures, etc.). Interactions that occur can be between people, information systems,
businesses, or even nations.

The dynamic nature of service networks indicates that their topology might
be shaped according to some intrinsic property, e.g. service cost, availability, or
extrinsic property, e.g. perceived customer preference. This dynamic behavior
has been verified in many fields. For example, the world-wide web forms a large
directed graph with an apparent random character. Nonetheless, the topology
of this graph has evolved to a scale-free network [10] by preferential attachment
[8], i.e. when establishing hyperlinks, documents prefer the ’popularity’ of certain
documents (of ’popular sites’) which overtime become hubs.

In service networks, we can hypothesize that a similar mechanism to the one
describing the evolution of the web can also explain their evolution. Service net-
works are appropriate models of networked societies whereby consumers adopt a
service system on the basis of its value proposition (e.eg a preferential attachment)
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since it was argued that networks are an implicit element of a service-dominant
logic [11]. Thus, the competition between one type of network node, the providers,
for the attention of another type of node, the consumers, mediated by a prefer-
ential attachment drives an emergent dynamic process that eventually leads the
service network to some stable fixed point, to a cyclic, time-varying topology, or
to a chaotic, unknown structure or stochastic pattern. Finding the mechanisms,
laws, and properties of dynamic service networks can enable to better understand
and explain why some service networks survive, prosper, decline or die.

3 Related Work

e3service and e3value [12,13] provide ontologies to represent e-business mod-
els, services, and the value exchanged within companies. The e3value model
places emphasis on wants, benefits, needs, and demand. Nonetheless, to model
networks, a more detailed description of services is needed and should include
aspects such as pricing, quality levels, and legal constraints. On the other hand,
e3service targets to represent very simple relations between services from an in-
ternal perspective, e.g. core-enhancing, core-supporting, and substitute. From an
external perspective, the value chains proposed do not capture explicitly service
networks across agents and do not try to analyse quantitatively the effect of
relationships. Therefore, service network analysis is not possible. The e3service
and e3value approaches fail to adhere to service-dominant logic and focus too
much inward the company instead of the large-scale network they belong to.

In [14], the authors look at service networks from a Business Process Manage-
ment (BPM) and Service Oriented Architecture (SOA) perspectives, and present
the Service Network Notation (SNN). SNN provides UML artifacts to model
value chain relationships of economic value. These relationships take the form
of what we can call ’weak’ relationships since they only capture offerings and
rewards which occur between service systems. The focus is on composition, pro-
cesses, and on establishing how new services can be created using BPM to de-
scribe the interactions of existing SOA-based services. On the other hand, OSSNs
are not compositions of services, but rather a description of how services relate
to each other in service markets.

Allee [15] uses a graph-based notation to model value flows inside a network
of agents such as the exchange of goods, services, revenue, knowledge, and in-
tangible values. The approach only takes into account value flows and does not
consider other types of relationships that can be established between agents.
Furthermore, the automatic machine-processing of services and flows was not
a concern, hence limiting the applicability of the approach to the analysis of
distributed large-scale networks.

While less related to our work, a number of researchers worked on formalizing
models to capture business networks which also account for the representation of
relationships. For example, Weiner and Weisbecker [16] describe a set of models
addressing value networks, market interfaces, products and services, and finan-
cial aspects. Other research on value chains, value nets, and value networks (see
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[17]) all attempt to represent business transactions using networks. Nonethe-
less, the emphasis is on textual or conceptual representations and the automatic
machine-processing of networked models is not explored.

4 Theoretical Foundations

Due to its wide applicability to various domains, we used the General System
Theory as a guiding framework to represent service systems and networks. We
first analysed the properties proposed by the GST, i.e. wholeness, interdepen-
dence, hierarchy, self-regulation and control, interchange with the environment,
balance/homeostasis, change and adaptability, and equifinality. Our analysis
identified three important requirements: internal service relationships (R1), ex-
ternal relationships with other service systems (R2), and system dynamics and
change (R3).

Internal Relationships (R1). A service modeling language needs to establish
cause-effect relations between the internal elements of the machinery of a service
system that range from participants, to information, to resources, to legal as-
pects, and to pricing. These elements are interdependent. For example, a change
in the quality level of one activity of a service’s business process can produce
changes in the cost of another related activity.

External Relationships (R2). A comprehensive modeling requires facility in es-
tablishing cause-effect relations between internal- and external service systems.
For example, if two services have established a relationship at the operational
level and one service depends on the other, then the quality level delivered by
one of the services depends on the quality level of the other.

Understanding Change (R3). To ignore the centrality of change overtime is to
limit the modeling of service networks as snapshots that are alienated from
reality. Time needs to be an integral modeling element. Another aspect is the
attractiveness of a service (see Chapter 10 of [18]). It is relevant since it has
been shown in other areas (e.g. the Web, business, and social networks) that a
network may grow by adding relationships - not randomly, but by attraction or
preference [8] to certain nodes.

5 Modeling Service Networks and Its Limitations

In our second activity, we made a literature review to investigate if existing work
could be used to model service systems and service networks.

5.1 Service Modeling with USDL

Our research reviewed existing work from software-based service description lan-
guages (e.g. OWL-S, WSMO, SoaML, SML, SaaS-DL), business-oriented service



146 J. Cardoso, C. Pedrinaci, and P. De Leenheer

descriptions (e.g. ITIL and CMMI for Services), and conceptual and ontology-
based service descriptions (e.g. e3service [12], General Service Model [19], and
Alter [20]). Our analysis yielded that, compared to previous developments, USDL
provides a comprehensive model and a base to represent service networks for the
following reasons (see Section 3 for a deeper comparison):

– It models the business, operational, and technical perspectives of service
systems enabling to reason about the influence of pricing models, legal con-
straints, quality levels, business processes, and agents on service networks’
dynamism.

– A version of the model based on Semantic Web principles, called Linked-
USDL, was developed to provide the means for publishing and interlinking
distributed services for an automatic and computer-based processing.

Nonetheless, requirement R1 identified in Section 4 is not supported. In other
words, internal cause-effect relationships are not currently modeled with USDL.
We propose to model them using KPI (Key Performance Indicator) as often
recommended by ITIL and COBIT best practices, and suggested by Spohrer et.
al. in [21]. Our idea is expressed in the following example. Two services – sa
and sb – may establish a cause-effect relationship at the process level between
the KPI error rate of a process of service sa with the KPI redo cost of a
process of service sb. When a positive variation of the KPI of sa occurs, it can
be inferred that it will provoke an effect on the KPI of service sb. In other words,
an increase of the number of errors in sb originates an increase of cost in sb. This
is an important aspect since a service network is more than the sum of its parts
only if the internal and external ’wiring’ of services are established. To support
requirement R3, and since time-bounds are a central variable in system theory
and provides a referent for the very idea of dynamics, we propose an extension
to USDL by using the formal time ontology proposed by Pan and Hobbs [22].
With respect also to requirement R3, since the concept of attractiveness [18] of a
service may dictate the emergent topology of a network, we model this construct
by allowing service systems to state their attractiveness to serve as the selecting
rule (this is explained in Section 6).

5.2 Relationship Modeling with OSSR

As with the Web and the Semantic Web, the power of service systems is enhanced
through the network effect produced as service systems create relationships to
other service systems with the value determined by Metcalfe’s law [23]: the value
of a network is proportional to the square of the number of connected service
systems (n), i.e. n2. Our research also reviewed various proposals including value
chains/nets/networks [17], and the service network notation [14] to evaluate their
suitability to model service networks. Most work focuses on the business aspects
of industries and do not take a close look at relationships. They are simply viewed
as connecting elements which represent offerings and transactions. Furthermore,
the modeling approaches are informal and, often, used as a communication tool.
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What is needed is to be able to represent and identify richer relationships
between services. This requirement goes well beyond what is offered by current
approaches. While other types of relationships are also important, e.g. between
services and actors, we follow the service-dominant logic [11] principal and con-
sider that any other type of relationship is always mediated by services. This
simplifies the construction and analysis of a network since all the nodes are ho-
mogeneous, i.e. they are services. Therefore, relations can occur between the
actors that operate inside two service systems connected by a relationship.

We adopted the OSSR model, a multi-layer relationship specification com-
posed of five layers: 1) role, 2) level, 3) involvement, 4) comparison, and 5)
association. The model enables to interconnect services and indicate the prop-
erties of the connection. For example, it enables to indicate that two services
maintain a relationship and one service is the consumer while the other is the
provider. It also enables to indicate if a relationship represents a high or low
involvement from its actors, or if a service is functionally dependent on another
service.

While rich and comprehensive, a limitation of OSSR is that it does not model
cause-effect relationships between services (requirement R2). To resolve this lim-
itation, and to be consistent with the way we have addressed requirement R1, we
rely on KPIs. For example, if a provider is competing by providing an efficient
service, then internal KPIs related with activities’ duration should be linked to
KPIs of the same type present in other services of the same network. In other
words, internal KPIs must be related to the KPIs of other service systems when
forming service networks. Requirement R3 will also be addressed by including the
modeling of time in relationships indicating that they are often time-bounded.

6 Modeling Dynamic Behavior

Based on the limitations identified in Section 5, we present three extensions to
USDL and OSSR to model dynamic OSSN: 1) attractiveness, 2) cause-effect
relationships, and 3) time bounding.

The attractiveness or preferential attachment is expressed by adding to USDL
the concept usdl-core:ValueProposition. It allows service systems to state
their value proposition by using a single KPI or a mathematical expression in-
volving several KPIs. If should be noticed that more complex structures have
been proposed (see [24]) to model a value proposition. Nonetheless, in our work,
we are particularly concerned in showing that value propositions are a corner
stone to simulate service systems dynamics rather than showing the complete-
ness of value proposition. Therefore, we opt to explore the utility of measurable
value propositions.

While USDL does not foresee the definition of KPIs, its model is organized
into several clusters (e.g. service level and pricing) which provide a wealth of
variables which can be used as KPIs. For example, service level and quality of
service variables such as availability, reliability, and response time. The value
proposition can refer to existing USDL concepts such as usdl-price:Variable,
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usdl-sla:Variable, usdl-core:Parameter, or to construct complex expres-
sions using usdl-sla:ServiceLevelExpression. The calculation of the expres-
sion yields the value proposition. While the addition of a single concept to USDL
seems simple, its implications are enormous. Preferential attachments [8] have
been shown to be the main distinguishing feature which leads random networks
to evolve into scale-free networks in particular domains such as the Web or so-
cial networks [10]. Thus, we can hypothesize that it can potentially be also a
key factor which influences and determines the topological evolution of service
networks.

Fig. 2. The structure of the OSSR model

To model cause-effect relationships, we use the concept of causality from the
area of System Dynamics (SD) [9] to express and quantify the impact that one
service has in other services. Internal and external relationships of an OSSN are
specified using the concept ossr:Relationship of the OSSR model (Figure 2).
This concept involves the definition of two endpoints: the source service and the
target service (for readability reasons, the prefix ossr: will be omitted from now
on). When modeling an internal relationship, both source and target refer to the
same service. A Relationship can capture several relations by using the concept
Causality more than once. The concept can be thought as a ’wire’ connecting
two internal or external service system KPIs described with USDL. The concept
Causality describes how a Cause event occurring in a service has an Effect

in the same or in another service. The concept Link connects two KPIs and
sets the sign of the link: Positive or Negative. A positive link indicates that
a change in a service KPI (increase or decrease) results in the same type of
change in another service KPI (increase or decrease). A negative link indicates
that a change in a service KPI results in the opposite change in another service
KPI. KPIs are described within the concepts Cause and Effect. For example,
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if a service provider uses Invoice Reliability as a KPI to control the quality of
a service, it can be connected to the Response Time Delivery KPI of a service
customer. An increase of the first KPI originates an increase in the second KPI
since errors in the invoice require time to be resolved.

Since KPIs are often domain dependent and their semantics may not always be
clear to analysts, individual measures of performance in a cause-effects relation
are classified by the concept Category in one of five elements (c.f. [25]): quality,
time, cost, flexibility, and other. The category ’other’ was added to make the
classification complete.

Time, one of the aspects identified by requirement R3, was modeled by using
the time ontology http://www.w3.org/2006/time by adding the class
time:Interval. This class contains the properties time:hasBeginning and
time:hasEnd to define the beginning and the end of an interval in which a service
specification is valid. While it is a simple concept, the time ontology provides a
powerful mechanism to reason about the dynamics of service networks.

7 Evaluation of Dynamic OSSN

In this section, we evaluate the applicability of the extensions proposed to USDL
and OSSR to model dynamic OSSN by using evolutionary and analytical ap-
proaches. The evaluation addresses the following two competency questions: 1)
for a current service market share, what is the service market share forecast and
2) what is the effect that an increase of KPIa, in service sa, has on KPIb of
service sb?

7.1 Evolutionary Analysis of OSSN

In many scenarios, a service network contains two different types of service nodes:
service consumers and services provided. Note that in our work customers are
also seen as service systems. The network is bipartite and is represented by
SN , such as SN(t) = {S(t), C(t), R(t), f(t)}, where S(t) is the set of services
provided, C(t) is the set of service consumers, S(t) and C(t) are modeled with
USDL, R(t) is the set of relationships modeled with OSSR connecting consumers
and services provided, and f(t) is the mapping function f : C → S. Network
SN is directed, such that a relationship from consumer node ci to service node
sj ; r : ci → sj , means that ci has adopted service sj . Time is represented by
parameter t. Customers alter the topology of a service network by diffusion when
they adopt or abandon a service by adding or deleting an OSSR relationship to
it.

To construct a service network SN , USDL and OSSR models are remotely ac-
cessed and retrieved (an overview description of the infrastructure to access and
retrieve USDL and OSSR instances is described in [2]). OSSR models are mapped
to relationship R(t) and functions f(t). By retrieving the ossr:Role concept of
a relationship r : ci → sj , the concepts ossr:Source and ossr:Target point
to the USDL models to be mapped into services provided S(t) and consumers
C(t).

http://www.w3.org/2006/time


150 J. Cardoso, C. Pedrinaci, and P. De Leenheer

The USDL model of each service system contains a value proposition commu-
nicated to customers (i.e, the attractiveness elements or preferential attachment).
Service value is judged from the perspective of consumers as they compare ser-
vices among the alternatives. For simplicity reasons, we assume that the value
proposition is similar for all service systems and it is the price of the services
calculated from a usdl-price:PricePlan3.

Since our objective is to forecast the evolution of a service network over time,
we use the following function to calculate the Market Share of each service pro-
vided MS(si) = degree(si)/m; where degree(si) is the number of relationships
established by service si with service consumers and m is the total number of
relationships established between providers and consumers. Overtime, customers
change preferences by changing from one service system to another service sys-
tem. To monitor these changes in an OSSN, OSSR need to be regularly accessed
and retrieved (since OSSR have a validity time stamp, optimization mechanisms
can be implemented to reduce traffic and increase algorithms’ efficiency.)

Fig. 3. Service market share evolution overtime

Let us assume that the (re)constructed SN topology shows that overtime the
market share is the one represented in Figure 3 at t = 3. The question to be
answered is: what will happen to the market in the future if the conditions are
not changed (i.e. the value propositions of si remain the same and m ≯ ci).
According to Bass model [26], the leading service system will reach a fixedpoint
market share according to the following formula (a and b are constants):

MS(si, t) =
1− e−bt

1 + ae−bt
; 0 ≤ t ≤ 9 (1)

Figure 3 illustrates that from the four services provided, three also rise in mar-
ket share during the early stages, reach a peak, and then decline as the service

3 For simplicity reasons, we consider that each service has only one pricing plan.
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leader accelerates because of the increasing returns effect of preferential attach-
ment. In this case, all but one service provided leaves the market, leaving one
monopoly competitor. Such network forecast evolution is of utmost importance
for regulatory bodies such as the European Commission which routinely passes
directives for various markets to avoid monopolistic markets.

7.2 Analytical Analysis of OSSN

In our second evaluation, we explored the suitability of dynamic OSSNs to model
system dynamics. Instead of looking at causes and their effects in isolation, we
analyse service networks as systems made up of interacting parts (see Section 6).
Once an OSSN is created from distributed service models, cause-effect diagrams
can be derived for the network. For example, Figure 4 shows service systems Si,
Sj , Sk, and directed edges illustrating internal and external relationships.

Fig. 4. Service networks and system dynamics

Looking closer, causal relationships connect KPIs from different services’ and
within services. The pattern represented by this OSSN is commonly known as
the ’Tragedy of the Commons’ archetype. It hypothesizes that if the two services
Si and Sj overuse the common/shared service Sk, it will become overloaded or
depleted and all the providers will experience diminishing benefits. Service Si

and Sj provide services to costumers. To increase net gains, both providers in-
crease the availability of service instances. As the number of instances increases,
the margin decreases and there is the need to increase even more the number
of instances available. As the number of instances increases, the stress on the
availability of service Sk is so strong that the service collapses or cannot respond
anymore as needed. At that point, service Si and Sj can no longer fully operate
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and the net gain is dramatically reduced for all the parties involved as shown in
Figure 4.b).

To better understand the dynamics and the structure of the service network,
the notions of stock and flow diagram, and causal loop diagram should be ac-
counted for. They provide the basis for the quantification and the simulation of
the behavior of the service network overtime. We refer the reader to [9] for a
detailed description of dynamic systems and their representation.

While a deeper evaluation needs to be conducted, this first results show that
the modeling of cause-effect relationships using the extensions proposed provides
the required mechanism to execute an analytical analysis of dynamic OSSN.

8 Conclusions and Future Work

While network science has made contributions in the areas of social networks
and the WWW, the concept of service networks is recent and presents new chal-
lenges. They are large scale, open, dynamic, highly distributed, and have the
ambitious goal to model worldwide service-based economies. In this paper, we
relied on the General System Theory to identify requirements to develop dy-
namic open semantic service networks (OSSN), an important extension to static
OSSN. Requirements related to internal and external relationships between ser-
vices, and change suggested that current models to represent networks should
be extended. Therefore, we adapted the Unified Service Description Language
(USDL) and the Open Semantic Service Relationship (OSSR) model to enable
the representation of dynamic service networks. To demonstrate that the ex-
tensions to USDL and OSSR indeed enabled to model dynamic behavior, we
evaluated their applicability to carry out an evolutionary and analytical analy-
sis of dynamic OSSN. The results are promising since they constitute the first set
of stepping stones for the development of algorithms to simulate and understand
service-based economies.

For future work, we plan to complement the analysis of the GST with the anal-
ysis of the Viable System Model (VSM), proposed by Stafford Beer, to provide
an additional theoretical conceptualization for OSSN. We also plan to conduct
a more comprehensive validation by creating a working example to illustrate
the applicability of the OSSN model and apply it in form of a case study with
primary data. Action research will provide the foundations for validation and
establishing a warranted belief that the OSSN model can contribute to the un-
derstanding, analyse, and design of service systems.
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Abstract. The Internet would enable new ways for service innovation
and trading, as well as for analysing the resulting value networks, with
an unprecedented level of scale and dynamics. Yet most related eco-
nomic activities remain of a largely brittle and manual nature. Service-
oriented business implementations focus on operational aspects at the
cost of value creation aspects such as quality and regulatory compliance.
Indeed they enforce how to carry out a certain business in a prefixed
non-adaptive manner rather than capturing the semantics of a business
domain in a way that would enable service systems to adapt their role in
changing value propositions. In this paper we set requirements for SDL-
compliant business service semantics, and propose a method for their
ontological representation and governance. We demonstrate an imple-
mentation of our approach in the context of service-oriented Information
Governance.

1 Introduction

Given their essentially intangible nature, it is commonly believed that the Inter-
net would enable new ways for creating, bundling and trading services as well as
for analysing the resulting value networks on a world-wide scale with an unprece-
dented level of efficiency and dynamics [29]. Yet most economic activities related
to online service trading, remain of a largely brittle and manual nature. Despite
the initial assumption that software-based services1 would be a core enabling
technology supporting a highly efficient service-based economy at a global scale,
we are still to witness a significant adoption of this technology on the Internet
as a means to support service trading. Yet, from a computational perspective, a
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large number of enterprise systems rely on a hierarchy of functional components
encapsulated as Web services in order to support their activities or interact with
third parties for data and/or functionality exchange and reuse [25]. Indeed elec-
tronic businesses implementations enforce how to carry out a certain business
in a prefixed non-adaptive manner rather than an explicit understanding of the
business (service) domain (read: business (service) semantics) in terms of assets
and relationships that could enable a service system to adapt its role in changing
value propositions.

Service-orientation is a promising paradigm to decompose inward-oriented or-
ganisational processes into outward-oriented business service components. SOA
does not constitute business service components; they are about functional de-
composition which is very distinct from business service decomposition. Thus
the underlying conception of a service is not merely static: it is largely limited
to request and response elements of software artefacts, which are disjunct from
value creation aspects such as strategy, proposition, roles, resourcing, pricing,
quality and regulatory compliance. This lack of ontological analysis of service as
a first-class concept is also witnessed in business modeling. Only recently a com-
monly agreed service conception emerged from a service-dominant logic (SDL) in
marketing [34]. SDL promotes a shift from goods to service as first-class citizen
in economic exchange was required to understand and develop new ways of value
creation in networked enterprises [21]. The immediate ontological consequence
of this was to regard a service as a perdurant (value co-creation activity) rather
than an endurant (value object). This has lead to the design of SDL-compliant
upper-level models (e.g., [11,26]) that could play an important role in automated
business service (de)composition.

The importance of services has triggered the idea to use more structured
approaches to design and implement software-based services. For example, the
ISE (Inter-enterprise Service Engineering) [4] methodology and workbench was
one of the first attempts to devise a service engineering procedure for designing
business services. While the approach was orthogonal to the domain for which
services were engineered, ISE can benefit from agreed business semantics that
can support meaningful decision making on the aforementioned value co-creation
aspects of services.

In this paper, we give an overview of service perspectives in Sect. 2. Then,
(in Sect. 3) we set ontological and (in Sect. 4) governance requirements for
SDL-compliant business service semantics. Domain ontologies for the purpose
of service automation must convey these business semantics in order to specifi-
cally account for the quality and compliance of functionality and data exchanged
across the network. Obviously, this makes only sense if these ontologies are gov-
erned effectively. The adoption of an upper-ontology can also guarantee that the
services developed follow an SDL paradigm. In Sect. 5, we set the background for
our approach. In Sect. 6, we propose a method for the ontological representation
and governance of business service semantics, and an application in the context
of service-oriented Information Governance implemented in Collibra’s software.
We conclude with a discussion and future work in Sect. 7.
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2 Service Science, Engineering, and Business Modelling

Maglio et al. [16] define Service Science as “the study of the application of the
resources controlled by one [service] system for the benefit of another [service]
system in the context of an economic exchange”. This study came along with
a shift in marketing from goods-dominant to service-dominant logic [34] where
service becomes this new unit of economic exchange. Hence, a service is con-
ceived as a (value-providing or -integrating) action. This stands in strong con-
trast to goods-dominant logic in which a service is considered to be an object
[11]. This paradigm shift was required to understand and develop new ways of
value creation in networked enterprises [21]. From an operations management
perspective, Unified Service Theory conceives service as a production process
highlighting customer input and the differentiation from non-service processes
[31]. The Gaps model captures the cross-functionality of service management
and the inherent semantic mismatch between between divergent perceptions on
service quality. It focuses strongly on the customer integration [24].

We distinguish at least two areas of service study important for our purpose.
They have been developing largely independently from each other, resulting in
divergent service conceptions.

1. The business perspective aims to understand why enterprises should innovate
and trade services by considering value creation aspects. Yet most modelling
approaches take an enterprise-centric perspective (e.g., [18,22]). As a conse-
quence, they assume a closed world2 and their business service semantics,
i.e., shared understanding of value aspects, remains tacit [27]; hence unknown
outside the organization. Also, these approaches classify a service as a static
resource (i.e., endurant) rather than as an occurrence of actions (perdurant)
in which resources are acted upon. Most service network approaches (see
[29] for a survey) are process-based, hence focus on the problem of planning
service delivery. Not many network-centric approaches exist that are value-
based and therefore focus on the problem of automatically designing service
value networks [28]. Only recently SDL-compliant service meta-models have
been proposed (e.g., [11,26]) that may lead to sound ontological foundations,
yet none account for governance.

2. The IT perspective adopts service-oriented modelling as a paradigm for func-
tional decomposition and engineering of distributed systems. Prominent ser-
vice description meta-models (i.a., WSMO and WSDL) conceive service as
a static function, and fail to convey any value creation aspect. Web service
engineering aims at the interoperability of communication protocols (e.g.,
SOAP, REST) and data formats between heterogeneous “service parks” (see
[9]; and Sycara in [33]). Process languages (BPMN, BPEL, etc.) are adopted
for choreography, control flows, events, and temporal dependencies to define
valid sequences of service invocations. It may be the case that some busi-
ness decision logic is cryptically embedded within some complex control flow

2 A closed-world assumption is the logical presumption that what is not currently
known to be true is false.
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logic. In the worse case, the business logic is largely hidden within expert
components or deferred to some manual decision steps.

In the networked Internet era, the ability to reactively (rather than proactively)
and automatically (rather than manually) engage in service value networks is a
key competitive advantage [21]. Yet it requires the ability to automate business
decision making in a way such that computers do not only know a brittle prefixed
operational procedure to carry out business but rather have embedded business
semantics that shall enable them in adapting enterprises operational activities
to maximise the business performance. The governance of business semantics
and its embedding in ontologies that support the aformentioned value creation
aspects of service networks entails many requirements that we cannot cover
completely in this paper. Therefore, we focus on quality and compliance aspects
of value interactions. This results in ontological requirements (ORs) (in Sect. 3)
and governance requirements (GRs) (in Sect. 4).

3 Ontological Requirements

To overcome the issue of semantic alignment, peers usually create an ontology
that is represented using a knowledge representation (KR) grammar (textually
using SBVR or OWL , or visual using UML). The more aligned the ontology
with the peer’s individual perspectives, the easier it becomes to synchronize
between business expectations and Web service solutions [5]. OWL-S3 (in 2004)
and WSMO4 (in 2005) were first attempts to standardise operational semantics
for a service, but the ontologies do not capture business semantics necessary to
evaluate quality and compliance aspects of its constituting (action and content)
commitments (Battle in [17]; [23,11]). Hence, our requirements constrain the
foundation (OR1 and OR2) as well as representation (OR3 and OR4) of viable
ontologies.

Computational ontologies for our purpose must convey domain-specific busi-
ness service semantics in terms of upper-level categories and relations describing
the nature and structure of service-dominant logic. Therefore, semantic align-
ment concerns requirements at the upper-level and domain-level, with each two
types of validity. First, we require an upper-level foundation that accounts for
SDL.

Ontological Requirement 1. An SDL-compliant upper-level ontology
accounts for an externally valid alignment of service conceptions such as action,
service system, resource, and service.

By posing external validity, we require that an upper-level ontology should serve
either (i) as a foundation for the development of domain ontologies; or (ii) as a
common ground for aligning heterogenous domain ontologies. The latter requires
domain ontologies to specialize upper-level concepts from SDL for a specific
domain of value creation:
3 http://www.w3.org/Submission/OWL-S/
4 http://www.w3.org/Submission/WSMO/

http://www.w3.org/Submission/OWL-S/
http://www.w3.org/Submission/WSMO/
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Ontological Requirement 2. A domain-dependent specialisation of an SDL-
valid upper ontology accounts for a descriptively valid alignment of business
service semantics about value creation aspects in a specific domain.

By posing descriptive validity we require the domain terminology and rules to be
a substantial description of the business service domain as perceived and agreed
by a community. See [1] for more on ontological validity.

The intention of such a domain-dependent specialization is to provide a service
description, i.e., a description of value-creation aspects, actions on these aspects,
and peer roles entitled to realize these actions in a compliant way. In that respect,
our conception lies close to the one proposed by Ferrario and Guarino [11]. They
state that a service commitment needs to be distinguished from service content,
i.e., what kind of action(s) the trustee commits to; and service process, i.e. how
the service commitment is implemented. A trustee makes a service commitment
to produce a certain content, i.e. set of actions. It is a temporal static event; a
speech act documented in a contract among peers [11]. This corresponds largely
to the business service semantics. A service content – while also defining the
types of actions and roles, rather than merely pre-and postconditions – may well
be close to the operational semantics; the latter which definitely corresponds to
the service process. As a result, in order for a service description to make sense
for both business and ICT, service commitment speech acts (hence business
service semantics) are to be aligned with the service process (hence operational
semantics) through domain-dependent specialisations that define service content.
Doing so, we could possibly abandon the use of prefixed process-based languages
and embrace instead declarative rules that capture what value aspects restrict
our decision making, rather than how to actually honour these restrictions.

The Unified Service Description Language (USDL), and especially Linked-
USDL, is a good example of such domain-specialization. The latter uses seman-
tic Web principles to construct an ontology to describe services by establishing
explicit links to other existing ontologies emerging from Linked Data initiatives.
While the model was initially constructed to describe services, in [3], we con-
ducted a study which revealed that it could also be used to model internal parts of
service systems and service networks by describing rich, multi-level relationships.
Representing this alignment between service commitment and content/process
implies two additional requirements for the KR grammar.

Ontological Requirement 3. The ontology representation grammar must ac-
count for tracking of circumstances (e.g., state, event, process) that determine
the relevance of value creation aspects across the service lifecycle.

Indeed, real-world entities, like services, are dynamic by nature [11]. Their pos-
session of (i.e., transient) properties is not always persistent throughout their
lifecycle; hence may change in function of different types of circumstances, in-
cluding the form of the entities themselves. For example, it is possible that a
service description is considered as possessing the property price only after hav-
ing it passed all quality assurance tests during its production and it has been
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committed to by a provider. Moreover, the price of a service can have different
manifestations (e.g., currency) depending on time and location of its integrator.

In an open-world assumption, functionality and users are not completely ac-
counted for a priori. Hence, a sufficient level of implementation independence is
required from the KR grammar and method. Ontologies that adopt these ap-
proaches will also have more potential for large-scale adaption by a wide variety
of software-based service technologies; hence contribute to a generative service
Web [36]. This all entails a dual utility for our ontologies.

Ontological Requirement 4. The adopted KR grammar and method allows
to build a computational ontology that has a dual utility [1]:

– in an IT context, it serves as computer specification to realize semantic
interoperability of data and functionality across systems;

– in a business context, it serves as a theoretical model referring to real-world
objects aligning the strategic goals, values, and processes among (human)
stakeholders.

The open-world assumption and dual utility puts additional constraints on new
ways of governance as we will see next.

4 Governance Requirements

The need for ontologies that convey business service semantics to assess value
aspects of business services such as regulatory compliance and quality has been
hypothesised [30]. Only recently, it has become pertinent in the aftermath of the
global financial crisis. Internationally agreed regulations such as Sarbanes-Oxley
in the US, and Basel in the EU, enforce strict corporate governance policies that
have primordial impact on the roles and responsibilities among peers in informa-
tion management. Yet the issue has been more than often taken lightly as we wit-
ness from at best very poor information governance practice of many networked
industries ranging from financial services to pharmaceuticals (see Gartner5 and
IBM6).

In order for business semantics to be useful in the assessment of regulatory
compliance of services, they have to be defined and validated by relevant and
trusted “stewards” from very different business functions (ranging from IT to
business; with legal and compliance departments in particular). The industry’s
attempt to categorize this GR is labelled as Information Governance7 . Gartner
defines IG as: “the specification of decision rights and an accountability frame-
work to encourage desirable behavior in the valuation, creation, storage, use,

5 Governance Is an Essential Building Block for Enterprise Information Management:
http://www.gartner.com/id=777214 (last accessed on 29/10/2012)

6 The IBM Data Governance Council Maturity Model: http://www-935.ibm.com/

services/uk/cio/pdf/leverage_wp_data_gov_council_maturity_model.pdf (last
accessed on 29/10/2012)

7 See an overview of IG business drivers in MDM Institute’s survey: http://www.
the-mdm-institute.com (last accessed on 23/09/2012).

http://www.gartner.com/id=777214
http://www-935.ibm.com/services/uk/cio/pdf/leverage_wp_data_gov_council_maturity_model.pdf
http://www-935.ibm.com/services/uk/cio/pdf/leverage_wp_data_gov_council_maturity_model.pdf
http://www.the-mdm-institute.com
http://www.the-mdm-institute.com
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archival and deletion of information. It includes the processes [actions], roles
[actors], standards and metrics [actands] that ensure the effective and efficient
use of information in enabling an organization to achieve its goals.” From this
definition, we infer our first governance requirement:

Governance Requirement 1. In order to account for compliance and quality,
an SDL-compliant upper ontology should additionally define governance con-
cepts such as actors, roles and competencies.

Most scientific papers are directly inspired by traditional Data Quality Man-
agement and IT governance [14] and propose deterministic role patterns and
decision domains with a predefined terminology. Yet, although best practices for
so-called data stewardship are emerging, it is necessary that governance models
need to be flexible at run-time, i.e. contingent upon issues [35]. E.g., in earlier
work we analyzed individual contributions to an ontology. This behavioral anal-
ysis allowed us to roughly track user performance that could lead to a more
effective assignment of roles in the governance model [7].

Governance Requirement 2. The configuration of roles and responsibilities
among peers in governance of service descriptions must be adaptive and issue-
driven.

5 Background in Ontology Representation

Fact-Oriented Ontological Analysis. In order to accommodate for OR4, we
adopt a fact-oriented approach for the following reasons. Its natural-language
grounding closely relates to speech acts, and therefore it is easier for domain
experts themselves to play a contributing role resulting in ontologies that clearly
and accurately convey realistic business semantics. Furthermore, its attribute-
free approach, as opposed to frame-based techniques (such as UML or ER),
promotes semantic stability under change [13]. Fact-oriented methods include
NIAM/ORM [13]. The key of conceptual analysis is to identify relevant object
types, and the roles they play, so we can understand the facts of the business
domain by minimizing the occurrence of lexical ambiguities.

Fact-orientation was repurposed for ontological analysis in the DOGMA
project [19] and further extended with a method and system for community-
driven ontology evolution, i.e. Business Semantics Management (BSM) [5] This
method identified key ontology evolution processes and linked them to SECI,
i.e. Nonaka’s four community knowledge-conversion modes [20]). BSM is now
commercially exploited via Collibra’s Data Governance Center product8. Fact-
orientation is currently also part of OMG’s Meta-Object Facility for platform-
independent modeling of business rules with modal logic capabilities using the
SBVR9 standard.

8 http://www.collibra.com
9 http://www.omg.org/spec/SBVR/1.0/

http://www.collibra.com
http://www.omg.org/spec/SBVR/1.0/
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Ontological analysis seeks further domain abstraction from fact types that
represent different perspectives on the same business concepts. Perspective di-
vergence and convergence are principal mechanisms in BSM to reconcile per-
spectives that are taken by different people and are based on different glossaries,
conceptual hierarchies, and code systems. The result is an ontology that rep-
resents a higher level of abstraction for common domain concepts that can be
applied for semantic interoperability [5]. BSM is currently limited to one specific
type, i.e., knowledge-intensive communities that have explicitly set semantic
interoperability requirements (ibid.). In this respect, we cannot claim that we
account for decentralized governance yet. Summarising, BSM has to be repur-
posed for compliance goals of service networks, and its community model has to
be dynamic.

Important activities in BSM are context-driven lexical disambiguation of
terms for concepts and their linking in upper-level conceptual hierarchies [6]
and other types of relationships. Other important considerations in formal on-
tological analysis are essence and rigidity [12]. An entity’s property is essential
if it necessarily holds throughout its lifecycle. A property (e.g., being human)
is rigid if it is essential to all its instances. Rigid properties are required for
identity (to distinguish entities from each other), and unity (to distinguish parts
from wholes). In this paper, we will touch upon these notions when exploiting
SBVR’s modal logic capabilities to impose the possibility or necessity of certain
facts about service systems.

Ontology of Dynamic Entities. In order to accommodate for OR3, we rely
on previous work [15] on a conceptual apparatus of an ontology that was de-
signed to handle the conceptualisation of dynamic entities and the notion of
a transient property. We illustrated the design of a property possession algebra
for conceptualizing the behaviour of transient properties across the lifecycle of
corresponding entities. In other words, we can define for every fact type (that
actually expresses a predicate for an entity), a possession formula. For example,
a dispossession formula may use an SBVR “impossibility” statement10 :

– It is impossible that a Service has a Price if the Service has not been
approved or the Service is not provided by at least one Service System.

Either of the two facts that (i) the Service has not been approved or (ii) is not
yet provided by at least one Service System is a sufficient Circumstance
that excludes the validity of a Service having a Price.

6 A Proposal for Business Service Semantics

Based on our requirements analysis in Sect. 3 and 4, we propose a framework for
the ontological representation and governance of business service semantics in
compliant service networks. The baseline for our approach is the BSM method
and the SBVR KR grammar both discussed in Sect. 5 .

10 We are using caps for nouns (SBVR noun concepts), showing relationships (SBVR
verb concepts or fact types) using italics, and using bold face for keywords such as
if.
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6.1 SDL-Compliant Upper-Level Model

To meet OR1, our upper-level model comprises key SDL concepts Action, Re-
source, Service System and Service. To accommodate OR3 partially, we
provide an extension point to model Circumstances that allows for temporal
causal reasoning about resource possession formula. To meet GR1 and GR2,
we extend this upper-level model with IG concepts such as Actor and Com-
petence. We follow a fact-oriented analysis approach by which we abstract
elementary fact types based on service science literature discussed in Sect. 2.

Action. We first introduce a general notion of action adopted from the For-
mal Framework for Information System Concepts (FRISCO) [10]. We replace a
FRISCO action’s theme/patients called actands with the SDL-compliant con-
cept of (operant and operand) resource.

– Action part of Composite Action / Composite Action has part Action
– Action acted upon by Operant Resource/Operant Resource acts in Action
– Action acts on Operand Resource/Operand Resource acted upon in Action

To illustrate modal logic capacities of SBVR, we require an Action to act on
at least one Operand Resource; hence necessitating a certain fact, e.g., we
could state:

– It is necessary that an Action acts on at least one Operand Resource

Circumstance. We could also link an Action to a triggering external Cir-
cumstance, that could be either a State, Event, or Process.

– Action guarded by Circumstance / Circumstance guards Action

Circumstances provide extensions points for the definition of operational service
semantics. E.g., distinguishing between event types is important in the context
of temporal causal reasoning, as shown by [32], and control flows.

Resource. We distinguish between two types of Resource that, in Actions,
play the role of either theme/patient (Operand) or agent (Operant). Note, in
the rest of this paper we only verbalize one reading direction for fact types:

– Operant Resource is a Resource
– Operand Resource is a Resource

Next, we define service systems as specialisations of operant resources. We discuss
specialisations of operand resources in the treatment of applications in next
subsection.

Service System. Maglio [16] defines a Service System as an open system that
is capable of improving the state of another system through sharing or applying
its own Resources; and improving its own state by acquiring external Re-
sources. Its pivotal role also highlights the importance of working systems for
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realizing value creation proposed by Alter [2]. We contribute to the latter when
introducing the notion of Competence that will be important for compliance
of service-related Actions. Accordingly, a Service System is an Operant
Resource and can be either a (working) Individual or Organization, the
latter being a composite of Individuals [26].

– Service System is a Operant Resource;
– Service System controls Resource;
– Individual is a Service System (e.g., “John Doe”);
– Organisation is a Service System (e.g., “IG Council”);
– Organisation owns Service System.

The above definition requires that Service Systems see value in having inter-
actions with each other, which brings us to the definition of a Service.

Service. A Service is a value co-creating Composite Action constituted by
a number of interaction events in which Operant Resources of one Ser-
vice System act upon Operand Resources for the benefit of another Ser-
vice System. When delivered, a Service is an Event (perdurant in DOLCE),
and therefore bound to time and space. We adopt the SDL-compliant Resource-
Service-System model, recently introduced by Poels [26] and is inspired by the
well-known Resource-Event-Agent (REA) model [18]. To indicate the flow of
value, Poels distinguishes between service provider and a service integrator roles.
The economic notion of reciprocity entails a duality in the conception of Ser-
vice, resulting in a reflexive “requiting” service in which the integrator and
provider swap their roles. Moreover, economic agent in REA is replaced by the
SDL concept Service System. We devise the following fact types to state a Service
as a special type of Composite Action.

– Service is a Composite Action;
– Service is requited by Service;
– Service provided by Service System;
– Service is integrated by Service System.

Note, in order to reason about value creation, we have to further distinguish
between value-creating interactions and non-value-creating interactions. E.g.,
Poels (ibid.) applied ISPAR conditions in this context. This would open a window
to adopt the benefits from speech act theory as well.

Actor. In order to account for our GR1 and GR2, we must introduce additional
concepts that have not been considered before in this context. Until now, the
semantics of the role of a Resource in a Service was limited to the –economic
– label of provider or integrator. However, for a compliant orchestration every
Action a Service constitutes, we want to know the detailed Actor roles
and responsibilities, as well as the required Competencies. To this end, an
Operant Resource acting in a Service plays the role of a designated Actor
role that comes along with a permission to perform certain Actions. We adopt
an SVBR-featured deontic rule to define a permission.
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– Actor is a Operant Resource;
– It is permitted that Actor acts in Action.

We can adopt the widely-used RACI roles to define specific responsibility as-
signment and devise four relationships accordingly:

– Actor responsible for Action; Actor accountable for Action;
– Actor is consulted about Action ; Actor informed of Action.

These relationships may imply certain combinations of the earlier introduced
permissions. We could further exclude combinations of role and actor can play
in the context of a specific action using the following SBVR syntax.

– No Actor is responsible for and is consulted about the same Action.

Or we could state implications of roles for the sake of inferencing:

– It is always true that an Actor is informed of Action if the Actor
is responsible for that Action.

Competency. A Competency is modeled as a special type of Operand Re-
source controlled by an Individual. The HR-XML consortium proposed to
model a Reusable Competency Definition (RCD) as: “a specific, identifi-
able, definable, and measurable knowledge, skill, ability and/or other deployment-
related characteristic (e.g. attitude, behavior, physical ability) which a human re-
source may possess and which is necessary for, or material to, the performance
of an activity within a specific business context”11. Hence, we devise following
concept types:

– Competency is a Operand Resource
– Attitude ; Knowledge ; Skill ; Learning Objective is a Compe-

tency

There are many open RCD repositories that could be adopted for this purposes.
E.g., HR-BA-XML (official German extension of Human Resource XML), SOC
(Standard Occupational Classification System), BKZ (Occupation Code) which
is a German version of SOC, NAICS (North American Industry Classification
System); and finally, WZ2003 (Classification of Industry Sector) which is the
German classification for economic activities.

6.2 Application of the Ontology

We demonstrate the the modeling of business semantics in the context of service-
oriented Information Governance. We have implemented these applications in
Collibra’s Business Semantics Glossary product.

11 http://ns.hr-xml.org/

http://ns.hr-xml.org/
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Modelling Service System Perspectives. SBVR and BSM acknowledges
the existence of multiple perspectives on how to represent concepts (by means
of vocabularies), and includes the modelling of a governance model to reconcile
these perspectives (insofar practically necessary) in order to come to an ontology
that is agreed and shared (by means of communities and speech communities) [5].

– A semantic community (itself an Organisation) groups Organisations
and controls a shared body of business service semantics. Domain concepts
are identified by a URI.

– A speech community is a subset of Organisations from a semantic com-
munity that control a set of vocabulary Resources to refer to this body of
shared meanings.

– A vocabulary is a meaningful grouping of lexical Resources (e.g., noun
types, fact types and rules primarily drawn from a single natural language
or jargon) to represent conceptions within a body of shared semantics.

The participation of Individuals in the governance of the vocabulary con-
trolled by their Organisation is contrained by specific governance services.
The latter are defined – as domain specialisations of our upper-level mode – by
assigning Actor roles to Individuals for certain actions on these Lexical
Resources.

Dynamic Actor Type Management. Types of Actor can be dynamically
defined as a noun concept with a gloss in a designated Actor Vocabulary.
For example, consider:

– Business Steward is a Actor

Fig. 1. Assigning Individual “Bob Brown” to play Actor in a specific Vocabulary
for a “DG Council” service. This implies a number of permittable Actions on the
vocabulary’s constituents.
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where the term is mapped on the following gloss articulating the term for this
role: “expert in a certain business unit or line of business”. Responsibility can
be assigned to Actor type definitions as follows:

– It is permitted that Business Steward acts in AddNounConcept;

whereAddNounConcept is a Action; one of the many that can be performed
on vocabulary Resources.

Assigning Individuals to Actor Types. Based on their Competency, In-
dividuals are assigned to an Actor type; permitting or obligating them to
play a role in a certain Action. The following screenshot shows an assignment
of a role is done for the business semantics management of a service called “Data
Governance Council” in a a financial service company.

7 Discussion and Conclusion

We proposed a method for ontological representation and governance of busi-
ness service semantics. Currently, no commercial tool, aside from the prototype
in Collibra’s Business Semantics Glossary used to demonstrate the feasibility of
our solution, exists. Hence, we find our effort in this work as paving the road
towards the development of improved service-integration tools that are better
equipped to facilitate inter-silos communication. The next step is to investigate
the automatic configuration of roles and responsibilities along peers in mod-
elling quality and compliance of their services by, i.a., matching competency and
reputation profiles, based on earlier work [7].

We will validate our approach in the Flanders research Information Space
(FRIS) case study [15]. FRIS is a knowledge-intensive community of interest
for two main reasons. First, it exhibits participatory characteristics that are
typical to open networks. The actors are inter-dependent yet highly autonomous,
heterogeneous, and distributed; including research institutes, funding agencies,
patent offices and industrial adopters. The FRIS community has a minimum level
of governance. The Flemish Public Administration has limited means to enforce
information quality and compliance requirements on its FRIS peers; hence a
high level of trust is assumed. Yet they inter-dependency on value creation is a
main incentive. Secondly, the FRIS information space12 itself is a true product
of open value cocreation. FRIS publishes information about innovation-related
entities such as researchers, projects, proposals, publications, and patents that is
provided and consumed by all actors. FRIS will also benefit from external (Open
Data) sources as we demonstrated earlier in [8]. This will make the discussion
of quality and compliance even more complicated.

12 The FRIS portal currently consists of 22636 projects, 3596 publications, 1981 orga-
nizations and 17096 researchers: http://researchportal.be/

http://researchportal.be/
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Abstract. Today, business processes heavily depend on IT, so that business 
results are affected by the quality of supporting IT services. To gauge the 
quality of service from a business point of view, we need to consider the service 
incidents that occur over a reference period and evaluate the effect of each 
service incident individually. In this work, we address this problem by 
developing a procedure to monetarily quantify the negative impact of single 
service incidents on the service customer business.  

We first review related literature to identify approaches to quantifying the 
negative consequences associated with a service incident. Based on our 
findings, we propose a simulation-based procedure for estimating the monetary 
impact. Contrary to existing approaches, we first apply business process 
simulation as a formal analysis technique to determine the effects of single 
service incidents on process performance. Then, the impact on process 
performance is translated into its monetary equivalent. 

Keywords: IT Service Management, Business Impact Analysis, Discrete-event 
Business Process Simulation. 

1 Introduction 

Today, IT services represent an integral part of business processes (BPs). Due to the 
dependence of business processes on IT, business results may be impacted by the 
quality of supporting IT services. Therefore, the quality of an IT service should be 
defined in a way that it matches business requirements. 

In practice, the target quality of a service – i.e., the quality level aimed to be 
achieved – is often defined using technical metrics1, such as availability, throughput, 
or response time [1]. The actual value of these indicators, which is realized over a 
reference period, is usually determined by a sequence of service incidents2 that occur, 

                                                           
1 As opposed to “business impact metrics” 
2 i.e., of “unplanned interruptions” to a service or “reductions in the quality” of a service, which 

are observable from a business point of view (adapted from the definition of an “incident” in 
[2, p. 254]) 
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but may not reflect the associated business impact. Since different service incidents 
may adversely affect business operations to different degrees, “aggregate” technical 
metrics may not necessarily indicate the impact that specific service quality levels 
have on business operations [3]. For instance, few long service disruptions (a specific 
type of service incidents) might cause more severe consequences for the business than 
many short interruptions [4], even though they result in the same level of service 
availability (aggregate service indicator) over the reference period [3]. 

In order to gauge the quality of service from the business point of view, we have to 
consider the different service incidents that occur over a reference period and evaluate 
the effect of each service incident individually. The sum across all service incidents’ 
effects will then denote the overall business impact. A thorough understanding of the 
relationship between a single service incident and its financial implications may then 
be leveraged, for example, to compare IT service offers and to identify the one 
providing the best trade-off between business impact and service price (cf. [5]).  

In this work, we develop a procedure to monetarily quantify the negative impact of 
single service incidents on the customer business, which we denote as “business 
costs”. In Section 2, we review related literature describing approaches that may be 
used to assess the costs that a business incurs due to single service incidents. The 
generic scenario defined in Section 3 summarizes basic assumptions and highlights 
requirements that a procedure for quantifying the impact of a service incident should 
satisfy. In Section 4, we describe our simulation-based procedure for quantifying the 
impact of a service incident. We shortly present the application of our procedure to an 
order-picking process in Section 5. Finally, Section 6 summarizes and discusses our 
approach, as well as outlines future work. 

2 Related Work 

This paper is part of a larger research project, in which we address an IT service 
customer’s challenge of selecting the cost-optimal service3 among different options 
offered by external providers. In previous works, we defined concepts that customers 
and providers should consider when describing service performance aspects as well as 
service requirements (e.g. [3]) and we developed a mechanism to formalize the 
negotiation between a customer and different providers (e.g. [5]). The procedure 
introduced in the upcoming sections supports the customer in determining its input for 
the cost-optimal mechanism. 

In the following, we discuss existing approaches related to the topic at hand. The 
relevant literature was identified in a thorough forward and backward search without 
temporal restrictions, following the review approach by Webster and Watson [6, 
p. xv-xvi]. Google scholar was used as primary source, and the keywords searched 
were “business impact”, “service incident”, “downtime loss”, “cost of downtime”, 
“interruption cost”, “service level”, “operational risk”, “business process simulation” 
and “discrete-event simulation”, as well as combinations thereof. 

                                                           
3 i.e. the one minimizing the sum of service price and monetarily quantified business impact 

induced through service performance issues (service incidents) 
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In [7], Wiedemann provides a structured approach to analyze the business impact 
of IT service outages in practice and to estimate the resulting business costs in a 
quantitative way. The procedure, however, does not contain an explicit model to 
evaluate the impact of IT service outages on business operations (i.e., to derive the 
impact on BPs and their performance). Also, Wiedemann discusses the subject of 
business impact analysis in the context of IT risk management and focuses on rare 
events having a severe impact on the business (cf. [7, p. 40]). In contrast, we address 
IT service incidents which may occur on a more frequent basis and may usually be 
associated with much shorter durations. 

Suh and Han [8] propose a model-based procedure to link IT system unavailability 
to business costs through application of the Analytical Hierarchy Process. They 
suggest decomposing the business model into functions and sub-functions and 
identifying the organization’s assets supporting them. However, the business cost 
estimate is solely based on the company’s average income stream. There is no further 
analysis of business costs associated with the interruption of business operations. 

Moura et al. specify performance objectives for the BPs supported and capture the 
negative impact of IT service incidents as deviation from these objectives in [9]. To 
translate missed performance objectives into business costs, a cost rate is estimated 
for each BP (based on historic data), while the importance of BPs is described through 
relative weights. The authors explicitly aim to provide a rather “simple quantitative 
loss analysis” and to keep the cost of modeling low, at the same time noting that 
simulation, for example, would allow for a more detailed analysis. 

The works referred to so far describe “comprehensive” approaches to link service 
outages or degradations to business costs. Following Sauvé et al. [1], an evaluation of 
business costs should be composed of two steps: (1) map service incidents with 
distinct features to changes in the value of BP-related metrics4, which measure BP 
behavior (to capture the negative impact on the BP level), and (2) map changes in the 
value of BP-related metrics to business costs (to express the impact in business 
terms). Subsequently, we discuss approaches that specifically relate to either of these 
two steps: 

Jin et al. [10], for instance, apply discrete-event simulation to investigate the effect 
of different service (quality) levels on business performance. The authors do not 
particularly consider service incidents. But, similar to the goals of our approach, they 
observe business performance as a function of various service-related attributes. 

Jakoubi et al. [11] simulate the aggregate impact of different service availability 
levels on the BPs supported. They also consider how degradations in business 
performance may translate into financial consequences in terms of revenue loss and 
penalty payments. Yet, the authors do not offer a more general procedure to translate 
changes in BP-related metrics into comprehensive business cost estimates.  In contrast 
to our work, they do not focus on single service incidents and their effect on the 
business. 

Patterson [12] and Dübendorfer et al. [13] offer specific models to estimate the 
costs of service downtime. While Patterson suggests an “easy-to-calculate estimate” 
accounting for lost revenue and for the costs of employees unable to perform their 
tasks during service downtime, Dübendorfer et al. develop a more elaborate 

                                                           
4 Such as transaction throughput and number of delayed shipments 
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calculation formula. However, these authors do not provide approaches to linking 
service incidents to degradations in BP performance. 

We summarize the review of related approaches restating the most important 
findings: Existing “comprehensive” approaches to analyzing and quantifying the 
negative impact of service incidents provide valuable insights on how to structure an 
impact analysis in practice and on how to approach an evaluation of business costs. 
However, the approaches discussed are primarily based on document analysis and 
interviews and, thus, rely on the stakeholder’s ability to accurately assess and 
anticipate the negative impact resulting from service incidents. 

At the same time, simulation has proven to be a very flexible and powerful tool to 
quantitatively analyze the impact of service quality on BP performance. When the BP 
model reaches a certain degree of complexity (in terms of structure or behavior), a 
simulation-based approach may in fact be the only “feasible means” of quantitative 
analysis (cf. [14, p. 145]). To the best of our knowledge, simulation has so far not 
been integrated into an overall procedure to derive comprehensive business cost 
estimates for single service incidents. 

3 Scenario Description and Assumptions 

In this work, we assume a company (henceforth denoted as “the customer”) to 
purchase an IT service from an internal or external IT service provider. The service is 
directly relevant and observable from the customer point of view as certain activities 
in the customer’s BPs directly depend on the provided service. Hence, if the service is 
temporarily malfunctioning or unavailable, this will impact the execution of supported 
activities and translate into a degradation of the customer’s regular business 
operations. These consequences are to be expressed through business costs.  

In order to be able to determine the business costs of different service incidents in 
isolation of each other, we must assume that service incidents can be treated as 
separate events and that their adverse consequences can be analyzed individually, 
without having to consider previous or subsequent events. This requires that the 
negative impacts of different incidents on business operations are independent of each 
other (i.e. that when a service incident disrupts operations, supported BPs are running 
under normal conditions).  

Finally, the business cost estimates need to be based on the current structure and 
functionality of the customer’s BPs. Thus, we ensure that the BPs considered will not 
be modified once a business cost analysis has been conducted. If this was the case 
(e.g. because the analysis reveals weaknesses in the current BP setup that need to be 
eliminated), the customer should re-evaluate the business costs that result from 
different service incidents. 

4 A Simulation-Based Procedure for the Estimation of  
Business Costs 

We adopt the basic structure from Wiedemann [7] as foundation for our approach to 
derive business cost estimates. While Wiedemann assumes that the parameters in the 
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As a whole, the classification scheme serves as a guide to identifying the classes of 
damage that may be relevant to a specific scenario. For example, it may be used to 
structure interviews with experts and relevant stakeholders. Finally, it will help us to 
organize (and calculate) business costs in a systematic way. The result of this step is a 
list of business cost components (representing types of monetary consequences to be 
expected in the specific scenario) classified into the categories of the business cost 
framework.  

4.2 Step 2: Link Business Cost Components to  
Business Process-Related Metrics 

Once the different business cost components relevant to the specific scenario are 
identified, we need to link them to corresponding BP-related metrics. That is, for each 
effect which will translate into business costs for the service customer, we need to 
determine a driver or metric on the BP level which may be impacted by the 
occurrence of a service incident, and based on which the respective business cost 
estimate can be computed. The choice and definition of BP-related metrics depends 
on the business cost components identified and the specifics of the business process 
under consideration.  

For example, certain steps in a manufacturing process could be disrupted when a 
supporting IT service becomes unavailable. This might delay the completion of urgent 
orders and result in additional expenses in terms of penalties to be paid to the 
respective customers (business cost component). The driver on the BP level is simply 
the number of penalty payments made (BP-related metric). Accordingly, the 
additional expenses could finally be computed by multiplying the number of 
additional penalty payments with the (average) payment amount. In this example, the 
condition under which a penalty payment occurs would need to be specified and 
checked during the execution of the simulation model in Step 3. 

On the whole, Step 2 requires that we prepare a formula for each business cost 
component (i.e. a mapping to a BP-related metric), which allows us to calculate the 
monetary impact resulting from potential changes in the value of a BP-related metric. 
Also, we may have to specify conditions for the measurement of each metric, which 
will later be implemented in the simulation model. This information could, for 
example, be obtained through interviews with process stakeholders. 

4.3 Step 3: Simulate the Impact of Service Incidents on Business Operations 

We use simulation to evaluate how different service incidents cause changes in the 
value of BP-related metrics (depending on the severity of the incident and its time of 
occurrence). In order to determine differences in the value of BP-related metrics, we 
have to compare business operations in the absence of a service incident (i.e. under 
regular circumstances) to those in the presence of one. Any change in the value of the 
BP-related metrics can then be attributed to the occurrence of the incident. Simulation 
experiments will be set up accordingly. 

In general, the simulation of BPs can be divided into the following steps (cf. [17, 
p. 1365f]): (1) define modeling objectives, (2) decide on model boundaries, (3) collect 
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• Information about the process structure (such as the logical arrangement 
of activities), 

• Data for the characterization of activities and resources (such as activity 
processing times, resource allocations and capacities), 

• Information on events (such as inter-arrival times for the different 
transaction types) and  

• Information on routings (such as logical conditions or probabilities for 
branchings in the process). 

Since our goal is to simulate the impact of service incidents on process performance, 
we should not only gather information on the processes’ structure and behavior under 
regular circumstances, but also on the way in which the business is affected in case of 
a service incident and on the way it operates while the service is malfunctioning. For 
instance, the following two considerations may be relevant in creating an accurate BP 
simulation model: First, it appears reasonable to specify for each service incident 
whether the execution of tasks supported by the IT service is completely stopped 
while the service is malfunctioning or whether it can (to some extent) be maintained, 
e.g. by processing transactions in an alternative way. Second, we may have to 
determine whether activities whose execution is disrupted by the occurrence of a 
service incident can be resumed “from the point at which interruption took place” or 
whether they must be repeated (i.e. whether the respective transaction must be 
reprocessed from scratch) (cf. [21, p. 73f]). Again, expert interviews and document 
analyses support this step. 

Step 3.B – Develop a Business Process Simulation Model. The process of building 
a BP simulation model (using simulation software) may be depicted as an iterative 
process [17, p. 1365]. Starting with an initial (high-level) representation of the 
system, more and more refinements should be made to the simulation model until the 
BPs are captured at the required level of detail.  

In general, there may be multiple ways to model a system or certain parts of a 
system (cf. [18, p. 288]). Similarly, the occurrence of a service incident may be 
captured in various manners. This holds especially true since the way in which we 
model a service incident will depend on the type of service incident and on the way it 
affects supported activities. For example, the impact of a service outage might have to 
be modeled in a different way than a throughput reduction of an IT service. To model 
service outages, for instance, we may define the IT service as a resource which is 
utilized by certain activities and becomes unavailable when an incident occurs (cf. 
[18, p. 122]). In contrast, a reduced throughput incident may be best described by a 
decline in the processing rate of related activities.  

Besides the development of a simulation model which mimics the behavior of the 
real system, we also have to ensure that the performance metrics of interest (i.e. the 
BP-related metrics required for the computation of business costs) are recorded when 
the model is executed.  

Step 3.C – Test the Model. Before we can leverage the simulation model, we should 
carefully test the model by applying “as many model verification and validation 
techniques as feasible” [17, p. 1366]. This may include setting up test scenarios in 
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which the model logic may “fail” [18, p. 540], and showing the model to people 
familiar with the business process in order to seek feedback (cf. [20]; [18]). 

Step 3.D – Conduct Simulation Experiments. In the context of this work, the 
purpose of experimenting with the simulation model is to gauge the impact of 
different service incidents on BP performance, measured through changes in the value 
of BP-related metrics. In order to analyze the effects of different service incidents 
(which may, e.g., differ in their duration as well as in their time of occurrence), we 
need to create multiple configurations of the “general” simulation model which we 
constructed and tested in the previous steps (cf. [18, p. 40]). On the one hand, we 
require a configuration of the BP model devoid of a service incident, which will be 
used as base case. On the other hand, we must set up one configuration for each 
service incident to be analyzed. The results produced by these configurations will then 
be compared to the base case in order to identify changes in the value of BP-related 
metrics induced by the different service incidents. 

In the following, we will first introduce experimental design issues related to the 
simulation of single simulation scenarios (such as setting the time frame of a 
simulation and the number of replications to be made). Then, we will elaborate on the 
setup of different model configurations that will be used in order to evaluate the 
impact of different service incidents. 

Set the Simulation Time Frame. In most cases, simulations can be categorized as 
terminating or steady state [18, p. 258]. In case of a terminating simulation, the initial 
conditions as well as the stopping conditions are well defined. On the other hand, a 
steady state (or non-terminating) simulation refers to systems that are continuously 
operating [22, p. 28], i.e. the initial conditions are not of interest and there is no well-
defined stopping point [18, p. 258].  

Since our aim is to simulate the impact of service incidents on business operations, 
the length of a simulation run should (ideally) be chosen in a way that the negative 
consequences resulting from a service incident are completely captured. With respect 
to a terminating system, the terminating condition should be set in a way that the 
simulated period covers all changes in the value of BP-related metrics that were 
specifically caused by the incident. When analyzing processes operating in steady 
state, we may take the following approach: (1) we start a simulation run and wait for 
the system to reach its steady state, (2) we simulate the occurrence of a service 
incident, which may cause the system to leave its stationary state, and (3) we 
terminate the run when the system has recovered and re-approached steady state again 
(cf. [23]). 

In order to make the base case comparable to the different service incident 
scenarios, we should ensure that the simulated period is the same in all experiments. 

Set the Number of Replications. Aiming to create a valid model of a real system, we 
often have to account for uncertainty [18, p. 38]. Activity processing times, for 
example, may follow a specific probability distribution, which should be included in 
the simulation model. However, stochastic input causes randomness in the output, too 
([22]; [18]). That is, if we run a stochastic system multiple times, the results produced 
by the model will usually vary from replication to replication.  
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In order to deal with the randomness in a simulation model, we need to make 
several simulation runs and analyze the output from these replications statistically 
[22, p. 25]. In the context of this work, we focus on estimating the expected value of 
the different BP-related metrics and on estimating the expected change in the value of 
these metrics due to a service incident.  

The expected value of a specific measure is estimated by the sample mean, which 
represents an unbiased point estimator (cf. [18, p. 611]). To quantify the 
“imprecision” involved in the estimate, we form a confidence interval which covers 
the true mean with a specified probability of (approximately) (1-α) [18, p. 40 & 612]. 

The more replications we produce, the higher the accuracy of the point estimator is, 
reflected in the width of the confidence interval. We may leverage this relationship to 
estimate the number of replications required to achieve a desired precision in the 
estimates (cf. [18, p. 261f]). Thus, we can avoid creating too many replications, while 
at the same time reaching an acceptable accuracy. 

Set up Model Configurations for the Analysis of Scenarios. As indicated above, the 
basic configuration of the BP model represents the scenario devoid of a service 
incident (base case). All other configurations correspond to simulation scenarios, in 
which we model the occurrence of one specific service incident each. A “service 
incident scenario” can be characterized by two dimensions, each of which may 
influence the resulting impact on business operations: (1) the simulated service 
incident characterized by its type (such as service outage) and properties (such as 
service incident duration), and (2) the point in time during the simulation period at 
which the service incident occurs, i.e. its time of occurrence (TOC).  

For example, if we were interested in analyzing the impact of outage incidents 
(service incident type) within the time frame of a single day, we could create multiple 
scenarios differing by the duration of the simulated service incident (service incident 
properties) and by the time of the day at which the incident takes place (TOC). 

While there may be a great number of possible service incident scenarios, we have 
to decide on a limited set of scenarios to be included in the analysis. The more 
scenarios we simulate, the more insights we can gain, but the greater is the time and 
effort involved. Therefore, we might focus on the set of service incident scenarios 
considered most relevant. As a first step, we could narrow down the range of possible 
scenarios by deciding on intervals of service incident properties to be considered for 
each service incident type, and by specifying certain time windows (within the 
simulated time period) during which the occurrence of a service incident might be 
most critical. Within the defined range, the goal is to understand how the impact on 
BP performance differs by service incident type, service incident properties, and by 
the time of occurrence. Lastly, we have to select the set of scenarios to be simulated. 
The selection process may generally be supported by design of experiment techniques 
[22, p. 173ff]. 

Simulate. Having decided on the simulation time frame to be used and the number of 
replications to be made to achieve the desired accuracy, we simulate the service 
incident scenarios (model configurations) considered. 
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Step 3.E – Analyze Simulation Results. At this point, we assume that the simulation 
of different service incident scenarios as well as of the base case scenario has been 
completed. Also, we assume that in each simulation experiment (scenario) a sample 
of “observations” for the different BP-related metrics to be considered has been 
generated.  

This data is utilized for further statistical analysis. In particular, we compare the 
values of the BP-related metrics from the single service incident scenarios to those 
from the base case, deriving point estimates and confidence intervals for the expected 
changes in these values (induced by the different service incidents).  

To estimate the mean difference in the value of a specific BP-related metric, we 
first collate the output data from the base case and from a service incident scenario 
simulation, and compute the difference in the results of each replication (cf. [22, 
p. 279])8. Then, if we consider the differences in the values of a BP-related metric as a 
“sample” on its own, we can compute the sample mean to estimate the expected 
change between the base case and the service incident scenario and may determine the 
respective confidence interval (cf. [22, p. 279f]).  

This analysis is applied to any pairwise comparison between a service incident 
scenario and the base case, and to any BP-related metric recorded. 

4.4 Step 4: Estimate Business Costs 

In this last step, we compute the business costs associated with each of the service 
incidents considered. The business costs associated with a particular service incident 
(occurring at a specific point in time) are determined by summing up the costs across 
all business cost components. The value of each business cost component is 
calculated from the expected change in the value of the associated BP-related metric, 
which we estimated in the previous step. 

5 Application of the Procedure to an Order-Picking Process 

We tested our simulation-based procedure for the estimation of business costs using 
the example of an order-picking process at a warehouse. Order-picking is part of the 
outbound processes, initiated by the receipt of customer orders and followed by 
checking, packing, and shipping activities [24, p. 23ff]. Processes at a warehouse are 
generally facilitated by a warehouse management system (WMS), that is, a complex 
software system coordinating the “flow of people, machines, and product” [24, p. 33]. 
In our example, we consider the features of the WMS in support of the order-picking 
process as an IT service. 

5.1 Description of the Order-Picking Process 

The order-picking process in our example is organized into four separate picking 
stations linked by a conveyor belt. At the beginning of the process, boxes for the 

                                                           
8 This approach requires that the different scenarios are simulated with so-called “common 

random numbers” (cf. [19, p. 279]) 
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different customer orders are manually placed on the conveyor. Depending on the 
items on a customer order, a box will visit one or several of the picking locations. At 
each station, a single operator collects the items required for the specific order (from 
the items stored at this station) and places them in the box. Once an order is 
completed, the container is transferred to the shipping area.  

Each picking station has a capacity of (at most) three boxes: one order being in 
process, the other two orders waiting in a buffer. If a box cannot access a station 
because it is (temporarily) crowded, it will continue to circulate on the conveyor belt. 
We assume that there is neither a pre-defined sequence that a box will follow to visit 
the different stations, nor are the boxes dynamically routed to specific locations. 
Instead, whenever a box passes a picking station (which holds required items and has 
not been visited yet), it tries to gain immediate access. Throughout the process, 
information is exchanged with the WMS, which holds information about the customer 
orders and the locations to be visited by each box.  

We assume that the WMS, which supports the order-picking process, may 
temporarily be unavailable, putting the picking process to an abrupt halt. That is, we 
consider outage incidents (incident type) whose level will be specified by the outage 
duration (incident property). Further, we assume that the conveyor is stopped in such 
cases, since the flow of boxes as well as picking at the stations is dependent on 
information provided by the WMS. Except for outage incidents, no other service 
incident types are considered. 

The picking process as a whole starts at 9 o’clock in the morning. At the beginning 
of each hour, a batch of orders is released to the process. That is, customer orders 
arriving before 9 a.m. are handed on to the order-picking process at 9 a.m., those 
arriving between 9 and 10 a.m. are released at 10 a.m., and so forth. The last batch of 
orders is released for picking at 4 o’clock in the afternoon. Usually, the hour after the 
release of a batch will suffice to pick all orders on the batch. The time between the 
completion of an order batch and the release of the next order batch is idle time. 
Finally, we assume that only orders picked before 4.30 p.m. can be shipped the same 
day; orders completed after 4.30 p.m. will be shipped the next day. This distinction 
will be important as we additionally assume that customers who order before 3 
o’clock in the afternoon are promised same-day shipping.  

5.2 Determination of Business Costs 

In the following, we shortly elaborate on the single steps of our procedure. 

Step 1: Identify Relevant Business Cost Components. Two business cost 
components are identified to be relevant in the context of our example: additional 
personnel expenses and losses in operating revenue. Additional personnel expenses 
are incurred if the time that is lost due to a service incident must be made up at the 
end of the shift, requiring operators at the picking stations to work longer than under 
normal circumstances. Losses in operating revenue, on the other hand, are driven by 
shipping fee waivers granted to customers. This will occur if orders eligible for same-
day shipping, which would have been picked on time under normal conditions, are not 
completed early enough to be shipped the same day. 
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Step 2: Link Business Cost Components to Business Process-related Metrics. 
Additional labor expenses are driven by the number of additional labor minutes paid 
by the business (BP-related metric), while the losses in operating revenue are related 
to the number of shipping fee waivers granted to customers (BP-related metric). 
These metrics represent the output that will be recorded in the simulation 
experiments. We assume that the cost per additional labor minute of a picking 
operator equals $ 0.50 and that the shipping fee amounts to $10.00 (on average). 

Step 3: Simulate the Impact of Service Incidents on Business Operations. First, 
we need to further specify the order-picking process (3.A). The number of orders in a 
batch, for example, is each modeled as a Poisson distribution, where the expected 
batch size differs by the time of the day (Table 1).  

Table 1. Mean size of the order batches released for picking in the course of a single day 

Time of day 9:00 10:00 11:00 12:00 1:00 2:00 3:00 4:00 

Mean batch size 30 45 60 50 45 60 50 40 

The number of picking stations to be visited by each customer order is described 
through the probability distribution given in Table 2.  

Table 2. Probability distribution of the number of picking stations to be visited by an order 

Number of picking stations to be visited 1 2 3 4 

Probability 0.2 0.2 0.5 0.1 

Further, the time it takes an operator at a picking station to complete an order is 
assumed to be Triangular-distributed with a minimum value of 45, a mode of 65, and 
a maximum value of 75 seconds. The dimensions of the conveyor belt and the 
conveyor speed are specified as well. 

Second, we build and test (3.B and 3.C) the business process model as a discrete-
event simulation model in Arena. We particularly ensure that the BP-related metrics 
defined (i.e. the number of labor minutes paid and the number of shipping fee waivers 
granted) are recorded by the simulation model. To track the number of shipping fee 
waivers, we check for each customer order in the simulation model whether it 
qualifies for same-day shipping and whether it is completed early enough to be 
shipped the same day. 

Finally, we simulate the service incident scenarios of interest (as well as the base 
case scenario) and analyze the output (3.D and 3.E). In particular, we consider service 
outages occurring between 10.30 a.m. and 03:50 p.m., with durations ranging between 
10 and 80 minutes. 

Step 4: Estimate Business Costs. Based on the changes in the number of labor 
minutes paid and shipping fee waivers granted (obtained in Step 3) we finally 
estimate the business costs associated with the different service incidents. 
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each other. If this assumption is not valid, we could alternatively simulate a variety of 
characteristic service incident patterns and determine the business costs that would 
result from the different combinations of service incidents. Lastly, due to space 
limitations, we could neither present the business cost framework which we refer to in 
the context of our procedure, nor could we demonstrate the applicability of our 
approach in greater detail. In future works, we will present an in-depth evaluation of 
our approach, applied to the order-picking process outlined above. 

Our results contribute to understanding the impact of service quality on the 
business and thus support the management of IT services from a business perspective. 
We are convinced that our simulation-based procedure can enhance the estimation of 
business costs. A thorough understanding of the relationship between single service 
incidents and their financial implications may, for example, be leveraged to compare 
IT service offers, and to identify the one providing the best trade-off between business 
impact and service price (e.g., [5]). 
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Abstract. Nowadays information technology (IT) is present in all organiza-
tions. This pervasive use of technology has created a critical dependency on IT 
that calls for a specific focus on IT Governance (ITG). Organizations with ef-
fective governance have actively adopted a set of ITG mechanisms. However, 
ITG mechanisms are not well defined among the literature and in some cases 
there are incongruities in their definition. In this paper we intend to perform a 
literature review (LR) in order to elicit which are the main ITG mechanisms as 
well as to describe them and state what they are useful for. We finish our work 
with conclusion, contributions, limitations and future work. 

Keywords: IT Governance, IT Governance Mechanisms, Literature Review. 

1 Introduction 

Since IT (IT) has become crucial to the support, sustainability and growth of the busi-
ness [35][36], this pervasive use of technology has created a critical dependency on 
IT that calls for a specific focus on IT Governance (ITG) [1][28]. 

ITG has been a concern in the last 20 years [50]. However, good ITG is no longer a 
“nice to have”, but a “must have” [29] and can contribute to higher returns on assets 
at a time when businesses are increasing their technology investment [5]. Indeed, 
Gartner states that ITG has been recognized as a CIO top-10 issue for more than five 
years and has risen in priority between 2007 and 2009 [34].  

Enterprises with effective ITG have actively implemented a set of ITG mechan-
isms that encourage behaviors consistent with the organization’s mission, strategy, 
values, norms, and culture [7]. ITG can be deployed using a mixture of various struc-
tures, processes and relational mechanisms [16]. When designing ITG, it is important 
to recognize that it is contingent upon a variety of sometimes conflicting internal and 
external factors. Determining the right mechanisms is therefore a complex endeavor 
[1]. 

Among the literature several authors argued that organizations should use ITG me-
chanisms [1][3][12], but few researches attempt to describe and provide a complete 
explanation on ITG mechanisms. Plus, there is not a consensus about all the existent 
ITG mechanisms. The majority of the authors point a set of ITG mechanisms without 
justifying why those and not others, were selected. What’s more, in some cases they 
overlap each other.  
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In this work we propose to perform an extensive Literature Review (LR) in order 
to elicit all the relevant ITG mechanisms describing them and pointing out the main 
references. This work aims to solve the incongruities and inconsistencies about ITG 
mechanisms, to thereby increase the consensus about this subject. To do this, it is 
necessary show the incongruities and inconsistencies and how to solve this problem. 

In the next section we introduce the research methodology where we elicit the 
main steps to perform a LR. Afterwards we describe the problem this research intends 
to help solve. We follow with a LR regarding ITG mechanisms and identify and de-
scribe the main ITG mechanisms. Then, we describe how we evaluate our work. We 
finish with conclusion about the research as well as contributions, limitations, and 
future work. 

2 Research Methodology 

A review of prior, relevant literature is an essential feature of any academic project. 
An effective review creates a firm foundation for advancing knowledge. It makes 
theory development easier, closes areas where there is a plethora of research, and 
uncovers areas where research is needed [32]. A LR is “the use of ideas in the litera-
ture to justify the particular approach to the topic, the selection of methods, and dem-
onstration that this research contributes something new.” [37]. 

Constructing a review is a challenging process because we often need to draw on 
theories from a variety of fields. Conducting an effective LR that will yield a solid 
theoretical foundation should also provide a firm foundation to the selection of the 
methodology for the study [39]. Nevertheless, the LR represents the foundation for 
research in IS. As such, to review articles is critical to strengthen IS as a field of study 
[32]. 

To have a quality IS research we should conduct a LR that will enable researchers 
to find out what is already known. When proposing a new study or a new theory, 
researchers should ensure the validity of the study and reliability of the results by 
making use of quality literature to serve as the foundation of their research. 

In a review of literature researchers should use sources that substantiate the pres-
ence of the problem under investigation [38].We analyzed the current literature about 
LR and identified the most important steps and tips to be followed in order to provide 
an effective LR. These steps can be seen in Table 1. 

3 Problem 

The dependency on IT becomes even more imperative in our knowledge-based econ-
omy, where organizations are using technology in managing, developing and commu-
nicating intangible assets such as information and knowledge [40]. 

Corporate success can, of course, only be attained when information and know-
ledge, very often provided and sustained by technology, is secure, accurate, reliable, 
and provided to the right person, at the right time, and at the right place [41][45].  
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Table 1. Literature Review Main Steps 

Nº STEP Description This Paper 

1 Identifying relevant 
literature 

A high-quality review is complete and focuses on concepts. 
A complete review covers relevant literature on the topic 
and is not confined to one research methodology, one set of 
journals, or geography. The quality of the literature used 
plays a significant role in advancing the knowledge of the 
researcher and the overall Body of Knowledge (BoK) 
[31][32]. 

All document 

1.1 Validating the quality of 
the IS literature 

In order to select the source material for the review, the 
following steps must be performed [31][32][33]: 
a) The major contributions are likely to be in leading 

journals. You should also examine selected conference 
proceedings, especially those with a reputation for quali-
ty. 

b) Go backward by reviewing the quotations for the articles 
identified in step 1 to determine prior articles you should 
consider. 

c) Go forward to identify articles citing the key articles 
identified in the previous steps. 

Several journal 
articles, the 
main digital 
libraries (IEEE, 
ACM,etc) 

1.2 Testing for applicability 
to your study 

While searching for quality literature is essential, it is also 
important to identify articles that are applicable to the 
proposed study. 
This issue has two critical facets. The first deals with the 
inclusion or exclusion of articles from the LR, and the 
second deals with ethical and unethical use of references 
[31][33]. 

Only papers 
with focus on 
ITG and ITG 
mechanisms 
were considered 

2 Structuring the review 
Concept-Centric against Author-Centric. Thus, concepts 
determine the organizing framework of a review [32]. 

Table 2, Table 
3, Table 4 

2.1 Writing arguments and 
argumentation theory 

Describe the problem and support it with good references 
[31]. 

Section 1, 
Section3 

2.2 Apply the literature 

Application is demonstrated by activities such as demon-
strating, illustrating, solving, relating, and classifying. In the 
context of the LR, application is most directly revealed by 
the two-step process of [31]: 
a) Identifying the major concepts germane to the study; 
b) Placing the citation in the correct category. 

Spread over the 
article 

2.3 Theoretical development 
in your article 

Add knowledge and advice for possible future work [32]. Section 6.2 

2.4 
Creating discussion and 
conclusions 

Discussion and conclusions [32]. Section 6.1 

3 Tips for LR Tips for doing a good LR [31]. All Document 
3.1 Know the literature Describes what the work is about [31]. All Document 

3.2 
Comprehend the litera-
ture 

Demonstrates that you understand the work and if possible 
provides some examples [31]. All Document 

3.3 Analyze the literature Demonstrates the work relevance [31]. All Document 

3.4 Synthesize the literature 
Several references for one phrase instead of a reference for 
each phrase [31]. 

When Possible 

3.5 Evaluate the literature Demonstrate if the work is already validated or not [31]. All Document 

3.6 Tone 

A successful LR constructively informs the reader about 
what has been learned. In contrast to specific and critical 
reviews of individual papers, it tells the reader what patterns 
you are seeing in the literature. Do not fall into the trap of 
being overly critical [32]. 

All Document 

3.7 Tense 

Present or past tense? We think that we should use the 
present, because it gives to the reader a great sense of 
immediacy. There is an exception: an author’s opinion can 
change with time, so we should use the past tense when 
quoting someone [32]. 

All Document 

4 Evaluating the theory 

With each revision, the paper ripens. Expose your paper to 
the fresh air and sunshine of collegial feedback. With each 
discussion, new ideas emerge. The ripening process is 
facilitated with hard work and frequent revisions [32][47]. 

Section 5 
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This major IT dependency also implies a huge vulnerability that is inherently 
present in certain complex IT environments [42][43][46]. The question of the ‘prod-
uctivity paradox’ - why IT have not provided a measurable value to the business 
world - has puzzled many practitioners and researchers [41][42][43]. 

All the issues described above point out that the critical dependency on IT calls for 
a specific focus on ITG [1][28]. ITG is a concept that has suddenly emerged and be-
come an important issue in the IT field [44]. Precisely when this new challenge began 
surfacing is unknown, but it is now a discussion issue within most organizations. 
Some corporations and government agencies began with the implementation of ITG 
to achieve a fusion between business and IT and to obtain needed IT involvement of 
senior management. In surveys, CIOs also indicate ITG as an important management 
priority [16]. 

To implement ITG, organizations use a mixture of various structures, processes 
and relational mechanisms. When designing ITG, it is important to recognize that it is 
contingent upon a variety of sometimes conflicting internal and external factors. De-
termining the right ITG mechanisms is therefore a complex endeavor and it should be 
recognized that what strategically works for one company does not necessarily work 
for another [30], even if they work in the same industry sector [1]. 

However, ITG mechanisms are not well defined among the literature and this paper 
intends to identify, describe and clarify the most relevant ITG mechanisms. 

4 Literature Review 

Throughout this research we tried to follow the main steps (Table 1) we have identi-
fied in order to provide an effective LR. We started looking into journals articles. 
Moreover, we also looked into some of the most known communities, as IEEE and 
ACM. After the identification of the most relevant articles in those communities’ 
digital libraries, we then follow the articles referenced in each identified article. We 
also identified the main authors and looked for their future and prior work. 

We read 58 articles about ITG mechanisms from which 27 articles were identified 
as relevant to this study. 

The selection criteria for the ITG mechanism articles were based on: 

- Articles must explicitly be about ITG 
- Articles must explicitly mention ITG mechanisms 
- Articles must contain a clear and not ambiguous definition of the mentioned 

ITG mechanisms 

We have adopted a concept-centric approach instead an author-centric approach as 
advised in step 2 of the Table1. A concept-centric approach guarantees a good synthe-
sis of the literature [32]. In Table 2, we can see an example of the application of the 
concept-centric approach. 

In section 3 we emphasize the problem under which this paper is grounded as ad-
vised in step 2.1 of the Table 1. 
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Possible future work (step 2.3 of Table 1) is proposed in section 6 where we ex-
plain how future researchers can improve this work and add knowledge to ITG BoK.  

In section 6, we will draw conclusions about this research and argue about the limi-
tations that we found in the course of our research. We will also provide the contribu-
tions that this paper adds to the current ITG Bok (step 2.4 of Table 1). 

Throughout this LR we worked hard to follow as much as we could the tips pre-
sented in step 3 of Table 1. 

As recommended in step 4 of the Table 1, in section 5 we explain how we have 
evaluated our theory in order to have the best theory. In Table 2 we summarize the 
Structure mechanism found in the LR, in Table 3 we summarize the Processes me-
chanisms found in LR and in Table 4 we summarize the Relational mechanisms found 
in LR. We also provide the respective references of each mechanism. 

Table 2. ITG Structure Mechanisms 

Structure 
Integration of governance /alignment tasks in roles & 
responsibilities  

[1][2] [3][ 10][ 16][ 18] 

IT strategy committee [1][2][3][8][10][12][15][16][18] 
IT steering Committee [1][2][8][9][10][11][12][13][15][16][18]  
CIO on Board [1][10][12][18][19] 
IT councils [25][27] 
IT leadership councils [7][22][25] 
E-business advisory board [1][10][19] 
E-business task force [1][10][19] 
IT project steering committee [1][3][10][13] 
IT organization structure [1][10][12][16][18] 

• Centralized [1][2][4][9][11][12][15][19][21][22] 
• Federal [1][2][4][7][9][11][12][15][19][21] 
• Decentralized [1][2][4][9][11][12][15][19][21][22] 

IT expertise at level of  board of directors [3][12] 
IT audit committee at level of board of directors [3][12][14] 
CIO on executive committee/CIO reporting to CEO 
and/or COO 

[3][4][12][13][17][28] 

ITG function/officer  [3][4] 
Architecture steering committee [3][4][8][12][15][25][28] 
IT investment committee or capital improvement [4][12][15][22] 
Business/IT relationship managers [12][15][17][19][25] 

 
In Table2, Table 3 and Table 4 we have tried to standardize the ITG mechanisms 

since we believe this standardization may help to fulfill this paper problem. For ex-
ample, the IT BSC that in the article [4] appears as a Relational Mechanism that is 
placed here as a Process Mechanism, once that choice is the most used among the 
literature [2][3][10][19]. 

Likewise we have grouped some ITG mechanisms, taking into account the defini-
tions proposed by the authors. One example is: Working with non-conformist, pro-
vided by [12] that was joined with ITG campaigns provided by [3]. The same occur 
with the merge of Web-Based Portals [12] and IT portal [4]. The reasons that led to 
this merge were based on the similarity of both definitions.  
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Table 3. ITG Processes Mechanisms 

Processes 
IT BSC  [1][2][6][10][16][18][19] 
Strategic Information System Planning [1][2][3][16] 

• Business System Planning [1][2][3][16] 
• Critical Success Factors [1][6][16][19] 
• Competitive forces model of Porter [1][16] 
• Business Process Reengineering approach [1][16] 
• Value chain models of Porter [1][16] 

Frameworks ITG [1][2][10][16][18] 
• COBIT [1][2][3][10][14][16][18] 
• COSO/ERM [3][28] 
• ITIL [1][2][10][14][16][18] 

Service Level Agreement [1][2][3][4][5][10][11][12][15][18][19] 
Business/IT alignment model [1][10][14] 

• Strategic Alignment Model (SAM) [1][2][10][19] 
ITG Maturity Models [1][10][16] 
Portfolio management [3][ 4][26] 

• Information Economics [1][2][3][4][6][10][16][18][19][26] 
• Business Cases [3][13][19] 
• ROI [1][3][12][16][18] 
• VALIT [2][3][14] 

Chargeback [3][4][7][12][15][25] 
ITG assurance and self-assessment  [3][15] 
Project governance/management methodologies [3][10][13]
IT budget control and reporting [3][7][11][13] 
Demand management  [4][26] 
Architectural exception process [12][27] 

Table 4. ITG Relational Mechanisms 

Relational  
Active participation by principle stakeholders [1][10][19] 
Collaboration between principle stakeholders [1][10][19] 
Partnership rewards and incentives [1][2][10][18][19][20] 
Business/IT collocation [1][2][3][10][19] 
Shared understanding of business/IT objectives [1][2][10][11][18][19] 
Cross-functional business/IT training [1][2][3][10][18][19] 
Cross-functional business/IT job rotation [1][2][3][10][16][18][19] 
ITG awareness campaigns [3][12] 
Corporate internal communication addressing on a regular basis [3][11] 
IT leadership [3][13][15][28] 
Informal meeting between business and IT executive/senior man-
agement 

[3][23][25] 

Executive/Senior management give the good example [3][23][28] 
Business/IT account management [3][28] 
Knowledge management (on ITG) [3][12] 

• Web-based (IT) portals [3][4][12][15][18] 
Senior management announcements [12][22] 
Office of CIO or ITG  [12][17][27] 

Moreover, we have eliminated all the ITG mechanisms with only one reference,  
to maintain the consistence of this research and ensuring in this way that the ITG 
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mechanisms that appear in this table are the mechanisms that actually drive to a better 
agreement of the experts and scientific community.  

4.1 Types of Mechanisms 

As previously stated in this paper, enterprises must design and implement three types 
of ITG mechanisms [16] in order to promote desirable IT behaviors. 

All these types of ITG mechanisms are important and they must be combined in 
order to create a holistic approach that promotes effective and efficient ITG through-
out the organization. 

The description of the three types of ITG mechanisms are detailed below: 

• Structure Mechanisms: The most visible ITG mechanisms are the organiza-
tional units and roles responsible for making IT decisions, such as commit-
tees, executive teams, and business/IT relationship managers [2][12][24][27]. 

• Processes Mechanisms: Formal processes for ensuring that daily behaviors 
are consistent with IT policies and provide input back to decisions. These in-
clude IT investment proposal, architecture exception processes, Strategic In-
formation System Planning, chargebacks, among others [2][12][24]. 

• Relational Mechanisms – The relational mechanisms complete the ITG 
framework and are paramount for attaining and sustaining business-IT 
alignment, even when the appropriate structures and processes are in place. 
For attaining and sustaining business-IT alignment, mechanisms like an-
nouncements, advocates, channels and education efforts are used 
[6][24][27][28]. 

Not all researchers give the same name to the different types of ITG mechanisms 
however the meaning is equivalent. For example, Weill and Ross [12] call communi-
cation mechanisms while Grembergen and De Haes [2] use the term relational me-
chanisms to the same type of ITG mechanisms. In this paper we have chosen to call 
these mechanisms relational mechanisms. This decision is due to the fact that rela-
tional mechanism is the term most used among ITG literature [10][13][19]. 

4.2 Structure Mechanisms 

In this section we will describe the structure mechanisms. Unfortunately, due to space 
limitations we only provide the description of some mechanisms. 

IT Steering Committee: The IT steering committee is situated at executive level. It 
is responsible for determining business priorities in IT investment [3]. It assists the 
Executive in the delivery of the IT strategy, overseeing the day-to-day management of 
IT service delivery and IT projects. IT steering committee focuses particularly on 
implementation [1], tracking IT investments, setting priorities and allocating scarce 
resources [8]. Firms using steering committees have been found to exhibit greater 
business executive attention to IT-related activities, a greater commitment to IT plan-
ning practices and a forward-looking IT project portfolio [9]. 
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IT Strategy Committee: The IT Strategy Committee operates at the board level. The 
IT Strategy Committee – composed of board and non-board members – should assist 
the board in governing and overseeing the enterprise’s IT-related matters. This com-
mittee should ensure that IT is a regular item on the board’s agenda and should work 
in close relationship with the other board committees and with management in order 
to provide input, and to review and amend the aligned enterprise and IT strategies 
[1][3][16]. 

CIO on Board: ITG effectiveness is only partially dependent on the CIO and should 
be viewed as shared responsibility and enterprise wide commitment towards sustain-
ing and maximizing IT business value. The presence of the CIO on Board will ensure 
that IT will be a regular item on the board’s agenda and that it will be addressed in a 
structured manner. That presence will also enhance the ability of the board to under-
stand the role of IT in business strategy and to map the ITG role of the executive 
team. The CIO should report on a regular basis to the board [12][16][19]. 

CIO on Executive Committee/ CIO Reporting to CEO and/or COO (Chief Oper-
ation Officer): CIO has a direct reporting line to the CEO and/or COO. This ensures 
that IT is part of the executive team where most strategy discussions begin and end. 
With that interaction IT can be an enabler of the organization [3][4]. 

Architecture Steering Committee: Committee composed of business and IT people 
providing architecture guidelines and advises on their applications. The main goal of 
this committee is identify strategic technologies [3][12][15][25]. 

Business/ IT Relationship Managers: Business/IT relationship managers Busi-
ness/IT relationship managers act as the intermediary between the business and IS, 
playing a critical daily two-way role by helping IS understand how business operates 
and giving the business units an entry point to IS. They play an important role in 
communicating mandates and their implications and supporting the needs of business 
units managers while help them see benefits rather than inconveniences [12][15]. 

IT Expertise at Level of Board of Directors: Members of the board of directors 
have expertise and experience regarding the value and risk of IT. A lack of board 
oversight for IT activities is dangerous; it will put the firm at risk in the same way that 
failing to audit its books would [3][51].  

4.3 Process Mechanisms 

In this section we will describe the process mechanisms. Unfortunately, due to space 
limitations we only provide the description of some mechanisms. 

IT Balanced Scorecard (IT BSC): An important part in the implementation process 
of strategic alignment is the performance measurement of IT and of IT related to the 
business. BSC has been applied in the IT function and its processes. Recognizing that 
IT is an internal service provider, the proposed perspectives of BSC should be 
changed accordingly, with corporate contribution, user orientation, operational excel-
lence, and future orientation. Linking the business BSC and the IT BSC is a suppor-
tive mechanism for ITG [1][2][16].  
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Chargeback: Chargeback is an accounting mechanism for allocating central IT costs 
to business units. The purpose of chargeback is to allocate costs so that business units 
IT costs reflect the use of shared services while the shared services unit matches its 
costs with the business it supports. When IT understands its costs and charges out 
accordingly, chargeback processes demonstrate the cost saving resulting from shared 
services. Enterprises with effective costing mechanism find that chargeback can foster 
useful discussions between IT and business units about IT charges, leading to better-
informed ITG decisions [3][12][15]. 

Service Level Agreements: A Service Level Agreements (SLA) is defined as “a 
written contract between a service provider of a service and the customer of the ser-
vice”. The functions of SLAs are: Define what levels of service are acceptable by 
users and are attainable by the service provider; define the mutually acceptable and 
agreed upon set of indicators of the quality of service. Three basic types of SLAs can 
be defined: in-house, external and internal SLAs. The differences between those types 
refer to the parties involved in the definition of the SLA. 

The negotiation of SLAs should be completed by an experienced and multi-
disciplinary team that equally represents the user group and the service provider. 

The major governance challenges are that the service levels are to be expressed in 
business terms and that the right SLM/SLA process has to be put in place [1][2][16]. 

Architectural Exception Process: Technology standards are critical to IT and busi-
ness efficiency. But occasionally exceptions are not only appropriate, they are neces-
sary. Enterprises use the exception process to meet unique business needs and to 
gauge when existing standards are becoming obsolete. 

Without a viable exception process, business units ignore the enterprise wide stan-
dards and implement exceptions with no approval.  

The effectiveness of the architecture exception process depends on the ability of 
the IT unit to research and define standards and on the enterprise’s commitment to 
technology standards [12][27]. 

Demand Management: Demands for IT resources come from all directions and in all 
forms. Some demand is routine, other demand is strategic and complex. 

Demand management forces all IT demand through a single point, where the de-
mands can be consolidated, prioritized and fulfilled [4][26]. 

4.4 Relational Mechanisms 

In this section we will describe the relational mechanisms. Unfortunately, due to 
space limitations we only provide the description of some mechanisms. 

ITG Awareness Campaigns: Campaign to explain to business and IT people the 
need for ITG. Working with managers who stray from desirable behaviors is a neces-
sary part of generating the potential value of governance processes. Therefore, it is 
necessary to communicate with those managers in order to educate them for IT issues 
[3][12]. 

IT Leadership: The ability of the CIO or similar role to articulate a vision for IT’s 
role in the company and ensure that this vision is clearly understood by managers 
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throughout the organization. Hence, we can say that the goal of IT leadership is to 
have coordination across the enterprise [3][15][23]. 

Informal Meetings between Business and IT Executive/Senior Management: 
Informal meetings, with no agenda, where business and IT senior management talk 
about general activities, directions, etc. (e.g. during informal lunches) [3][25]. 

Corporate Internal Communication Addressing on a Regular Basis: Internal cor-
porate communication regularly addresses general IT issues [3][23]. 

Executive/Senior Management Giving the Good Example: Senior business and IT 
management acting as “partners” [3][23]. 

Summarizing, we can argue that our theory consist in an analysis of the literature 
in order to elicit the most common ITG mechanisms. In our theory we have tried to 
eliminate some gaps that, as were aforementioned, may difficult the implementation 
of ITG. 

We also have defined some of the ITG mechanisms presented in Table 2. These 
definitions are important since it is important to have a deep knowledge about the 
meaning of the ITG mechanisms before choosing the most suitable to the organiza-
tions. 

5 Evaluation 

An evaluation of a theory in a LR is a difficult and nebulous task [32]. In this section 
we describe how we evaluated our research so far in order to validate our theory. Our 
theory, as it was aforementioned state that there are some gaps about ITG mechan-
isms that need to be solved. Our theory provides a contribution to solve these prob-
lems. As we can see in Section 4, some similar definitions were merged into the same 
mechanism. This standardization will be useful to all the ITG practitioners and to the 
scientific community. 

As Weick [47] argued, a theory must be explanatory. The resulting theory of this 
research consists in the identification of the most relevant ITG mechanisms. In this 
theory, we gathered information from several articles and books, and then, we not 
only summarized the most important ITG mechanisms but also described them. 

We argue that our theory is explanatory once it explains the most important ITG 
mechanisms and also provides their definition. Unfortunately, due to space limita-
tions, we couldn’t provide the definition of all the identified ITG mechanisms. Some 
authors as Davis and Lewis [48][49] argued that a theory must be interesting and 
relevant. In our viewpoint, this theory is relevant and interesting since, as stated in 
section 3, ITG is one of the CIO top issues and ITG mechanisms have been pointed as 
the best way to implement ITG in organizations. However, the ITG literature lacks a 
formal and consensual definition of ITG mechanisms. Therefore, we argue that this 
theory help ITG community to understand the ITG mechanisms as well as their pur-
pose. 

An important step in evaluation of LR researches is peer-review. Therefore we 
submitted our work to other researchers (as advised in step 4 of Table 1) so they can  
 



196 R. Almeida, R. Pereira, and M.M. da Silva 

 

advise us of possible improvements. After that, we review our research taking into 
consideration their comments. The most relevant advice was that we should remove 
all the ITG mechanisms with less than two references in order to consolidate our 
theory. 

6 Discussion and Conclusions 

In our opinion, one of the main contributions of this paper is the clarification of some 
relevant ITG concerns. Several researchers use and propose ITG mechanisms but do 
not describe them or tell what they are about. We argue that such fact is a lack of 
knowledge in ITG literature that must be solved. It is urgent to understand what kind 
of ITG mechanisms exist and what their purpose is. Thus, in this paper we try to 
clearly explain the most important ITG mechanisms. 

Some important authors in ITG literature (for example Weill, De Haes, Grember-
gen, etc.) use ITG mechanisms in their research. However, even these researchers 
have some incongruities among them since they use different names to the same ITG 
mechanism. In this paper we tried to solve this problem by formalizing the ITG me-
chanisms and mitigating ambiguities. 

To sum up, this paper presents and describes all the most important ITG mechan-
isms. Plus, we have eliminated some incongruities about ITG mechanisms’ names and 
definitions. 

6.1 Contributions and Limitations 

Quality research must provide justifications for the potential contributions provided 
by the proposed study. Such justifications should demonstrate how the proposed re-
search contributes something new to the overall BoK or advances the research field’s 
knowledge [32]. 

In this section we describe the contributions of this paper to ITG field BoK. We 
believe that having a set of formalized ITG mechanisms will help researchers and 
practitioners to understand and select which are the most appropriate ITG mechan-
isms and their importance to achieve effective and efficient ITG.  

Furthermore, we believe that the presented set of ITG mechanisms as well as their 
description will increase the knowledge about the meaning and importance of the 
mechanisms, facilitating their correct adoption by organizations. 

Finally, we believe that this research mitigates ambiguities among the ITG me-
chanisms and their respective meanings. 

Of course our research has some limitations as well. So far we took into consid-
eration 58 articles, which can be viewed as a small set of ITG articles for a LR paper. 
However, ITG is a recent discipline [24][28] and we argue that 58 articles are a con-
siderable amount of researches to analyze. 

Plus, as previously stated, from 58 we excluded 31 articles because they did not 
follow our criteria. It is more than 50% of the initial articles. This is evidence that 
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many researchers use and propose ITG mechanisms but few attempt to describe them 
and explain what they are useful for.  

Therefore, we argue that the main contribution of this research is the identification 
and description of the main ITG mechanisms.  

6.2 Future Work 

According to step 2.3 (Table 1), in this section we must provide some work that can 
and must be done in the future in order to go further in the ITG field. 

We believe that in the future some researchers must analyze ITG case studies in 
order to understand how organizations are adopting ITG mechanisms. Then, research-
ers should study which ITG mechanisms are more appropriated to each kind of organ-
ization always taking into consideration the context of each organization. Possibly the 
ITG contingency factors already proposed in ITG literature [29] could be well applied 
for this purpose.  

As previously stated, we should have a holistic approach in ITG. So, we argue that 
another future work should be concerned with the identification of which mechanisms 
can or must work together and which ones are not combinable at all. 

Last but not least, the identification of new ITG mechanisms must be a continuous 
work and we argue that future researchers should complement and improve the pre-
sented ITG mechanisms (Table 2) with new and innovative ITG mechanisms. 
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Abstract. In this paper, we present an environment that contains tools
for service design, simulation and prototyping. The main goal of this
research is to provide the designer with a method for flexible service
modeling. The models generated from this method are then simulated
using the Alloy Analyzer tool, or prototyped in the given target language,
like Java. In this way, the designer can analyze the behavior of the mod-
eled services and verify if they satisfy business needs and requirements.
At the heart of the environment is a flexible, semi-automatic, model-
driven tool for designing business services and transforming them through
multiple model layers to IT services by capturing the design decisions.
The modeling language is based on predefined parametrized functional
units. The applicability of this approach is demonstrated by a running
example based on the consulting project we undertook at the General
Ressort company.

Keywords: Service Design, Service Science, Business-Driven Develop-
ment, Model Transformation.

1 Introduction

Services have been defined through different perspectives in the service science
literature. In this paper, we adopt the definition in [3, p. 1], ”Business service is a
business-related work activity or duty performed for others to produce a business
outcome. It is the expectation of the business person that the service will accom-
plish this outcome. The person generally does not care how it is accomplished,
as long as it is done in an effective manner from a business perspective.”

A business service may be supported by one or more IT service(s), and may
consist almost entirely of IT services, especially where these services are directly
used by customer. Examples include online banking and online shopping.

ITIL v.3 defines a IT service as ”a service provided to one or more customers,
by an IT service provider. An IT Service is based on the use of information
technology and supports the customer’s business process. An IT Service is made
up from a combination of people, processes and technology.” [4]
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Based on these definitions, we will explain our approach for transforming
business services to IT services, as well as for simulating and prototyping them.

The main goals of any service-oriented design include flexible support and
adaptability of business services and improved business-IT alignment, i.e. or-
chestration of the lower level IT infrastructure services to deliver the desired
business-level customer services. The existing approaches, however, have failed
to fully meet these goals. One of the major reasons for this deficiency is the gap
that exists between the perceptions of computer science and management science
of term ”service”. In practice, the business and technology perspectives of ser-
vices have to be considered separately. Even simple changes to one perspective
(e.g. due to new regulations or organizational change) require error-prone, man-
ual re-editing of the other one [5]. Over time, this leads to the degeneration and
divergence of the respective models and specifications; this thereby aggravates
maintenance and makes expensive refactoring inevitable.

Our approach for aligning business services with IT services is model-driven,
semi-automatic, and flexible, enabling the implementation design of business
services. It proposes the set of models corresponding to the model-driven archi-
tecture (MDA) defined levels. A central aspect of our method is that, in the
service design process design decisions are captured in each step. This way, they
are clearly separated from the automatic part of the transformation. Thus, the
design process is done semi-automatically. In these steps, the designer can inde-
pendently make the decisions about different service components, features and
all aspects relevant to the service design. In this way, he can flexibly change the
design.

In the design process, the designer begins by identifying the services required
by the customers, then follows by capturing the design decisions. Based on these
decisions, intermediate model layers and finally IT services are generated. These
services are necessary for the implementation of the application supporting the
customer’s requirements. This process allows business analysts to represent ser-
vices from a business point of view, while facilitating the design and development
of IT services.

The details embedded in an IT service design model-layer enable the execution
of the model on the given target platform, such as JEE (Java Enterprise Edition),
creating a prototype. All the model layers can be translated and simulated with
the Alloy Analyzer tool [6], so that the designer can see how each of the model
layers behave, by viewing a few instances of the model.

We illustrate our approach by the running example based on a consulting
project we undertook at a company that sells parts for watches in Switzerland,
General Ressort (GR).

We organize the paper as follows. In Section 2, we explain our modeling envi-
ronment. In Section 3, we discuss service design. In Section 4, we discuss service
simulation and prototyping of the model layers. We present related work in Sec-
tion 5. The final section concludes the study and discusses the future work.
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2 Modeling Environment

Our modeling environment uses a spiral process for service design and proto-
typing, because it allows incremental refinement through each time around the
spiral. At each iteration around the cycle, the service prototypes are extensions
of an earlier prototypes. In this way, the designer can analyse and validate how
the design decisions can influence the design and implementation of the services.

There are four model layers in our service design process and three in-between
steps that capture the design decisions in predefined matrix formats. The de-
signer captures the decisions in predefined matrix formats by using ’define
and distribute’ pattern. This means, in each step, the designer defines new
elements in the system, which become the columns of the matrix. Also, the de-
signer distributes some existing elements shown in rows of the matrix to the new
elements. After service design process, the last layer of the IT service design can
be transformed to the intermediate project containing data needed by BUD tool
[7] to generate the prototype. In addition, each of service design layers can be
simulated in Alloy.

In order to understand all parts of the environment and the example, we will
explain the main principles of the proposed modeling approach, mostly based on
Catalysis approach [8].

2.1 Modeling Approach

The central aspect of our approach is a system and its two main aspects: the
organizational and functional [9]. For both aspects, we define the black-box and
the white-box view of the system (Figure 1a). The organizational black-box
view of the system is called ’system as a whole’, and it hides the organizational
aspects of the system; unlike the organizational white-box view of the system,
called ’system as a composite’, which reveals a system’s construction. Similarly,
the functional white-box view of the system is called ’action as composite’ and it
provides insight into system’s functionality, unlike the functional black-box view
(’action as a whole’) that hides them. As we can see in Figure 1a, when moving
down the organizational axis, we refine a system into its components. When we
moving from left to right on the functional axis, we refine system’s behavior into
its component behavior.

There is also a special view of a system and a type of the action, called ’action
as n-ary relationship’, where one action is distributed among many systems
connected with one action binding in between (Figure 1b). In this way, it is
specified what part of action is in which system. However, the action parts are
still dependent on each other and cannot be treated separately; only together
can they be seen as one action.

Another important characteristic of our approach is that it places the action
on an equal footing with the object, because good decoupled design requires
careful thought about what actions occur and what they achieve. Therefore,
behaviour and data are equally important in the proposed method and each
model layer contains both the behaviour and data part of the services.
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(a) Organizational and Functional Hierar-
chy

(b) Action as n-ary Relationship

Fig. 1. System and Action Representation

(a) Meta Model (b) Catalysis and Business Corre-
sponding Terms

Fig. 2. Meta Model and Corresponding Business Terms

2.2 Meta-model

In order to understand the models given in this paper, we show the meta-model
with relevant elements in Figure 2a. The full lines in the meta-model correspond
to the ’contain’ relationship, where one element is inside the other. The dashed
lines correspond to the ’is linked to’ relationship, where one element is related
to the other with a line. The concepts used in the meta-model are based on
Catalysis terms. The table with the corresponding business terms can be seen
in Figure 2b.

The root element of any model is working object as composite (WOC ), repre-
senting the system of interest, in this case the market segment. It is composite,
because it contains the main stakeholders, such as the service provider (company
providing the service) and service client (customer company). WOC reveals the
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system structure, therefore it can contain other WOs (whole and composite). It
can also contain actions shared among different systems (joint action (JA) or
split joint action binding (SJAB)). SJAB corresponds to the action binding in
’action as n-ary relationship’, i.e. it connects several distributed actions in differ-
ent systems, thus making one action. JA is the whole action with all its elements
between many systems. There are no action parts in the other system. SJAB
has links to split joint actions (SJAs). They correspond to the action parts in
’action as n-ary relationship’. One of them contains a link to the event, showing
who is initiating the action SJAe, while the others have no event related to it
SJAne.

WOW does not reveal its structure. Therefore, it does not contain other
WOs. It can contain actions or data elements (properties (LP), inputs (INP),
outputs (OUT ) and EVENT s). These actions can be joint actions (SJA and JA)
or localized (LA), meaning they are inside just one WO, and are not split be-
tween many WOs. As with all other whole-composite relations, localized action
composite (LAC ) can have many localized action whole (LAW s).

As a service is a duty performed for others producing outcome, it always
has some input and output parameters. Therefore, all actions, i.e. services (LA,
JA, SJA) contain inputs and outputs. Also, they have information about who
is initiating the service captured in the event. In the case of SJA, it applies to
only one action part related to the action.

In addition, in our approach service is defined with functional units (FU ) and
properties (LP), representing the behavioural and data part of service, respec-
tively. This does not apply to LAC, because it represents the grouping of objects
for many LAW s (services).

There are four different types of services, one for each model layer of our ser-
vice design process. The top-level layer is business service, as defined in Section
1. Thus, it represents the service that the customer needs. This service is trans-
formed to the joint business service, joint IT service and finally independent
localized IT services for each system of interest.

2.3 Predefined Parametrized Functional Units

One of the specificities of our approach is to have a single language to describe
all different viewpoints of service systems, from business to IT. To this end,
we have introduced the concept of predefined, parametrized functional units.
They represent atomic logic elements with given parameters, so that they are
flexible for modification. For each of them, we need to define general structure
and parameters (Figure 3).

Fig. 3. General Parameters of find Functional Unit
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(a) Service Design - Modeling Environment

(b) Service Simulation - Alloy

(c) Service Prototyping - Java Using JSON Templates

Fig. 4. find Functional Unit in Different Parts of Environment

As we can see, for ’find’ functional unit, there are four parameters:

– the set in which we want to find the element
– the criteria we apply to search an element (attribute)
– the concrete value with which we want to compare attribute (input value)
– the element found in the set by given criteria (output value).

Based on this general description, ’find’ functional unit is shown in different
parts of the environment, see Figure 4. In service design part, we can see all
the parameters in diagram in Figure 4a. Notice that in this case, ’criteria’ and
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’whichSet’ parameters are shown in one line ’criteriaAndWhichSet’. The reason
for this is that we wanted to have design as clear as possible without having
redundant lines. From this line connected to the criteria element, we can conclude
the ’whichSet’ as a parent element of ’criteria’.

Similarly, in service simulation part (Figure 4b) we have predefined Alloy
function with all defined parameters. Finally, in service prototyping part (Figure
4c) we can also see the parameters used in Java environment based on JSON
templates.

Similar to ’find’ functional unit, based on general parameters defined for other
functional units, the description and semantic of functional units are defined in
other parts of the environment.

3 Service Design at General Ressort

For a better understanding of the design process, we illustrate each design step
by applying it to the example of company GR. For the purpose of this paper, we
focus only on a simplified business service of order processing. We illustrate the
design steps in our approach based on this example. By convention, information
in italics are the corresponding names of the elements in the model.

The simplified business service is executed as follows: ”GR gets order (Or-
derInitial) from the customer that contains a unique customer name and unique
customer part id. The person dealing with orders (OrderEntryPerson) receives
the information about the order (OrderInitial) and finds the customer and the
part by unique information in the enterprise resource planning system (ERP).
Finally, he creates the confirmed order (OrderConfirmed) in the ERP.”

Finally, here is the description of the model layers and steps of the proposed
design process. Due to the lack of space, we will show just the first transformation
in the details. For the other steps, please refer to [10].

Business Service Design. In the first layer, the designer specifies the busi-
ness services, see Figure 5. As it can be seen, we show a segment composed of
company GeneralRessort and CustomerCompany. There is one main business
service that is modeled: OrderProcessing. We do not show either the organi-
zation of the company or the sub-services (sub-actions). Therefore, this model
layer represents the system as a whole (GeneralRessort[w]), action as a whole
(OrderProcessing[w]).

As already mentioned in Section 2, both the behavioural and data part of
the services are shown. The behavioural part is shown by predefined functional
units (fu). They represent atomic operations, such as find, create, etc. They
can be parametrized as explained before (by links criteriaAndWhichSet, input,
output). Set properties represent the set of elements of one kind, e.g. Customer.
The relation between these elements is shown by relationship. For each property
we show cardinality and name.

The inputs and outputs are marked by prop-woIn and prop-woOut. The busi-
ness service order processing has input parameter OrderInitial with Name and
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CustomerPartId and one output parameter, OrderConfirmed. woIn and woOut
mean that they come into and go out from the system GeneralRessort from and
to outside (CustomerCompany), respectively.

Also, each service has one event (in this case event-woIn) associated to it,
showing the entity that initiates the service. In this step, there are no roles,
therefore the event is shown inside the whole system GeneralRessort.

Functional units can be connected with lines containing circle that can be
annotated by the name of the data they share, such as Customer, meaning that
fu find and create share one data of the type Customer.

Fig. 5. Business Service Design

Joint Business Service Design. In the next model layer, the company con-
struction is revealed and joint business services are defined by providing details
about the business service-related data responsibilities within the company’s
roles. Therefore, the layer corresponds to the system as a composite, action as
a whole.

The designer defines the roles (organizational units) in the system and dis-
tributes the service-related data to these roles, according to their responsibilities.
This can be seen in matrices in Figure 6.

The designer defines roles: OrderEntryPerson and ERP, marked in the ma-
trices and in the next model layer.

Then all data from the model layer in Figure 5, shown in the rows of the
matrix, are distributed to the newly defined roles (Figure 7).

As we can see, joint business service design contains defined business ser-
vices without changes of the functional units. However, the properties related to
service, as well as the inputs and outputs are distributed to the newly defined
roles. Notice that there is only one service defined between many roles, it is still
unknown which role is responsible for which part of the service performance.

Joint IT Service Design. In this step, new services are defined, and existing
functional units are distributed to these services. This way we define which role
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(a) Role Definition (b) Data Responsibility

Fig. 6. Step 1 - Design Decisions from Figure 5 to Figure 7

Fig. 7. Joint Business Service Design

performs which part of the service. This provides insight into the functional
decomposition of the system, without a complete split of services. Therefore,
this layer corresponds to system as a composite, action as a n-ary relationship.

Localized IT Service Design. In this step, new sub-services (and implicitly
their events) are defined, and functional units are distributed to these services. In
this layer, services are completely split and systems are independent. Therefore,
this layer represents system as a composite, action as a composite. This model
contains IT services that are platform independent and ready to be executed in
any target language. In addition, it also contains the human services and human-
human interactions,which are very often important to show in a consulting project.

4 Service Simulation and Prototyping at General Ressort

One of the main challenges in service design is addressing the question on how
to prototype services (to generate, develop, test and evaluate ideas) throughout
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the design process [11]. In this section, we will briefly explain how the simulation
and prototyping is done in the proposed approach.

In order to check whether the model corresponds to the customer’s needs and
requirements, we simulate model layers, thus enabling the designer to simulate
the behaviour of the model layer and to find the design mistakes in the early
phase. In addition, the last model can be executed in the given target platform,
which also provides one way of validation.

4.1 Service Simulation

To simulate services, we use Alloy[12], a simple, but expressive declarative lan-
guage. We first formalize the models in Alloy and then we run and simulate them
using the Alloy Analyzer tool [6]. We use Alloy, because it can be also used to
check the refinement between different model layers, as it is explained in [13].

We have developed a tool that semi-automatically transforms models to the
Alloy code. The tool takes the meta-model of our modeling method, Alloy meta-
model and predefined functional units as input. Based on the inputs, it generates
the Alloy code, which can be run and analyzed in our tool, because the Alloy
Analyzer tool is integrated in our tool via Alloy Analyzer API (Application
Programming Interface). The exact mapping of our meta-model to Alloy meta-
model will be explained in a separate paper. The underlying idea is that static
elements of the model are mapped to Alloy signatures, and dynamic elements
(services) are mapped to Alloy predicates and functions.

As this approach de-couples the tasks of service composition from particular
service logic. The logic of the service is contained in a special Alloy library con-
taining all Alloy functions based on predefined parametrized functional units.
One example of such function is given in Figure 4. Services are then combined
in the main function, based on the description in the model. Our goal is to use
special declarative process language based on states and data for service compo-
sition. So far, we have used a simple combination of services, where inputs and
outputs of given services should be directly mapped onto one another. Currently,
we are working on developing the whole declarative process language, that could
be used to show different constraints and combinations of services.

The result of one of the simulations of the GR case is shown in Figure 8.
As illustrated, the customer and part are created in case they do not already
exist in the set. Company pre and Company post are the states of the company
General Ressort, before and after the order is processed, respectively. As we
can see, they both have the same OrderInitial that is the input to the service
and OrderConfirmed that is output of the service. Before the order process-
ing, there was no customer with the name Name given in OrderInitial, so the
new customer Customer with this name is created in customerSet that is in
Company post. In addition, the OrderConfirmed contains information about
that customer and becomes member of OrderSet. We do not provide the Alloy
code here, due to the constraints with paper length.
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Fig. 8. Result of Alloy model simulation

The goal in the future is to provide simulation results in a more user-friendly
form. For example, by transforming errors back to the models and marking them
there.

4.2 Service Prototyping

Our prototyping tool is based on BUD tool [7]. It takes the last model as an
input and transforms it to an executable prototype. It works in 2 steps:

– Generates an intermediate language independent file (JSON)

– Generates an executable application for the target programming language.

The BUD tool is based on JSON templates, a minimal but powerful templating
language [14]. JSON templates enable us to define program logic using templates
for any language and data dictionary. The data dictionary determines which part
of the template should be replaced with what information, as explained in [14].

In the first step, our prototyping tool transforms the last model into the data
dictionary written using JSON (Java Script Object Notation). In the second step,
the templates and the data dictionary (JS file) are combined and parsed using
JavaCC [15], and the corresponding files are created. In Figure 9, we can see how
we can generate file ’CustomerJPA’ using the data dictionary and the template.
Note that this is a shorter version of the template, made for the purpose of this
paper.

The example given shows just the static part of the service system. Similar to
Alloy, the dynamic part contains service logic and service composition separately.
The example of service logic is given in Figure 4. Service composition is shown
in a separate part of template file. Currently, there are no special conditions for
service compositions, therefore this part is missing. However, in our future work
as already stated, we plan to develop new declarative process language, and to
show example of its usage.

Discussing the platform implementation constraints and other details of this
step fall out of the scope of this paper. For more information, please refer to [7].
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Fig. 9. BUD tool

5 Related Work

The proposed environment for service design, prototyping and simulation is MDA
(model driven architecture)-based [16]: it proposes a set of models extending from
the CIM (computation-independent model) level, the highest level of abstraction
of the MDA, to the PIM (platform-independent model) and PSM (platform-
specific model) levels. Business service and joint business service design corre-
spond to the CIM level, because they represent the context and purpose of the
model without any computational complexities. Joint IT service design and local-
ized IT service design correspond to PIM level. It describes which part is done by
software application and gives its behaviour and structure regardless of the imple-
mentation platform. In the service prototyping part of the process, the intermedi-
ate project containing the templates and specification objects corresponds to the
PSM level, because they are strictly related to the specific application platform.

We take the basic principles of our service design technique from the Catalysis
[8] approach. Therefore, unlike some object-oriented methods, our approach does
not always begin by assigning responsibilities for services to specific roles. We
believe in not taking decisions all at once. We first state what happens, then
we state which role is responsible for doing it and which one is responsible
for initiating it; and finally we state how it is done. Another specific aspect of
Catalysis adopted in our approach is that it places the behaviour on an equal
footing with the data. Therefore, unlike many other approaches for business-IT
alignment of services, like [5,17,18], that are process oriented, in our approach
each layer contains both the behaviour and the data.
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The central aspect of our approach is to capture the design decisions. In
this way, the designer creates the business service design and enters the design
decisions that need to be made, and the rest is done automatically. Unlike other
service design methods that provide multi-perspective view of the service system,
e.g. [19], our method clearly separates the design decisions of the automatic part
of transformation, thus enabling the designers to have a multi-perspective view
of the system and to zoom in and out the models in order to see the system
with as much detail as they need. This way, they can quickly prototype business
requirements and evaluate several architectures. This is something that, to the
best of our knowledge, is not undertaken by the other techniques.

Also, the language used for different layers is the same in our approach. The
declarative approach and the predefined functional units employed by us in de-
veloping the models have made this possible.

In addition, we believe that using declarative business process provides more
flexibility in service design. From our experience, very often in the projects the se-
quence of services is not known. Also, in this way, the process is more configurable,
and the designer can decide in a separate step frommany possible execution paths;
or it can be concluded from the data dependency in the model. This way, the de-
signer’s decisions are supported and not restricted like in imperative business pro-
cesses. One of the main references for the declarative business processes is the work
described in [20]. Also, many different approaches are nicely categorized and de-
scribed in [21]. We are planning to conduct further research work on this topic.
Our goal is to provide a declarative process language that will be based on data and
states, not just the process. This way, by providing completely declarative environ-
ment by applying Poka-yoke principle [22], we believe we can prevent the designer
from restricting the decisions and imperative operations.

Also, one of the challenges of the service design, which is not covered very well
by the other techniques, is the prototyping of the models [11]. We also provide
a prototyping in a given target language and simulation of the models using the
Alloy Analyzer tool.

Finally, the modeling methodology presented in this paper, is a part of the
systemic enterprise architecture methodology (SEAM) [23]. SEAM has been ap-
plied in designing viable service systems [24] and aligning customer value and
service implementation in service system [9]. Also, it has been applied in value
modeling in service systems from an appreciative system perspective [25].

6 Conclusions and Future Work

In this paper, we presented a model-driven, flexible, semi-automatic environment
for aligning business services with IT services, thus enabling the implementation
design of business services. We briefly presented the whole environment, con-
taining the service design and service simulation and prototyping. Then, we
explained each of the parts in more details. We illustrated the design process
by the example based on the consulting project we undertook in the company
General Ressort based in Switzerland, which sells parts for watches.



An MDA Environment for Service Design, Simulation and Prototyping 213

The proposed service design process includes four model layers containing ser-
vice design and three in-between steps, in which the design decisions are captured.
Capturing the designdecisions is the central aspect of our approach. It enables clear
separation of the decisions that need to bemade by the designer and the automatic
part of transformation. Eachmodel layer can be transformedwith our tool to Alloy
code and simulated using the integration of Alloy Analyzer API in our tool. The
last layer has enough technical details so that it can be executed on the given target
language, such as Java. We provide the tools for all parts of the process.

So far, we have tested the approach iteratively on the laboratory examples
based on the consulting projects, specifically designed to investigate the ideas of
the proposed service design process. In the future, we will validate the approach
by conducting real case studies, i.e. designing in real situations. Also, we will
provide more user-friendly representations of the results of simulation.

As another important conclusion, we have realized that it is very difficult for
people not to think imperatively in terms of sequences, etc., as we use this mode of
thinking in everyday life. However, it can be very useful to use declarative specifi-
cation, as it is more flexible, and as it supports the human decisions, and does not
restrict them. Our goal is to have a simple, but powerful declarative environment,
that could support designer decisions. So far, we have used this idea to use the
same language in all different viewpoints. However, what we still miss is a declar-
ative process language based on states and data. Developing this language is one of
the main goals in our future. This way, by providing completely declarative envi-
ronment by applying Poka-yoke principle, we believe we can prevent the designer
from restricting the decisions and imperative operations.
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Abstract. Service Design multidisciplinary heritage provides a wide array of 
methods and tools to practitioners. This can be overwhelming for inexperienced 
service designers or may present a threat to the coherence of consultancy 
organizations creating services for third parties. We present a reflection on the 
use of tools and methods in Service Design and propose a taxonomy, both to 
provide guidance to newcomers and enforce team coherence. By surveying ten 
distinct sources, both from industry and academia, we collected more than 160 
methods and tools. Each method’s relevance for the community was inferred 
from its frequency on the survey and the most relevant were clustered according 
to six dimensions: why, who, what, how, when and where. The resulting 
clusters were visualized in four quadrants charts for each dimension. Based on 
this proposal, practitioners can then address each problem from several 
perspectives, using the most appropriate tool. 

Keywords: Service Design, Design Methods, Design Tools. 

1 Introduction 

Services are increasingly important in modern economies [16]. This greater relevance 
demands deeper understanding and study, specially bearing in mind that services 
involve complex experiences, include multiple stakeholders and therefore require a 
multidisciplinary approach [20]. Thus, Service Science, Management, Engineering 
and Design (SSMED) is emerging as a discipline aimed at understanding innovating 
service systems [25].  SSMED brings together many different disciplines supporting 
service management, marketing, engineering, delivery, design and innovation.  

Within this context, Service Design (SD) is described as the outside-in perspective 
on service development [19], more specifically it is defined as applying design 
methods and techniques to the design of services [17]. Coming from the tradition of 
human-computer interaction (HCI) methods, SD builds on a user/customer-centric 
perspective to specify a service from the systematic application of ethnographic 
research, human-centered models and iterative design based on continuous evaluation 
with end users/customers.  
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SD’s multidisciplinary populated this field with a myriad of methods and tools. 
This richness provides a wide range of options to SD practitioners, but such diversity 
presents some risks, namely: new practitioners’ learning curve, and coherence 
maintenance in consultancy organizations creating services for third parties. 

As today service domains and interactions become vastly more complex, designers 
are required to communicate their ideas more effectively, depending on different 
organizations, channels, contexts, platforms and devices. Here, we argue that for an 
effective communication of design ideas to service development and engineering a 
common modeling framework, needs to emerge, capturing the important common 
elements required to model and convey the design details. 

Here we provide a first attempt to create a taxonomy of SD methods and tools. 
Based in a study of ten distinct sources, both from industry and academia, this paper 
presents a guide to the most relevant SD methods and tools. We reviewed 164 
methods and tools and categorized them into different clusters.  

In order to ground and clarify the scope of SD, we present a brief explanation of 
the basic concepts as well as the service, SSMED, SD, experience economy and then 
the experience cycle. We then derive a discussion of design process from the concepts 
related to service and service design. Finally we present the definitions for most 
relevant SD tools and methods and propose the classification as taxonomy. 

2 Foundation 

According to Edvardsson, a service is  “a chain of (sequential, parallel, overlapping 
and/or recurrent) value creating activities or events, which form a process. In this 
process, the customer often takes part by performing different elements in interaction 
with the employees (other customers or equipment) for the purpose of achieving a 
particular result” [12]. Therefore, services are activities or events that form a process 
to achieve a particular added value. This process is fundamentally different from what 
underlies products. Services deal largely with intangibles and the provision is hard to 
separate from consumption [20]. It is said to happen at the point of delivery, it cannot 
be stored or owned [20]. Besides the fact that services are intangible, it encompasses 
complex experiences and their quality is difficult to measure [20]. Services comprise 
different components, products and space [20], which customers interact with. 
Customers’ total experience is made up from their perception across these different 
service touchpoints [20]. Thus, organizations providing services need to address 
research, innovation and development in a new way. This is where SD and SSMED 
come in [20]. Here we present a definition of this paper ground concepts.  

2.1 Service Science, Management, Engineering and Design 

Arguing for a designers’ view of SSMED Evenson illustrates the role that design 
plays in support of service science, management and engineering [14]. Collaboration  
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between SD and service science lies in the social understanding of expectations and 
expectation setting, how these vary across cultures and impact how people perceive 
and understand dynamic information at the point of need. The overlap between design 
and management lays in the area of value creation and brand management, in 
particular the effect of co-creation in the perception of value and the challenge of 
managing emergent behavior as people participate in the design process [14]. At the 
intersection with engineering is the development of service platforms and 
architectures that designers employ to fuel adoption and use, requiring a design level 
understanding of how these elements can be reflected and updated seamlessly [14].  

Since the lack of a common set of references, language and tools is the main 
challenge in supporting cooperation between these disciplines, models play a critical 
role to overcome it. As services account four times more jobs than manufacturing, is 
key to provide an effective communication between design and engineering in order 
to answer to the rising demand for design in service development.  

2.2 Service Design 

Because services are often associated with immaterial, living and complex objects 
manufactures at the point of delivery, they are seldom considered an “object of 
design”. Still, since early 80s Shostack [27] proposed service blueprinting as an 
approach to design services, many started looking at SD as a systematic process, 
similar to product and interaction design. Since then many schools (KISD and Ivrea) 
focus on SD (introduced as an academic field in the 1990s [11], p. 354]), in a more 
conscious and systematic practice, based on a deep understanding of the person’s 
context, the delivering organization and their market strategies. 

Although there is no common definition of SD, existing ones fall in the academic 
or industry [26] category. The Design Dictionary states that SD addresses the 
functionality and form of services from customers’ perspective. It aims at ensuring 
that service interfaces are useful, usable, and desirable from their point of view and 
effective, efficient, and distinctive from the supplier’s perspective [11], p. 355. 

SD as a discipline is complementary to service development and engineering and is 
mostly concerned with visualizing and expressing complex human to human, human 
to machine and machine to machine interactions that define a customer journey that 
simultaneously builds value, utility and delight [14], [29], [33]. Customers’ perceive 
their experience across the multiple service touchpoints, which is analyzed next. 

2.3 Experience Cycle 

There is a growing emphasis in business practice on creating meaningful and 
memorable customer experiences [22]. This trend denotes a paradigm shift known as 
the experience economy: a transition from selling services to selling experiences [22]. 
This involves allowing the designer to think of the design problem in terms of 
designing an integrated experience, perceived holistically by people [2], as opposed to 
designing one or more specific artifacts. 



218 R. Alves and N.J. Nunes 

 

Dubberly and Evenson decomposed and visualized the experience cycle in five 
stages [11]: i) connect and attract, ii) orient, iii) interact, iv) extend and retain, and v) 
advocate. This model describes the steps people go through in building a relationship 
with a service. According to it, a good product or service experience is: compelling (it 
captures the user’s imagination), orienting (it helps users navigate the product and the 
world), embedded (it becomes a part of users’ lives), generative (it unfolds, growing 
as users’ skills increase) and it should be reverberating (it delights so much that users 
tell other people about it, they advocate) [11]. 

2.4 Design Process 

A design process, in the context of SD, is a collection of activities that takes one or 
more types of input and creates an output that is of value to the customer [16]. Back 
in 2004, Dubberly surveyed over 100 descriptions of design and development 
processes from several fields [10]. In this paper, the taxonomy presented is rooted in 
the four stages model (discover, reframe, envision and create) [19], which is 
analogous to the Analysis-Synthesis Bridge Model [9]. In Mendel’s model, discover 
is about understanding the current situation. Reframe understands the current “as is” 
in non-obvious ways. Envision is to explore potential solutions and create is about 
designing the future [19]. The next section aims at providing guidance to newcomers 
and to enhance team coherence, from the SD process perspective. 

3 Analysis of SD Tools and Methods 

We have analyzed different sources [1], [26], [29], [31], [32], [33], [34], [35], [36], 
[37] for tools and methods related to SD (for further detail, please refer to the 
appendix). From these sources we have extracted a list of 164 tools and methods used 
in SD, which in turn were classified by frequency. The relative relevance to the SD 
community is visualized in Fig. 2, where the bigger the relevance, the bigger the font 
size. A methodology is a set or system of methods, principles, and rules for regulating 
a given discipline. A Method is an established, habitual, logical, or prescribed practice 
or systematic process of achieving certain ends with accuracy and efficiency, usually 
in an ordered sequence of fixed steps. A tool is anything used as a means of 
accomplishing a task or purpose whereas a technique is a systematic procedure, 
formula, or routine by which a task is accomplished. 

Upon analyzing the data gathered, and in line with Segelstrom’s findings [25], it 
seems to exist evidence that there is a set of basic techniques, which are almost 
universally used, as well as a long tail of techniques only used by a few companies. 
The numbers are self-explanatory: 71% of surveyed methods and tools were upheld 
by one single source.  

In our analysis, aiming at providing guidance to newcomers and enhancing team 
coherence, we decided to focus on methods and tools that gathered at least three or 
more references. This accounts for 25 methods or tools, 15% of this study sample. 
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Fig. 1. Word cloud of all 164 methods and tools analyzed 

3.1 Selected Methods and Tools 

In this section we present the selected methods and tools (Fig. 3), and provide a short 
description of each one. 

 

Fig. 2. Word cloud of selected methods and tools 

Affinity Diagram. A creative process to gather and organize large amounts of data, 
ideas or insights [37], evidencing data’s natural correlations [29]. Can be used to 
analyze findings from field studies or usability evaluation [37]. 
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Blueprint (Service Blueprint). A visual schematic incorporating users’ and service 
providers’ perspectives, as well as other relevant parties [26], p. 204. This model 
details the service interaction nature and characteristics, with enough detail to verify, 
implement and maintain the service [29]. 

Brainstorming. A problem-solving technique applied by a group of people, who 
contributes with ideas spontaneously. This is an uncensored activity. Whiteboards and 
post-its are the favored recording media for these sessions [13], p. 49. 

Character Profiles. Used to create a shared knowledge, inside the team, about the 
service users [29]. Succinct ways of summarizing the key characteristics and 
experiences of an individual - usually someone you have met during user research 
[34]. They can also help justifying innovations to stakeholders in the project [31]. 

Conjoint Analysis. A form of quantitative research offering powerful insight into 
customer preferences, from a simple set of questions [33]. 

Contextual Interview. Interviews conducted in the context in which the service 
occurs. This ethnographic technique allows interviewers to both observe and probe 
the behavior they are interested in [26], p. 162. It paves the way for understanding the 
reality of people and avoids working on assumptions [33]. 

Customer Journey Map. It is a visualization of customer experiences over time and 
space required to accomplish a certain goal [17]. The touchpoints where users interact 
with the service are used to construct a “journey” [26], p. 158. This model allows 
designers to see what parts of the service work for the user (magic moments) and 
what parts might need improving (pain points) [31]. 

Cultural Probes. Used to gather insights about the daily life of communities [36]. 
The probes are usually given to participants for a prolonged period of time, during 
which they can produce richly engaging material for design inspiration [26], p. 168. 

Documentaries. Is a visual method to discover what matters to people, what they 
value. This tool informs and inspires the design processes at early stages [34]. It is 
believed that film captures human expressivity and emotion in ways that other purely 
observational studies cannot [36]. 

Empathy Tools/Probes. Enables designers to break out of the trap of designing for 
themselves and to see the challenge from the end user stand point [33]. These tools 
can help finding out not just what people are saying and doing, but also what they are 
thinking and feeling (people do not always do, think or feel what they tell you) [33]. 

Ethnographic User Research. The purpose of user research is to gain a thorough 
understanding of users, to unlock the reasons why users do the things they do 
(drivers) and the reasons why they do not do things (hurdles). This unveils patterns of 
behavior in a real context [33]. 

Experience Prototype. A simulation of the service experience that foresees some of 
its performances through the usage of the specific physical touchpoints involved [29]. 
The experiential aspect of whatever representations are needed to successfully (re)live 
or convey an experience with a product, space or system [4]. 

Focus Group. A forum of selected people controlled by an impartial moderator to 
give feedback to design ideas [36]. Helps service designers get a broad overview of 
users' reactions to, and ideas about, a topic [31]. 
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Immersion (workshop). Also known as empathic research or role-playing, provides 
deep information, not obtainable by observational research. It allows the designer to 
understand not just the physical use of products and spaces, but how the individual 
feels emotionally and socially in situations and tasks [1]. 

Observations. Used to identify problems about an existing situation or a prototype 
design, which can arise when people interact with services [31]. 

Personas. Archetypes built after a preceding exhaustive observation of the potential 
users [29]. They represent a “character” with which client and design teams can 
engage [26], p. 178. There should be a correct balance between contextual and 
holistic insight, concerning emotional, qualitative and lifestyle issues [8]. The 
narrative can become complicated by potentially distracting details [23], p. 505. 

Prototyping. The service prototype is a tool for testing the service by observing the 
interaction of the user with a prototype of the service put in the place, situation and 
condition where the service will actually exist [29]. Intended to test the function and 
performance of a new design before it goes into production [13], p. 317. 

Questionnaire/Survey. Used to provide statistics to inform the project direction [31]. 

Role Play. Also referred as service enacting, is a method for designing services that 
amounts to a new form of rapid prototyping: acting out service situations very quickly 
clarifies the direction the SD process should take [13], p. 356. Role-playing means 
physically acting out what happens where users interact with products or services 
[31]. The implied condition is thinking that the service really exists and then building 
a potential journey through some of its functionalities [29]. 

Scenarios. Design scenarios are essentially hypothetical stories, created with 
sufficient detail to meaningfully explore a particular aspect of a service [26], p. 184. 
Either written or drawn, scenarios are useful to design, or communicate, services and 
experiences, where multiple interactions will happen over a period of time [34]. 
User’s needs could be anticipated and demonstrated trough this [13], p. 226. 

Service Prototype. Simulates a service experience. These simulations can range from 
being informal “role-play” style conversations, to more detailed full-scale recreations 
involving active user participation, props, and physical touchpoints [26], p. 192. They 
can generate deeper understanding than written descriptions or visual depictions, 
which do not deal as well with the time-related and intangible aspects of services [33]. 

Shadowing. Researchers immerse themselves in customers’ lives, front-line staff, or 
people behind the scenes in order to observe their behavior and experiences [26], p. 
156. It offers a vital advantage over traditional forms of research like surveys or focus 
groups: they let you spot the real moments when problems occur as well as situations 
where people say one thing but actually do something quite different [33]. 

Stakeholders Map. A model with a visual representation of staff, customers, partner 
organizations and other stakeholders involved in a particular service. Allows the 
interplay between these various groups to be charted and analyzed [26], p. 150. 

Storyboarding. A representation of use cases, put together in a narrative sequence 
[29]. It is a series of drawings, or pictures, used to visualize a sequence of events, 
either for a situation where a service is used, or the hypothetical implementation of a 
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practitioners to address each problem from several perspectives, using the most 
appropriate tool or method(s) for a specific case. The proposed taxonomy includes six 
dimensions that cover distinct facets: 1) the motivation to use the tool, 2) the 
audience, 3) the targeted content, 4) the representations used, 5) the activities in the 
design process, and 6) the location where the method or tool likely takes place.  

Future work includes activities ranging from a practitioner point of view to a 
scientific approach. Regarding practitioners, our goal is to build a tool where several 
parameters of a project are inputted and the tool will suggest which set of tools is 
more likely to fit best that specific project needs. This tool could be used to log 
methods and tools usage, further extending our knowledge on real world usage of 
existing tools and methods. From a scientific standpoint, on top of researching on the 
questions presented on the discussion section, each method internal and external 
validity should be analyzed, as well as the output data generated by each method or 
tool (either subjective or objective), as proposed by Cherubini and Oliver [6]. 
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Abstract. Process modeling notations are frequently used to model IT service 
management processes, namely in the realm of ITIL. The nature of IT services, 
such as in checking SLAs fulfillment, calls for tool provision of model-based 
animation features for process execution to be used for monitoring, simulation, 
replay or scenario identification purposes. This paper reports the results of a 
structured review on those animation features, as provided by state-of-the-art 
process simulation, modeling and mining tools. A process animation 
assessment framework is proposed. Conclusions drawn point out to several 
shortcomings of the current state of the art. 

Keywords: IT services, ITIL, process models, model-based animation, process 
execution, tool survey. 

1 Introduction 

Many tools support IT Service Management (ITSM) activities nowadays, such as 
incident management tools, configuration management databases (CMDB), change 
and release management tools. Process modeling tools also became widespread in the 
ITSM community, since the emergence of the IT Infrastructure Library (ITIL) [1], a 
reference framework that has a process-model based view of designing, deploying, 
controlling and managing IT operations. 

Last version of ITIL (V3, 2011 update) includes 26 processes, which are grouped 
in 5 sets: Service Strategy, Service Design, Service Transition, Service Operation and 
Continual Service Improvement. We are particularly interested in Service Level 
Management (SLM), one of the 8 Service Design processes, that concerns continual 
identification, monitoring and review of the quality of provided IT services, as 
specified in Service Level Agreements (SLAs) [2, 3]. SLM ensures that arrangements 
are in place with internal IT support-providers and external suppliers in the form of 
Operational Level Agreements (OLAs) and Underpinning Contracts (UCs), 
respectively. The SLM process is in close relation with the Service Operation 
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processes1 to control their activities. As such, it involves assessing the impact of 
change upon agreed service quality, expressed in SLAs, what makes it the natural 
place for metrics to be established and monitored against a benchmark. We have 
proposed a metamodel-based approach to express those kind of metrics [4]. We are 
currently working on a process model-based approach for checking SLA fulfillment 
or violation diachronically during service operation, thus requiring a model-based 
view of process execution. That kind of observation is required in several situations, 
which basically differ in the origin of events that are fed to the process model and 
make it progress through its execution:  

• process monitoring: events are captured and reproduced in real-time; 
• simulation: events are artificially generated from a stochastic model; 
• process replay: pre-recorded events (captured during monitoring or simulation) 

are reproduced; 
• process scenario: a single process instance flows through the model from 

creation to extinction, to illustrate one of a set of possible process paths. 

Model-based observation of process execution is operationalized by superimposing 
animation features upon the static model. These process animation features can be 
used for planning, design, optimization and reengineering of real production, 
manufacturing, logistic or service provision systems which are likely to be found in 
most medium to large size companies. 

To progress in the aforesaid research thread on model-based SLA checking, we 
called for a survey on tool support for the animation of IT service process models. 
Tool surveys are a frequent exercise in technical literature, since both researchers and 
practitioners require in-depth and up-to-date views of their pros and cons [5, 6]. In our 
case, since ITSM process models are mostly expressed using Business Process 
Modeling (BPM) techniques [7], we searched on IEEE Xplore, SpringerLink, 
ScienceDirect, ACM Digital Library and Wiley Online Library, with the following 
search string: 

 
"business process model" AND (simulation OR animation OR monitoring) AND "tool survey" 

 
Very few works were found. Only two of them are close enough the problem being 

tackled, to deserve being mentioned. In the first, seven criteria categories, each with a 
score, that should be used to evaluate and choose a simulation tool, are proposed [8]. 
Those criteria cover simulation, modeling, execution, testing and process animation 
aspects. However animation features are not discussed in detail in this research work. 
The second paper surveys business process simulation visualization aspects [9]. 
Although this work does not present classification criteria or tool evaluation, it 
categorizes the existent simulation animation features in three types: static graphic, 
dynamic animation and virtual reality. 

 
                                                           
1 Event Management, Incident Management, Request Fulfillment, Problem Management and 

Access Management. 
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The aforementioned lack of surveys on process modeling techniques for 
visualizing process execution was the main driver for producing this paper. Its main 
contributions are (i) proposing (in section 2) a set of evaluation criteria (taxonomy) 
that grants objectivity in the assessment exercise of process animation features 
provided by BPM tools and, (ii) providing evidence on its feasibility to survey a set of 
those tools (in section 3). This paper concludes by presenting the summary of 
collected data and by drawing some conclusions (in section 4). 

2 A Taxonomy on Tool Support for Process Animation 

ITSM managers use existing BPM tools to design and tailor their ITSM processes. In 
Service Design, static BPM constructs are used, while in Service Operation we want 
to trace the process models produced at design time to their execution. The constructs 
of a static BPM model include stakeholders (aka actors or roles), events, activities, 
decision points (aka gateways) and flows connecting all of the previous. However, to 
observe process execution upon a BPM model, we need to overload it with animation 
constructs such as process instances, queues, resources, global variables and 
attributes [10-12]. 

A process instance is like a token that travels in the process workflow. The same 
process instance can change its “nature” throughout the workflow, for instance 
representing a client in one activity and a document like an invoice of that same client 
in another activity. A queue is associated with each activity, to hold the process 
instances while required resources are not available. A resource is an asset required to 
perform an activity upon process instances, such as a person, a computer or a factory 
machine. Attributes and global variables represent additional information on the 
process being executed. An attribute represents data from a single component (e.g. # 
instances that wait in a given queue), while a global variable represents data from the 
model as a whole (e.g. # instances that were processed during an execution). 

To grant objectivity in our survey and allow replication, we developed the 
following taxonomy with several criteria organized in groups: model component 
animation, animation customization and interaction controls to be described 
hereafter. Each criterion within a group is expressed on an ordinal scale, where the 
score 0 is assigned if the evaluated feature is unavailable and the highest score (3) 
corresponds to the best known state of the art. 

2.1 Model Component Animation 

This group of criteria (queue, resource and activity animation, process instance 
animation, sequence flow animation, attributes and global variables animation) 
evaluates tool capabilities to animate each modeling component. This animation is 
usually shown along the component to represent changes of an attribute. The 
following tables describe the corresponding grading scales. 
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Queue, Resource and Activity animation  
0 No support 
1 Numeric values only: Numbers are placed near the corresponding activity. 

2 
Bar with shape and color changes: A bar is shown near the activity and its size 
and/or color changes over time. 

3 Animated figure: An animated figure changes its appearance. 
 

Process instance animation  
0 No support 

1 

Indicative default figure animation: Represents a false type of animation, since it 
does not show the passage of a process instance through the sequence flow. Instead, 
the animation only appears if a sequence flow arrow is selected to merely indicate 
its path in the model. 

2 
Default figure animation: The process instances are animated throughout process 
execution, but are all presented with an equal figure. 

3 
Fully animated figure: Process instances change their representation during process 
execution in order to express different natures, like a client or a document. 

 
Sequence flow animation  
0 No support 

1 
Color change only at process instance passage: The sequence flow changes its color 
to show the passage of a process instance. 

2 
Color change: The sequence flow can be animated with several colors, each with a 
specific meaning. This can be used to represent if a sequence flow path has more 
process instances trips than other paths of the model (e.g. with a brighter color). 

3 

Color and form change: The sequence flow arrows can become wider or thinner and 
change its color. The sequence flow arrows can become wider with the passage of 
process instances and its color can also become brighter. This can be useful to 
distinguish paths in the process that have more traffic than others. 

 
Attributes and global variables animation  
0 No support 

1 
Numeric values only: Attribute or global variables values are shown during process 
execution. 

2 
Temporal evolution graphics: Graphics displaying the evolution of attribute or 
global variables value over time may be shown. 

3 
Multi variable/attribute graphics: Graphics combining the values of various 
attributes or/and global variables may be shown. 

2.2 Animation Customization 

The animation customization group of criteria (queue and activity customization, 
resource customization, process instance customization, sequence flow customization, 
attributes and global variables customization) refers to the capability of choosing 
how model components are animated. The grading scales for these criteria are 
described in the following tables. 
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Queue and Activity customization  
0 No support 

1 
Customization of presented numeric values / bars: We may choose which 
component attribute is shown as numeric value and/or animated bar. 

2 
Customization of animated figure: We may customize an animated figure next to 
the component. 

3 
Cumulative customization: Both the customization of presented numeric 
values/bars (grade 1) and animated figures (grade 2) are supported. 

 
Resource customization  
0 No support 

1 
Customization of presented numeric values / bars and representative figure: We 
may choose the representative static figure for the resource and also which resource 
attribute is shown as numeric value and/or animated bar. 

2 
Customization of animated figure: We may choose the representative figure for 
each resource state (e.g.: busy, fail or idle). 

3 
Cumulative customization: We may customize the presented numeric values / bars 
and representative figure (grade 1), as well as the animated figure (grade 2). 

 
Process instance customization 
0 No support 

1 
Customization of representative figure: We may choose the representative figure 
for process instances. 

2 
Customization of figure by sequence flow: We may choose the representative figure 
of process instances for each sequence flow. 

3 
Customization of figure changing logic: We may specify a logic that defines which 
figure should be shown for each process instance. For instance, the figure may 
change depending on the value or range of an attribute. 

 
Sequence flow customization 
0 No support 

1 
Customization of color: We may choose the color that is presented when a process 
instance passes in the sequence flow. 

2 
Customization of color changes: We may choose how the sequence flow changes 
color. It is possible to choose the colors, the attribute and attribute value that make 
the sequence flow present each color. 

3 
Customization of color and shape changes: It is possible to customize the change in 
sequence flow thickness and color. 

 
Attributes and global variables customization 
0 No support 

1 
Customization of numeric values: We may choose attributes and global variables to 
be presented in a chosen position of the model as a numeric value. 

2 
Customization of graphics: We may customize graphics that represent attributes and 
global variables. 

3 
Cumulative customization: We may customize the numeric values (grade 1), as well 
as the graphics (grade 2). 
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2.3 Interactivity Controls 

The interactivity controls group of criteria (animation speed control, animation 
interaction control, animation visualization control) includes the type of controls that 
enable the user to interact with process execution. 

 
Animation speed controls  
0 No support 
1 Play controls: We may play, pause, resume and stop the process execution. 

2 
Speed controls: We may execute the process faster or slower and go directly to a 
chosen date/time. 

3 
Cumulative control: 
We may use both the play (grade 1) and speed (grade 2) controls. 

 
Animation interaction controls 
0 No support 

1 
Path choice control: We may flow through the model, following a process instance 
and deciding where the instance should go in the gateways. 

2 
Visual interactive animation control: We may control model components by 
manipulating their attributes, as well as global variables. This type of animation helps 
understanding model behavior and validate it [13, 14]. 

3 
Cumulative control: We may use the path choice control (grade 1), as well as the 
visual interactive animation control (grade 2). 

 
Animation visualization controls 
0 No support 
1 Zoom and viewport: We may zoom and change the viewport. 
2 Animation filter: We may choose which components to be animated. 

3 
Cumulative control: We may use the zoom and viewport features (grade 1), as well 
as the animation filter (grade 2). 

3 Tools Survey 

Relevance, diversity and availability were the three basic criteria used in the tool 
sample selection. Relevance, in this context, stands for the availability of rich model 
animation features. We discarded tools that missed the description of those features in 
their online documentation. Regarding diversity, we tried to look at diverse origins, 
instead of limiting the survey to a limited target (e.g. just simulation tools) or 
modeling notation (e.g. just BPMN [15] tools). Last, but not least, availability had a 
considerable influence on our tool sampling process, since the only way to effectively 
evaluate a tool is by being able to obtain a fully functional version of it for a sufficient 
period of time. Several tools had only limited functionality trials or could not be 
obtained easily for evaluation and therefore could not be considered in this survey. 

Although moderate in size, the chosen sample of six tools (see Table 1) meets the 
previous criteria. 
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Table 1. Tool survey sample 

TOOL (VERSION) / PRODUCER NOTATIONS SCOPE 

Arena (14) / Rockwell Automation Proprietary Simulation 

SIMUL8 (2012) / SIMUL8 Corporation Propriet., BPMN Simulation 

WebSphere Business Modeler Advanced  (7.0) / IBM BPMN Modeling 

Savvion Process Modeler (8.0) / Progress BPMN Modeling 

TIBCO Business Studio (Community Edition, 2012) / TIBCO Soft. BPMN Modeling 

ProM UITopia (6) / Eindhoven Technical University Petri nets, EPC, 
BPMN 

Mining 

 
Each tool will now be reviewed, in a separate subsection, regarding the 

aforementioned animation features. To facilitate the assessment exercise, an 
illustration of an animation example is presented. That illustration has a set of 
numbers placed on top of it to identify the model components’ animations. The 
corresponding scores, for each of the 15 evaluation criteria in the proposed taxonomy, 
are presented jointly in section 3.7. 

3.1 Arena 

Arena is a general-purpose simulation tool that can be used in diverse systems such as 
assembling lines and call centers. It has rich animation capabilities and is well-
established in the marketplace, with several books dedicated to its usage [10, 12, 16]. 
It uses a straightforward proprietary notation where modeling constructs map easily to 
those described in section 2. 
 

 

Fig. 1. Arena animation example 
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In Fig. 1 is possible to identify the queues (1) filled with several process instances 
on top of an activity, as well as the process instances (3) that travel the sequence flow. 
It is also possible to see a global variable (6) exposed as a numeric value, a graphic 
representation (7) of a global variable and the combination of two variables in the 
same graphic. The resources (2) change the appearance according to its state, as seen 
in Fig. 1, where two idle resources and a busy one are presented. On the other hand, 
activities (4) show only the number of process instances being processed. 

Customization is also provided in Arena, by allowing choosing the animated figure 
for all components, except for activities and sequence flows. It is also possible to 
customize graphics for attribute/global variable presentation. For the activities it is 
only possible to customize the numeric values presented by choosing which activity 
attributes should be shown. 

3.2 Simul8 

This is also a general purpose simulation tool. The evaluated version supports 
modeling with BPMN, but the animation capabilities were not as good as the ones 
that the tool provides for its proprietary modeling language, what lead us to choose 
the latter. 

In Fig. 2 the queues (1) are represented as a tank together with a numeric value that 
shows the number of process instances waiting in the queue. The resources (2) do not 
change according to their state, instead, are the activities (4) that have an associated  
 

 
Fig. 2. Simul8 animation example 

(2) 
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(4) 

(
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Fig. 5. Tibco animation example 

Business Studio animation features include four bars placed at the right side of the 
corresponding activity. Those bars change colors from green to blue and finally to 
red. Each bar represents a different attribute and has a numeric value on top. The bar 
attributes are presented in Fig. 6. 

 

 

Fig. 6. Animated bar attributes 

The first and third bars represent the activity animation (4), the second represents 
the queue animation (1) and the fourth represents the resource animation (2). The 
process instances animation is not shown in any figure, but as the evaluation results 
suggest, it only indicates the path of the sequence flow through the presentation of 
several colored circles that pass through the sequence flow continuously. 

The tool does not support any kind of animation customization and the interactivity 
controls provided are just the animation speed controls that allow controlling the 
animation speed, as well as to play, pause and stop the animation. 

3.6 ProM UITopia 

ProM UITopia is the only process mining tool in our sample. Its creators claim that 
business process models can be seen as roadmaps and several cartography ideas (e.g. 
difference between highways and local roads representation in a map) can be used to 

(4)(1)(4)(2) 

(1)

(4) 

(4)(1)(4)(2) 



 A Survey of Tool Support for t

increase models’ understa
animation innovations that 

ProM UITopia animatio
traces. In ProM the latter w
being generated by a simul
as follows: color brightness
(5), depending on the numb
are presented with a white
change its color going from
increases. 

Fig. 7. Pro

Animation customization
interactivity only includes s

3.7 Results Summary 

The summary of the assess
taxonomy for process mod
rows present some statistic
maximum score observed,
(mode), the median score a
The latter can be considere

the Animation of IT Services Process Models Execution 

ndability [20]. The roadmap metaphor contributes w
are not present in the other analyzed tools. 
n is compared with a movie that shows process execut

were captured through process mining techniques, instead
lation. The implementation of the cartography metapho
s and thickness of sequence flows change during animat
ber of instances that traversed them. Process instances 
e circle that leaves a trail as a comet. Activities (4) a
m a darker red to a brighter one as its number of execut

oM UITopia animation example (source: [20]) 

n is not supported for all model components and animat
speed, pause and play controls. 

sment exercise performed with the support of the propo
del animation features is presented in Table 2. Its last f
cs on the observed scores for each of the 15 criteria: 
, the minimum score, the most frequent score obser
and finally the sum of the scores across the whole samp
ed as a measure of the relative importance that tool mak

(3) 

\ 
(4) 

(5) 
(5) 

241 

with 

tion 
d of 
or is 
tion 
(3) 

also 
tion 

 

tion 

osed 
five 
the 

rved 
ple. 
kers 



242 M. Roque and F.B. e Abreu 

in the sample assign to the animation characteristics underlying each criteria of the 
proposed taxonomy. 

Results show a wide dispersion on the availability of the underlying animation 
features, since the full classification range (0 to 3) was observed for the vast majority 
of the criteria. The evident exception is the ability to customize the animation of 
sequence flows, the only modeling element where we could not find support for that 
feature. Regarding the central tendency of the scores, we can observe that both the 
median and the mode vary a lot across the 15 evaluation criteria. Also the sum of the 
scores presents a wide variability. 

Table 2. Sample scores and statistics 
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Arena 3 3 2 1 0 3 3 3 2 1 0 3 3 3 3 

Simul8 3 1 3 3 0 3 3 1 3 3 0 3 3 2 0 

Websphere 2 0 2 1 1 0 0 0 0 0 0 0 1 0 0 

Savvion  0 0 0 3 2 0 0 0 0 0 0 0 3 0 0 

Tibco 2 2 1 2 0 0 0 0 0 0 0 0 3 0 0 

ProM UITopia 0 0 2 3 3 0 0 0 0 0 0 0 3 0 1 

MAX 3 3 3 3 3 3 3 3 3 3 0 3 3 3 3 

MIN 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 

MODE 3 0 2 1 0 0 0 0 0 0 0 0 3 0 0 

MEDIAN 2 1 2 2 1 0 0 0 0 0 0 0 3 0 0 

TOTAL 10 6 10 13 6 6 6 4 5 4 0 6 16 5 4 

 
We have produced an ordering of the sampled tools regarding their achieved values 

on the 15 evaluation criteria proposed in our taxonomy. On Table 3 we have 
calculated a final score for each tool that allowed us to rank them. That aggregated 
score is a weighted sum of the frequencies of each of the animation features. The 
weight in that sum is the value of each score. For instance, the final score of Arena 
was calculated as follows: 

 
ScoreArena = 9 * 3 + 2 * 2 + 2 * 1 + 2 * 0 = 

33 
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Table 3. Final rank of surveyed tools regarding animation features 

Tool Score 3 Score 2 Score 1 Score 0 FINAL SCORE 

Arena 9 2 2 2 33 

Simul8 9 1 2 3 31 

ProM UITopia 3 1 1 10 12 

Tibco 1 3 1 10 10 

Savvion  2 1 0 12 8 

Websphere 0 2 3 10 7 

4 Conclusions and Future Work 

We have found roughly two groups of tools when it comes to the support of process 
execution animation features. On one side we have the process simulation tools 
(Arena and Simul8) that have overall very sophisticated animation features. On the 
other side we have the process mining (ProM) and process modeling tools (Tibco, 
Savvvion and Websphere). The latter lag behind considerably on animation and 
customization features for attributes and global variables, as well as on interaction and 
visualization controls. 

A more interesting conclusion of our survey was that the provided support for 
process model animation features underlying each criteria of the proposed taxonomy 
is very diverse, although a few of those animation features (queue, process instance 
and activity animation and speed controls) have a much stronger support and wider 
coverage. On the low end we have activity, resource and sequence flow 
customization, as well as the availability of visualization controls. Producing a sound 
explanation for the fact that process modeling tool producers put such a diverse 
emphasis on the support of the process model animation features would require a 
larger sample. Some candidate explanatory variables for this variability are the 
targeted application domain and the process observation objective (e.g. monitoring, 
mining, simulation, replay or scenario construction). 

This survey was particularly useful in providing us an updated view on the current 
state-of-the-art of process animation features, since we have provisions for deploying 
our metamodel-based approach to SLA dynamic checking for ITSM process models 
in a tool with such features. However, we should be aware of two important threats to 
the external validity of this survey. First, due to the small sample size, we cannot 
generalize our results. Second, those results will be outdated in a few years’ time, due 
to likely improvements in new versions of the tools. 

As a consequence, we believe the more lasting and valuable contribution of this 
paper lies on our proposal for the classification of model animation features in process 
execution. We expect other researchers will take it as a basis for more comprehensive 
assessments in terms of tools’ coverage. 
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Abstract. Globalization has created countless opportunities for the 
internationalization of a wide range of services. Recent technological 
innovations associated with the reduction or elimination of trade barriers, 
resulted in an exponential expansion of service firms. This paper analyzes the 
internal and external factors that influence the decision to operate 
internationally. The hypotheses are empirically examined through a survey sent 
to 322 firms from the design, architecture and engineering sector. Multivariate 
analysis is used to ascertain the main determinants of internationalization in 
these firms. 

The findings indicate that the main reasons underlying the 
internationalization of these service firms are the size of the firm, the 
competitive environment and the staff’s degree of international experience. 
These factors, which influence the management’s attitudes toward operating 
internationally, determine the firm’s degree of internationalization. Moreover, 
firms that have a high number of senior managers with a graduate course and 
higher skills in foreign languages are more prone to internationalize. Some 
practical implications are presented for service firms that are in the process of 
internationalizing. 

Keywords: Internationalization, service firms, exportation, influencing factors. 

1 Introduction 

The globalization of businesses and recent technological innovations as well as the 
reduction or even elimination of trade barriers and the celebration of international 
service trade agreements (General Agreement on Trade in Services and the European 
Union Service Directive), have created numerous opportunities for the service 
industry in the world economy.  

The service sector represents about 67% of the GDP worldwide and about 55% of 
the GDP of developed countries [1]. In the OECD countries, the service sector has 
been strongly converted to generate employment, being responsible for more than 
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70% of total employment. However, in the majority of these countries, the increase in 
productivity is much slower, a fact that led the OECD to stress the need for further 
research in order to detect how services can be more competitive and go international. 
This is also the reason why we decided to study the factors that influence the 
internationalization of services. The literature has generally only provided models and 
theories focusing specifically on the internationalization process of industrial 
organizations, and some of the models and approaches to services still lack empirical 
validation [2-3]. In addition there are conflicting views in the literature on the 
applicability of the existing theories to services [4-5]. Indeed, several studies (e.g. [6]) 
highlight that future research on the internationalization of management consultancy 
should aim to build on the existing exploratory effort, using a quantitative research 
design approach. 

The main aim of this study was to analyze the factors that influence design, 
architecture and engineering consulting firms to operate internationally, and to 
quantify the impact of these factors. Although a number of studies have explored this 
matter, they are mostly based on a single case study approach (e.g. [7]), and not a 
quantitative one. To accomplish this objective, we analyzed the companies’ internal 
and external features, their structure, perceived barriers to internationalization and the 
determinants behind the choice of a certain country. The research methodology used, 
in line with studies in the area, was the quantitative analysis of surveys sent to 322 
firms from the design, architecture and engineering consulting sector. An exploratory 
analysis of different hypotheses was also conducted based on the literature review. 

Moreover, multivariate analysis was employed to ascertain the main determinants 
of internationalization and the results were compared with those from studies on other 
countries in order to determine similarities and differences among distinct economic, 
geographic and social realities.  

This paper begins with a brief review of the relevant literature on the aspects 
involved in the research (services’ features, internationalization strategies and 
theories). Subsequently, the methodology used is described, the results of statistical 
analysis are presented and the analysis and quantification of the impact of the factors 
that influence design, architecture and engineering consulting firms to operate 
internationally is made (aim 2). The paper ends with the conclusion, describing the 
study’s limitations and paths for future research. 

2 Theoretical Background 

Several studies (e.g. [5], [8]) identify the features that distinguish services from 
manufactured goods: (1) intangibility (services are not transportable or storable), (2) 
inseparability (production and consumption occur simultaneously), (3) perishability 
(services cannot be saved and must be consumed as they are produced), and (4) 
heterogeneity (services are unique and difficult to standardize). Intangibility is, 
according to Bateson and Hoffman [9], the mother of all the differences between 
services and goods. This feature constitutes a challenge to all firms that want to enter 
new markets, especially international ones, due to linguistic and cultural barriers. 
Moreover, services have different degrees of these characteristics: there is a 
continuum between pure goods and pure services.  
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2.1 Internationalization Strategies in Services 

When studying the different forms of internationalization, it appears that export 
activities tend to be more risky when made by service organizations than those 
conducted in industrial organizations [10]. This occurs due to the fact that the 
products / goods of services have, as we have seen, distinct features [8]. Most of the 
literature on internationalization and its strategies are guided by the needs of the 
industrial sector [10]. There is therefore a lack of literature on the strategies used by 
service providers. 

According to Grönroos [10] and [11], the literature is divided into three streams. 
In the first stream, some authors (e.g., [12-13]) argue that the internationalization of 
service companies and manufacturing industries go through a similar process and that 
there is no need to adapt existing models of internationalization. A second group of 
authors (e.g., [14-15]) argues that there are significant differences between the 
internationalization of a product (material) and a service (immaterial/intangible). A 
third group of authors (e.g., [16-17]) is of the opinion that the internationalization of 
service firms cannot be considered in general, since there should be a distinction 
between different types of services. Erramilli [16] divides the services into hard 
services (e.g., architectural design, insurance) and soft services (e.g., catering, 
healthcare). 

Five key strategies for the internationalization of services can be identified 
regardless of the characteristics and type of service: 1) Direct export, 2) Export in 
partnership; 3) Direct entry, 4) Indirect entry (joint venture with local company); 5) 
Electronic commerce [10]. The strategies are not mutually exclusive and, in some 
cases, are similar to the strategies of the companies that produce goods [10]. 

The literature shows ambiguities ([2], [10]) and different perspectives regarding 
the internationalization strategies of service firms ([12], [15], [18-19]), mostly as a 
consequence of the features of services. Concerning the entry modes, it is unanimous 
that, in service companies, they are similar to those used by manufacturing companies 
[10]. The literature also stresses the use of new technologies, such as the internet, as a 
strategy and entry mode for service firms [10], [20]. 

2.2 The Applicability of Internationalization Theories to Service Providers 

Several theories have been presented as approaches that explain the 
internationalization of firms which may be applied to the service sector. These can be 
divided into two major groups [3]: economic approaches (Internalization, Eclectic 
Paradigm) and behavioral approaches (Uppsala School, Networks, Business Strategy 
and Resource-Based View). The description of each theory is summarized in Table 1. 

2.3 Theories of Internationalization and Service Providers 

The theories listed above describe the different aspects of the complex phenomenon 
of the internationalization of firms. However, according to Coviello and McAuley 
[41], those theories do not compete nor are they mutually exclusive, but rather, they 
complement each other. Each theory has its own specific advantages and 
disadvantages [14]. 
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Table 1. Summary of the theories of internationalization 

Internatio-
nalization 
theories 

Definition/description Authors 

Internaliza-
tion Theory 

The theory is based on the analysis of transaction costs. The axiom of the 
general internalization theory is that firms choose the location of 
internationalization, as well as the maintenance mode in the market, whereby 
the overall transaction costs are minimized. 

[3], [21] 

Eclectic 
Paradigm 

The theory is based on transaction costs and analyzes the transfers and rewards of 
the firms’ ownership. It points to several reasons for companies to start operations 
abroad: market demand, increasing efficiency, seeking strategic assets and 
capabilities outside their country. According to Andersen (27), the eclectic 
paradigm is a synthesis of the internalization theory and the transaction costs.  

[15], 
[21-24] 

Uppsala 
School 

The Uppsala model examines the expansion to foreign markets, trying to identify 
the various stages at which such expansion occurs. It describes the 
internationalization as a behavioural process through which a company moulds 
itself to the internationalization process in incremental and sequential stages, as a 
result of the development of knowledge and learning. The model advocates 
internationalization in stages due to the lack of knowledge and due to uncertainty. 

[21], 
[25-27] 

Theory of 
Networks 

The theory argues that the development in the international market does not only 
depend on the combination of the company’s competitive advantages. The 
success of internationalization depends on the networks and on the strategic 
alliances developed. These networks involve both external and internal networks. 

[28-34] 

Business 
Strategy 

According to this, companies take into account a wide range of variables when 
looking at the benefits and costs of internationalization. Two groups of variables 
are identified as relevant: external factors (e.g., workforce, market’s accessibility 
and attractiveness, cultural distance, ease of transportation) and internal factors 
(e.g., size, industry, capital resources, and experience in international trade). 

[3], [35] 

Resource-
Based View 

This view argues that firms with scarce, valuable and inimitable resources 
generate competitive advantages, and thus enable higher than normal rates of 
return. The attributes of the companies are the fundamental drivers of 
performance and the sustainable advantage necessary for internationalization. 

[36-40] 

Over the last decade, there has been a lively debate on the applicability of stage 
models of internationalization to service firms [42]. The criticism is centred on a 
series of studies that found that the conventional theory of stages of 
internationalization (Uppsala Model) does not adequately explain the process of 
internationalization of certain businesses, especially small [30]. 

Regarding the theory of networks, the literature emphasizes the collaborative 
nature of the internationalization of services based on knowledge and contact 
networks ([14], [30]). However, due to the nature of the services, they require greater 
customer-producer interaction than goods, which hinders the standardization of the 
product, since each customer wants a custom service. Moreover, this theory focuses 
only on the interdependencies between the actors [3]. Thus, the theory of networks 
provides only a partial explanation for the internationalization of services and needs 
to be complemented with broader aspects of company strategy [3]. 

The approach to business strategy, compared with the approaches mentioned 
above, is more comprehensive and seems to be flexible enough to deal with the 
development, characteristics and objectives of service companies [3]. Additionally, it 
is able to capture the influence of the environment [14]. One criticism, though, notes 
that this approach places excessive focus on the value of business characteristics, 
rather than on value creation.  
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3 Methodology 

Based on the conceptual model presented by Patterson [4], we studied the 
relationships between the different determinants and the tendency of service firms to 
globalize. 

3.1 Key Elements in the Decision to Internationalize and Hypotheses 

To identify the key elements, it is necessary to determine, in accordance with the 
theories of internationalization, which features to include in the study and which 
theories best explain the internationalization of services. 

The model proposed by Patterson [4] uses more than one underlying theory for the 
construction of its analysis scheme. The conceptual model adopted is based on  
the following theoretical views: the Resource-Based View, the Business Strategy and 
the Uppsala Model. The theories suggest several categories of factors that need to be 
incorporated in the model. In this context and in line with Patterson [4], the following 
five factors should be used as key elements: 1) Capacities and characteristics of firms, 
2) Barriers to internationalization, 3) Perceptions of the risks and benefits of 
internationalization; 4) Competitiveness; and 5) Management features. (Figure 1). 

  

 

Fig. 1. Determinants of the service companies’ decision to internationalize (Adapted from 
Patterson [4]) 

Based on each key element, a set of hypotheses were formulated, as discussed by 
several authors, which are summarized in the Table 2.  

Firm characteristics

• Development  of differentiated services
• Production cost advantage
• Firm size
• R&D expenditure
• Workers’ International experience

Perceptions of benefits and risks

• Attitudes to risks of exporting
• Attitudes to benefits of exporting
• Attitudes to relative profitability

Perceptions of benefits and risks

Managerial characteristics

• % graduate managers 
• % managers speaking a foreign language
• % managers worked/lived in another country

Competitive environment

• Intensity of domestic competition

Barriers to Internationalization

• Know-how limitations
• Production cost advantage
• Restrictions in target country
• Cultural unfamiliarity
• Language unfamiliarity

Decision to 
Internationalize

service firms
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Table 2. Research hypotheses 

Key 
elements 

Research hypothesis Authors 
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H1- Firm size is positively related with the decision to operate internationally. [4], [44] 
H1a: Companies that have a higher number of employees with international 
experience are the most active internationally. [45-46] 

H1b: Companies that have advantages in production costs or differentiated 
products are the most active internationally. 

[4], 
[47-48] 

H1c: Firms that have higher investments in R&D maintain more regular 
contacts with international markets. [4] 
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H2 – Existing restrictions in the destination country (customs costs and initial 
investment costs) are perceived as the main obstacle to internationalization. [4], [49] 

H2a: Unawareness of linguistic and cultural differences of the foreign markets 
are perceived as a major barrier to internationalization. [49-51] 

H2b: Limitations in know-how are perceived as the most significant obstacle to 
internationalization 

[4] 

H2c: Protectionism of local technicians and companies is a barrier to the 
internationalization of service firms. 
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H3 - The attitudes and perceptions regarding the risk of internationalization 
differ between companies operating and not operating internationally. 

[4], 
[52-54] 

H3a: Companies that do not operate internationally regard internationalization 
as being more expensive, with higher risks and less profitable than firms that 
already have contacts with the international market. 

[52], 
[54-55] 

Competi
-tiveness 

H4 - Companies that experience (and understand) the high competitive 
intensity of domestic markets, have greater contact with international markets 
than those who do not face such domestic pressures. 

[4], [53] 

M
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t 

fe
at
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es

 

H5 - Companies with a higher number of graduate managers maintain more 
regular contacts with international markets. [4-5] 

H5a: Companies with a higher number of employees with skills in foreign 
languages maintain more regular contacts with international markets. [4-5] 

H5b: Companies that have a large number of workers who have worked abroad 
are the most active internationally. 

[4-5], 
[56] 

3.2 'Theoretical' Model Specification 

According to the theoretical approaches examined in the previous sections and from 
the key elements and hypotheses described above, we present the determinants that 
may explain the decision to internationalize in the service sector. They are grouped 
according to their characteristics and following the Patterson (2004) model: 

1) Capacities and characteristics of companies, including firm size (Size), the number 
of services provided by the company (Num_Serv), and the level of investment in 
R&D (Inv_RD); 

2) Barriers to internationalization, which includes the number of perceived barriers 
(Num_Barr), the importance attributed to the initial investment costs 
(Imp_InvCosts), the importance given to cultural differences (Imp_DifCult) and 
language (Imp_DifLang), the importance attributed to know-how limitations 
(Imp_LimKH), perceptions of protectionism for local technicians (Imp_ProtTecn), 
and the degree of unfamiliarity with the foreign market (Unfam_Mkt); 

3) Perceptions of the risk and benefits of internationalization, which encompasses the 
perceived risk of operating internationally (Perc_Risk), the perception of the cost 
(Perc_Cost), and the perception of its profitability (Perc_Profit); 



252 M.R.A. Moreira et al. 

4) Competitiveness, which includes the intensity of national competitiveness 
(Int_Competitive); 

5) Management features, which covers the number of graduate managers 
(Num_GManager), the foreign language skills of managers (Num_Lang), and the 
employees’ international work experience (Int_Exp). 

In this study, we used multivariable estimation techniques to assess the extent to 
which variables such as firm size, degree of skilled personnel or the importance of 
market diversification affects the decision to internationalize. The following equation 
represents the 'theoretical' model adopted: 

_ =
Size; Num_Serv; Inv_RDNum_Barr;  Imp_InvCosts; Imp_DifCult; Imp_DifLang;  Imp_LimKH;  Imp_ProtTecn;  Unfam_Mkt  Perc_Risk;  Perc_Cost;  Perc_ProfitInt_CompetitiveNum_GManager; Num_Lang; Int_Exp

 

 
The following table (Table 3) summarizes the determinants considered in the 
'theoretical' model as well as information on the sources and the expected effect on 
the decision to internationalize. 

Table 3. Determinants of the 'theoretical' model 

Group Determinant 
Variable 

measurement Source 
Expe
cted 

signal 

Decision to Internationalize 
Yes/No question 
regarding operate/have 
contact internationally 

Question-
naire  

C
ha

ra
ct

er
is

tic
s 

of
 c

om
pa

ni
es

 

Firm Size 

Turnover (2009) SABI + 

Employees (2009) SABI + 

Turnover/employees Calculus + 

Number of services provided by the company  Number of services 

Question-
naire 

+ 

Level of investment in R&D  Amount (in Euros) + 

B
ar

ri
er

s 
of

  
in

te
rn

at
io

na
liz

at
io

n Number of perceived barriers Number of obstacles − 

Importance attributed to initial invest costs 

Likert scale 
(5 points) 

− 

Importance given to cultural differences − 

Importance given to language difference − 

Importance attributed to know-how limitations − 
Perceptions of protectionism for local 

h i i
− 

Degree of unfamiliarity with the foreign 
k

− 

Pe
rc

ep
tio

ns
 r
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ks

, 
be

ne
fi

ts
  Perceived risk of operating internationally − 

Perception of the cost  − 

Perception of its profitability + 

Intensity of national competitiveness + 

M
an

ag
e 

m
en

t 
fe

at
ur

es
 Number of graduate managers  

Value provided 

+ 

Foreign language skills of managers  + 
Nº employees with international work 

i
+ 
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3.3 Description of the Population and Sampling Criteria 

Based on the literature review, the questionnaire focused on the five key elements just 
described. The questionnaire in its final form consisted of nineteen questions and was 
sent electronically (e-mail) directly to the head of the selected companies. 

According to Yin [57], the sample should consist of a group of companies that 
belong to the population and there should be a correspondence between the structure 
of the samples and the structure of the population. Thus, the survey was administered 
to the 375 biggest firms (turnover volume) from the design, architecture and 
engineering consulting sector (in the SABI - System Analysis of Iberian Balance – 
database). Further information was requested from the sector’s association - the 
APPC (Portuguese Association of Engineering and Management Consultants) - 
having also sent questionnaires to 183 members of the APPC. 74 members of the 
APPC were already among the 375 largest companies in the sector (obtained via 
SABI). During the contact process, it was found that some companies were insolvent 
or had been dissolved, were unreachable or not eligible for the questionnaire. 
Therefore, the final number of companies that received the questionnaire was 322. 
From these 322 companies, only 54 companies responded. All the questionnaires 
were valid for statistical analysis, representing a response rate of 16.8%, which puts 
this study in parity with other studies. 

4 Empirical Results  

First, a descriptive analysis of the questionnaire answers is conducted, followed by 
the empirical validation of the research hypotheses, and finally, the key findings are 
presented and discussed in light of the existing literature. 

4.1 Descriptive Analysis and Validation of Research Hypotheses 

The companies that responded to the questionnaire had a turnover (for 2009) of 
261.055 thousand euros and employed 2584 workers. On average, each company had 
an annual turnover of about 4.834 thousand euros and 48 employees. Moreover, 70% 
of them are involved in engineering projects and 66% are dedicated to project 
management. 

The respondent companies regard international markets as riskier and more 
expensive to operate, but more profitable than domestic markets. These results are 
fully in line with those reported by Winsted and Patterson [53]. With regard to 
competitiveness, we found that the firms surveyed assume that the domestic market is 
saturated or exhausted. 

The barriers/obstacles to internationalization can create structural and operational 
constraints that often result in failures in the internationalization process. According 
to Patterson [4], the obstacles are one of the most important key elements in the 
decision to globalize. 

Most companies consider that protectionism of local technicians and companies (in 
the country where the company can internationalize) is the main obstacle to their 
internationalization, followed by the costs associated with the initial investment. We 
can also add the obstacle associated to unfamiliarity with the foreign market. 
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In order to test the research hypotheses, the IBM SPSS Statistics software (version 
19.0) package was used. Table 4 shows the tests employed to validate each hypothesis 
as well as the p-value obtained and the decision concerning the hypothesis. 

Table 4. Statistical test results  

Key elements Research 
hypothesis 

Statistical Test p-
value 

Decision 

Capacities and characteristics of 
companies 

H1 

Mann-Whitney 

0.004 Reject H0 

H1a 0.000 Reject H0 

H1b 0.335 Retain H0 

H1c 0.051 Retain H0 

Barriers to internationalization 

H2 

McNemar 

0.556 Retain H0 

H2a 0.000 Reject H0 

H2b 0.000 Reject H0 

H2c Friedman 0.042 Reject H0 

Perceptions of the risk and benefits of 
internationalization 

H3 
Mann-Whitney 

0.764 Retain H0 

H3a 1.00 Retain H0 

Competitiveness H4 Mann-Whitney 0.261 Retain H0 

Management features  

H5 

Mann-Whitney 

0.039 Reject H0 

H5a 0.023 Reject H0 

H5b 0.54 Retain H0 

  
According to the results of the hypothesis tests performed concerning H1, firms 

that have a higher turnover are more prone to internationalization. This finding is in 
line with Patterson [4] and Castellacci [44]’s results. Moreover, in the case of 
Portuguese firms, and in line with the findings presented by Hassel et al. [45] for 
Germany, the number of employees with international experience is higher in firms 
that operate internationally (H1a). 

The hypothesis that firms that have a broader variety of services (differentiated 
"products") (H1b) are the most active internationally stems from the conclusions 
drawn by Coviello and Martin [47], Zou et al. [48] and Patterson [4]. However, no 
conclusions can be drawn about the impact of this variable on the decision to 
internationalize or not. For companies in the service sector in analysis, the diversity of 
services does not seem to influence their level of internationalization. The same can 
be concluded for H1c. 

With respect to the barriers to the internationalization, Samiee [49] and Patterson 
[4] suggest that costs are the major obstacle, whereas Guenzi and Pelloni [50] and 
Sichtmann [51] indicate unawareness of linguistic and cultural differences as the main 
barrier. Patterson [4] also considers that a major barrier to internationalization is 
limitations in know-how. In our study, the three obstacles to which companies 
attributed the most importance as barriers to internationalization are protectionism to 
local technicians and businesses, unfamiliarity with the foreign market and the costs 
of initial investment. 

Regarding the other factors, it should be noted that Portuguese companies whose 
management structures include graduate managers with foreign language skills are 
more prone to internationalize (H5 and H5a). 
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As for the companies’ perception of the risk of operating internationally, of 
profitability and costs, it seems that these do not influence the company’s level of 
internationalization, in contrast with the findings of Aaby and Slater [52], Leonidou et 
al. [54] and Patterson [4]. The diversity of services offered, more competitive factor 
prices, the level of investment in R&D and the pressure of the internal market show 
no statistically significant influence on the company’s level of internationalization. 

4.2 Differences on Averages, Correlations between Variables and 
Implications for the Model 

In this section, an exploratory analysis of data is conducted and the relationships 
between the 'theoretical’ model’s variables are explored, so as to complement the 
validation of the research hypotheses. To accomplish this analysis, the Mann-Whitney 
test was employed, to assess whether there is evidence of significant statistically 
differences between the averages of each group (firms that operate internationally and 
firms that do not act in the international market), in the various dimensions of the 
variables not included in the previous section. Table 5 summarizes the information on 
the average differences of all variables. 

Table 5. Differences in averages - Mann-Whitney test 

Group Determinant 
Variable 

measurement 
All 

companies

Firms not in 
the 

international 
market 

Firms that 
operate 
intern. 

p-value 
(M-W) 

C
ha

ra
ct

er
is

tic
s 

 
of

 c
om

pa
ni

es
 

Firm Size 

Turnover (2009)  4.834,35 1.749,23 5.812,56 0.004ª 

Employees (2009)  48 16 58 0.002ª 

Turnover/employees 114.6 117.61 113.64 0.326 

Nº services provided by company Nº services selected 3.85 4.46 3.66 0.335 

Level of investment in R&D  Amount (in Euros) 72.05 12.86 92.85 0.051b 

B
ar

ri
er

s 
to

 in
te

rn
at

io
na

liz
at

io
n Number of perceived barriers Nº obstacles selected 2.15 2.0 2.2 0.657 

Imp. attributed to init. invest costs

Likert scale 
(5 points) 

3.36 3.85 3.19 0.133 

Imp. given to cultural differences 2.45 2.33 2.49 0.78 

Imp. given to language differences 2.67 2.58 2.69 0.819 

Imp. attributed to know-how lim.  2.62 3.0 2.5 0.193 
Perceptions of protectionism for
local technicians 

3.14 3.36 3.08 0.558 

Degree of unfamiliarity of the
foreign market 

3.10 3.83 2.88 0.009ª 
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rc
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of
 th

e 
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sk
 

/b
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s 
 Perceived risk of operating

internationally 
3.5 3.62 3.46 0.764 

Perception of the cost 4 4 4 1.00 

Perception of its profitability 3.43 3.23 3.49 0.155 

Intensity of national competitiveness 4.22 4.0 4.29 0.261 

M
an
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 Number of graduate managers 

Value provided 

6.38 4.23 7.07 0.039ª 

Foreign language skills of managers 6.3 4 7.02 0.023ª 

Nº employees with international 
work experience 

12.7 1.23 16.34 0.000a 
a significance level of 5%      b significance level of 10% 
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Based on the Mann-Whitney test for differences in means between firms operating 
abroad and firms that operate only in the domestic market, significant differences 
were found in only three of the five groups of determinants into which the variables 
were classified. In the group concerning Characteristics of Firms, we found 
significant differences in the determinants 'Company size' and 'Level of Investment in 
R&D'; in the group Barriers to internationalization, only in the determinant 
'Importance attributed to unfamiliarity with the external market' presented significant 
differences. In the last group, Management features, the determinants 'Number of 
graduate managers', 'Number of managers with foreign language skills' and 'Number 
of employees with international experience' revealed significant differences between 
the two groups, with a significance level of 5%. The analysis suggests the potentially 
relevant role of firm size, the amount invested in R&D, the importance attributed to 
unfamiliarity with the external market, the managers’ educational level, and the 
international experience of the workers, with quite different averages between the two 
groups of companies. 

After testing the differences between the two groups of firms for all variables, the 
multivariate analysis should be preceded by an analysis of the correlation matrix 
among the relevant variables in order to assess the degree of explanation of the 
variables and avoid including (explanatory) variables which could be highly 
correlated.  

Based on the analysis of the Pearson coefficients, we can conclude that there is a 
significant correlation of the dependent variable (internationalization decision) with 
six variables: firm size (with a Pearson correlation value of 0.412), the number of 
employees (Pearson correlation 0.487), unfamiliarity with the external market (-
0.429), the number of employees with international experience (0.526), the level of 
investment in R&D (0.324), the perception of the initial investment costs (Pearson 
coefficient -0.35), and the number of managers with international experience (0.5). 
This analysis suggests that, on average, larger companies, companies that invest more 
in R&D, have more employees with international experience, and more graduate 
managers, tend to internationalize, which confirms the results obtained with the 
Mann-Whitney test. Moreover, we found that the greater the perception of the initial 
investment costs and the importance attributed to unfamiliarity with the market, the 
lower the propensity to internationalize. This finding is also in line with the results 
obtained using the Mann-Whitney test, with only a slight difference in relation to the 
initial investment cost. 

Analyzing the independent variables, we found that several items are strongly 
correlated, which could lead to problems of multicollinearity in the estimation. This 
question can have two meanings: that the variables are measuring the same factor, or 
that they have a common dependency on another unmeasured variable in the model 
Maroco, [58]. The variable ‘turnover’ is strongly related to the number of workers 
(Pearson correlation coefficient of 0.818). We decided to keep only one of them 
(turnover), because we believe it is more representative of firm size than the number 
of workers. The variable ‘number of graduate managers’ reveals a strong correlation 
with the variable ‘number of managers who speak one or more foreign languages’ 
(Pearson correlation coefficient of 0.976). Therefore, we opted to keep only one 
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variable, the level of graduate managers. A similar situation occurs between the 
variables ‘importance of cultural differences’ and ‘importance of language 
differences’ (0.694). We decided to eliminate the variable ‘importance of language 
differences’ because it has the greatest number of correlations with other variables 
with a significance level of 5%. 

4.3 Results from the Multivariate Analysis and Discussion of the Results 

In this section, an analysis of causality is performed using multivariate techniques, to 
analyze the degree of explanation of each variable. 

When the dependent variable type is nominal (assuming the value 0 for firms that 
operate only in the domestic market and 1 for those operating internationally), the 
appropriate method to estimate the theoretical model is the binary logistic regression. 
This is the procedure described to model, in probabilistic terms, the occurrence of one 
of the two achievements of the classes of the variable. The independent variables may 
be qualitative and/or quantitative. The logistic model can thus assess the significance 
of each of the model’s independent variables. 

The following table (Table 6) shows the results of the logistic estimation, using 
various methods to select the independent variables. The empirical results of the 
decision to internationalize, based on the logistic regression, has the dummy variable 
Int_Dec as the dependent variable, which assumes the value 1 if the company 
operates abroad and 0 otherwise. 

Table 6. Empirical results based on logistic regression 

Group Determinant 
Method 

A 
Method 

B 

Constant -7.511 6.481 

Characteristics 
of companies 

Firm Size 2.194a --- 

Number of services provided by the company --- --- 

Level of investment in R&D  --- 5.66 b 

Barriers to 
international-

lization 

Number of perceived barriers --- --- 

Importance attributed to the initial investment costs --- --- 

Importance given to cultural differences --- --- 

Importance attributed to know-how limitations  --- --- 

Perceptions of protectionism for local technicians --- --- 

Degree of unfamiliarity with the foreign market -1.374ª -2.470b 

Perceptions of 
the risk and 

benefits 

Perceived risk of operating internationally  --- --- 

Perception of the cost --- --- 

Perception of its profitability --- --- 

Intensity of national competitiveness 1.552ª --- 

Management 
features 

Number of graduate managers --- --- 

Number of employees with international work experience --- 7.964b 

N  54 54 

Goodness of fit 

Hosmer and Lemeshow 4.059 3.489 

(p-value) 0.852 0.9 

% correct 81.8% 93.1% 
a significance level of 5%    b significance level of 10% 
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The tests of goodness of fit (Hosmer-Lemeshow test and estimated percentage of 
correct observations) allow us to conclude that the model using the Forward Stepwise 
LR method has a good quality adjustment. In fact, concerning the Hosmer-Lemeshow 
test, a p-value above 0.10 means that it does not reject the null hypothesis, namely 
that the models represent reality well (and the 2 models have p-values of 0.852 and 
0.9). Furthermore, over 80% of the estimated values of the dependent variable are 
correctly predicted by the models. 

The results indicate that, on average, firm size is the key determinant in the choice 
to internationalize (corresponding to a p-value of 0.045 <5%). The positive sign and 
statistically significant estimated coefficient for the firm size, indicates that firms with 
higher sales volumes tend, on average, to operate more abroad. This relationship 
confirms the study of Winsted and Patterson (1998). In addition, there are four factors 
that strongly explain the decision to internationalize. They are the number of workers 
with international experience (p-value of 0.058), the domestic competitive pressure 
(p-value of 0.039), the level of investment in research and development (p-value of 
0.041), and the importance attributed to unfamiliarity with the market (p-value of 
0.049). 

The positive sign on the number of employees with international experience shows 
that the more open the company to employees with international experience, the 
greater the propensity to internationalize. In fact, a company that employs workers 
with international experience has added impetus to internationalize, not only because 
of the experience factor (lower risk associated with the uncertainty of the market) but 
also because the employees can be drivers of change within the company, 
encouraging the desire to grow across the organization to other more distant markets. 

The variable ‘domestic competitive pressure’ reveals a similar pattern: the positive 
and statistically significant sign associated with this variable (1.552) means that the 
more saturated the market, the greater the propensity to internationalize. This result 
corroborates the study of Winsted and Patterson [53] and Patterson [4], which show 
that the companies that claim they experience and understand high competitive 
intensity domestically, maintain greater contact with international markets than those 
that do not face such domestic pressures. 

The variable ‘investment in R&D’ also has a positive impact on the decision to 
internationalize, with a coefficient of 5.66. The companies that have higher 
investments in R&D maintain regular contacts with international markets, as 
Patterson [4] argued in his study. 

Conversely, the negative and statistically significant degree of unawareness of the 
foreign market indicates that companies where the risk perception (i.e., unfamiliarity 
with the market) is higher, have less propensity to internationalize. This relationship 
had already been determined by several authors ([4], [52-54]) and is now confirmed 
for the service companies in study. 

Finally, it is important to note that some of the elements the literature considered as 
determinants of the decision to internationalize were not significant for the firms 
under analysis. This is the case of the expected impact of the perceived cost of 
operating internationally and the expected return on the decision to operate abroad. 
We expected that, like Burton and Schlegelmilch [55], Aaby and Slater [52] and 
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Leonidou et al. [54], the perception of additional costs in the process of opening to 
foreign markets would lower the company’s willingness to do so and/or the (higher) 
expected profitability of internationalization would act as an incentive.  

5 Conclusion 

One of the characteristics of economic development is seen in the increasing trend to 
outsource economies and the ability they have to internationalize services. The 
remarkable advancements of information and communication technologies have 
enabled many services to be ‘exportable’. 

The competitive pressures in domestic markets as well as the globalization of 
economic activities have encouraged many service companies to seek new business 
opportunities across borders. Despite the growing importance of trade and intensive 
investment in services, there are few studies on the internationalization of services, as 
well as the construction and validation of theories. In fact, the literature on the 
internationalization of firms tends to focus more on the industrial sector and 
multinational companies, implying thus the need for additional research in the service 
sector. 

In order to analyze the factors influencing the internationalization of service firms 
based on a quantitative analysis, we surveyed service companies from the design, 
architecture and engineering consulting sector. We also conducted an exploratory 
analysis of different hypotheses based on the literature review. Moreover, a 
multivariate analysis was employed to ascertain the main determinants of 
internationalization and the results were compared with studies on other countries, in 
order to determine similarities and differences among economic, geographic and 
social distinct realities.  

In line with the conclusions of previous studies, firm size is a distinguishing factor 
between companies that operate internationally and those that do not, both in terms of 
number of employees and in terms of turnover. Also, the number of employees with 
international experience is higher in companies operating abroad. We also noted that 
companies that have managers with more technical and foreign language skills are 
more open and more prone to internationalize. 

The study also allowed us to conclude that companies perceive international 
markets as riskier, more expensive to operate, but also more profitable than domestic 
markets. It is also important to note that the main obstacles reported by firms were 
protectionism of local technicians and businesses, the costs associated with the initial 
investment and unfamiliarity with external markets, which contradicts some recent 
studies. 

We also noted that competitive pressure is a booster to internationalization. 
It is clear that more research on the development of theory and research on the 

sector are recommended. We believe there is a need to develop new theories that 
explain and predict the behaviour of a service-oriented company, integrating the 
various theoretical constructs, including the unique characteristics of services, the 
country characteristics and the market characteristics. 
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Abstract. The use of mobile phones to make payments is already a wide-
spreading reality. While some mobile payment solutions achieved a 
considerable success and are already in use, others failed in the pilot phase. 
Nevertheless, there is an area where mobile payments have been quite 
successful: mobile ticketing in public transport. In fact, there are several 
advantages of mobile ticketing over traditional ticketing systems, such as queue 
avoidance, ubiquitous and remote access to payment, and the lack of need to 
carry coins and cash. This paper intends to propose a mobile payment system to 
be implemented in the Public Transport of Metropolitan Area of Oporto. After 
defining the payment ticketing model, a prototype was developed and tested by 
a sample of users. These tests allowed gathering some feedback about the 
feasibility of the system as well as useful insights about the concept, new in 
public transport in Portugal. The findings attained so far suggest that users 
considered the system extremely useful, since it is more convenient than 
traditional systems, improving the travelling process and experience. It was also 
clear that users valued the integration of additional and complementary services 
with mobile payments, such as real-time traffic information, maps and 
schedules. There are also several barriers to the adoption of such a system 
elicited by users, such as premium price, complex interfaces and perceived 
risks, such as security and privacy concerns. 

Keywords: mobile payment systems, public transport, mobile ticketing, mobile 
payment adoption. 

1 Introduction 

The evolution of mobile devices and their increasing functionality is changing the 
way people use mobile phones. Currently, it is already possible to make payments 
with mobile phones in several countries. Hence, mobile payment can be defined as the 
use of a mobile device (mobile phone, PDA, wireless tablet) “to initiate, authorize and 
confirm an exchange of financial value in return for goods and services.” [1] 

Mobile payments may be very useful in several areas such as retail, transport and 
entertainment, and they are often integrated with other complementary services, such 
as information services, loyalty programs, smart advertisement, physical and logical 
access, and check-in services. 
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In Portugal the introduction of mobile payments has been very slow, being the first 
mobile payment system implemented in August 2012, in the Azores islands. This 
system [2] allows customers to pay the car park using a mobile phone and is based on 
a pre-charge account. In October 2012 another similar system emerged in Sintra [3], 
offering three methods of alternative payments: Short Message Service (SMS), pre-
charged account or MB Phone (a bank account associated to a mobile phone number).  

This paper intends to propose a mobile payment system to be implemented in the 
Public Transport Network of the Metropolitan Area of Oporto (AMP) based on Wi-Fi 
and Global Positioning System (GPS) technologies.  The existing payment system is 
based on contactless cards that proved to be an interesting solution, since they are 
more secure, flexible and with larger memory capacity than paper tickets. However 
several advantages of mobile payments over traditional ticketing systems can be 
outlined: time and place independence, availability, remote and ubiquitous access to 
payment services, and queue avoidance [4]. These advantages are particularly 
important when there are no other payment methods available or in cases of urgency. 

Additionally, using mobile phones to pay for a journey may enhance travellers’ 
overall experience. In fact, in public transport services, contactless ticketing and 
payment solutions showed an increase in traveller satisfaction due to its easy and 
convenient characteristics [5]. 

The definition of the mobile payment system for AMP Public Transport was based 
on literature review about theories and determinants of mobile payments adoption, 
available technologies and installed infra-structure, as well as an analysis of the 
current ticketing scheme of AMP Public Transport Network. After this research, the 
mobile payment system was defined and a prototype developed, which was tested by 
a sample of users. 

One of the main contributions of this article was the validation of the proposed 
concept. Since the concept of making payments with mobile phones is relatively new 
in Portugal, this first test with a group of consumers was important to assess the 
usefulness of such a system and the intention of use by customers. Participants 
provided useful inputs to improve the mobile payment system and their answers to the 
questionnaires corroborated some determinants of mobile payment adoption reviewed 
in the literature. 

The outline of the current article is as follows: first the mobile payment systems 
and traditional ticketing systems in public transport sector are characterized. Then the 
factors that influence the consumer adoption of mobile payments are explored. After 
the contextualization of the problem, the research approach is presented as well as the 
proposed system. Finally the results are discussed and the conclusions are presented. 

2 Mobile Payments and Traditional Ticketing Models in Public 
Transport Sector 

Ticketing systems have been developed over the years, and today various types may 
coexist even in the same city. Paper tickets were the first to appear and are still widely 
used worldwide. Despite of being less expensive and easy to combine with other 
payment technologies, they are susceptible to fraud and have limited data collection 
capabilities. Magnetic stripe cards are also a ticketing media and although they 
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support a high number of uses, they are susceptible to accident erasure and have a 
large variance in reliability. 

Contactless cards, which appeared in the 90s, are rapidly replacing these two types 
of tickets. They use Radio Frequency Identification (RFID) or Near Field 
Communication (NFC) to establish a communication between the card and the 
validation device. This system has many advantages over traditional payment 
methods such as secure data transfer, large memory capacity and resistance to fraud. 

Mobile ticketing systems are more recent and are based on the use of the travellers’ 
mobile phone to pay for the trip. The use of mobile phones in public transport allows 
not only to make payments but also to process and exchange a large amount of 
information between the customer and the service provider. The traveller may access 
real-time information about maps, timetables, nearby stops and points-of-interest, 
making the actual payment transaction the final step of a series of data exchange. 

Public Transport Operators (PTOs) started to use the most basic mobile phone 
features, like making phone calls and sending text messages, to make travel tickets 
purchase. For instance, Paybox in Austria allows the Austrian railway OBB customers 
to purchase travel tickets via SMS or through the Vodafone live! Portal [6], allowing 
the customers to pay for the tickets through their monthly phone bills. Proximus 
SMS-Pay in Belgium, Mobipay in Spain and AvantixMetro in UK are also examples 
of mobile ticketing systems based on SMS already implemented. 

While SMS can be considered a simple and easy to use technology, it has 
limitations when used to make payments. SMS uses store and forward technology, 
does not use any encryption method and there is no proof of delivery within the SMS 
protocol [7]. Most SMS-based mobile payment models do provide a proof of delivery, 
requiring a second separate message to be sent, which increases the costs of a 
transaction. This problem is particularly pertinent when small payments are at stake. 
Additionally, in the study conducted by Nina Mallat [4], interviewees reported a 
number of problems, such as: the message formats are often complicated and slow to 
key in, the existence of various payment codes and premium service numbers make 
them difficult to remember and difficulty in finding instructions to make payments. 

The evolution of mobile phones to smart phones has broadened the range of 
payment possibilities [8]. And when contactless technologies like NFC were added to 
smart phones, more functionality became possible. Tickets can be purchased, 
downloaded, and accessed on the phone, and when in contact with NFC-enabled 
readers, the tickets are redeemed and a receipt is sent [5]. Several pilots of NFC-
enabled phones have been launched in the public transport area. For instance, the 
Touch&Travel service in Germany allows passengers to make payments with their 
mobile phones. Travellers have to tap their NFC-enabled mobile phone to the 
Touchpoint device at the departing station and at the destination. The length of the 
journey and the ticket price are calculated at the end of the journey, and the customer 
receives, each month, a statement with all travel data and an attached invoice [9]. 
However, there are some authors [7] that don´t consider this a real mobile payment, 
because customers don’t use their mobile phones to pay the bill.  

A NFC pilot was also launched in London, where 500 customers were given Nokia 
handsets with Oyster functionality.  Passengers could top up their Oyster by touching 
their handset on Oyster ticket machines in tube stations or at Oyster tickets shops. 
Key findings of the research were that customers maintained high levels of interest 
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and satisfaction throughout the trial and that the main customer benefits were 
convenience, ease of use, and status [5]. 

Other authors [10], [11] propose further mobile ticketing models for public 
transport based on Global Positioning Technologies (GPS). According to these 
models, apart from having a smartphone with Wi-Fi and GPS technologies, the user 
only needs to check-in when starting a trip and check-out at the end. The customer is 
also located by the service provider during his trip at defined intervals. At the end of 
the journey, the system determines the route within the public transport network and 
calculates the price, which is then debited from the customers’ account. This kind of 
system may be the future of mobile ticketing since it is really convenient and easy to 
use for customers, as they are not required to have any particular knowledge about 
tariffs or ticketing machines [11]. Nevertheless it requires a well-established location-
services infra-structure from the PTOs side, also raising privacy concerns from the 
customers’ side. 

Moreover, other mobile phone features like the screen, web browser, camera and 
sound allow PTOs to offer more services to passengers, enhancing customers’ travel 
experience. According to Philippe Vappereau [12] customers want to be informed 
about the services they use and everything related to them. This means that PTOs 
must integrate different services with ticketing, such as real-time information, 
guidance and event information. These services attract potential clients, enhance 
PTOs image and increase long-term public transport usage. Service-Oriented 
Architecture (SOA) and Service-Oriented Infrastructure (SOI) models may be a good 
solution to provide these highly-customized services with very low costs [13]. This 
shift is a move away from the smart ticketing concept to a smart urban mobility 
context [14]. 

Besides all perceived advantages, there are also disadvantages and problems 
related to the use of mobile phones to make payments, such as low battery life, 
security and risk concerns, and low adoption by senior people. Hence, it is important 
to understand the critical factors behind the usage of this technology. The factors that 
determine the consumer adoption of mobile payments will be briefly discussed in the 
next section. 

3 Factors Influencing Mobile Payments Adoption 

A variety of research models have been introduced to explain innovation usage. The 
Technology Acceptance Model (TAM) is one of the first and the most influential 
research model to explain users’ IT adoption behaviour [15]. TAM originates from 
Theory of Reasoned Action (TRA), which depicts user behaviour from a social 
psychology’s point of view [16]. According to TAM, the intention to use a particular 
system is determined by two major variables: perceived usefulness and perceived ease 
of use of the system. Perceived usefulness is defined as the degree to which a person 
perceives that adopting the system will boost his job performance. Perceived ease of 
use is defined as the degree to which a person believes that adopting the system will 
be free of effort. These two beliefs determine the attitude toward using the system and 
that attitude, together with perceived usefulness, determines the use intention. Use 
intention then predicts the actual system use. 
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Although TAM was originally intended to predict IT systems usage in the 
workplace, this model was also applied to predict consumer acceptance in a variety of 
settings, including, wireless LAN usage [17], acceptance of handheld Internet devices 
[18], adoption of internet banking [19], and attitudes towards self-service solutions 
[20]. TAM was also used as a baseline of several studies about factors influencing 
mobile payment adoption [21], [22], [23]. 

Another multidisciplinary theory frequently applied in IS adoption research is the 
diffusion of innovations theory developed by Rogers [24]. According to this theory, 
users are only willing to accept innovations if those innovations provide a unique 
advantage compared to existing solutions. The theory determines five innovation 
characteristics that affect the adoption of the innovation: relative advantage, 
complexity, compatibility, trialability, and observability. According to Tornatzky & 
Klein [25], especially the relative advantage, complexity and compatibility, appear as 
constant determinants of technology adoption decision, and are therefore deemed as 
valid predictors for mobile payments adoption as well [4]. 

The relative advantages in the context of mobile payment systems are related to 
time and location independent purchase possibilities [4]. Compatibility captures the 
consistency between an innovation and the values, experiences, and needs of potential 
adopters [24]. Thus mobile payment systems must be compatible with consumers’ 
purchase transactions, habits, and preferences. Complexity and usability problems 
have contributed to the low adoption of a variety of payment systems, such as smart 
cards and mobile banking [26], [27]. Hence, mobile payment systems must be well 
designed in order to overcome mobile phone limitations, such as small displays and 
keypads, limited transmission speed and short battery life, and therefore deliver 
convenient and user-friendly solutions to customers. 

Other constructs such as costs have also a direct effect on consumer adoption if the 
cost is passed on to customers [4]. Wu and Wang [28], found in their research that the 
costs are relevant in predicting the adoption of mobile commerce. Additionally, 
Dahlberg et al. [29] advises researchers to find out what will be an acceptable cost to 
consumers, in various payment scenarios and for various products and services. 

The concepts of perceived risk and trust have emerged as important determinants 
of mobile commerce adoption [30]. In the context of electronic services, security risk, 
conceptualized as the likelihood of privacy invasion, has been found to be a 
particularly critical concern among customers [31]. Making a mobile payment is often 
associated with potential loss of privacy and personal data [32], further increasing the 
perceived risk of mobile payment services. Potential risk also occurs from software 
failures, loss and theft of the mobile device and loss of privacy due to security system 
failures [33]. Still, trust in mobile payment service providers and merchants reduces 
perceived risk of mobile payments [4]. 

Mallat et al. [21] studied the factors that influenced the adoption of mobile 
ticketing service in public transport. The proposed research model was based on 
TAM, diffusion of innovations theory and trust theories, and resulted on eleven 
determinants of technology adoption model, presented in Fig. 1. Their findings 
corroborate the TAM model, where ease of use and usefulness have a significant 
effect on the adoption decision. But they also found that compatibility of the mobile 
ticketing service with consumer behaviour is a major determinant of adoption.  
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Moreover, mobility and contextual factors, including budget constraints, availability 
of other alternatives, and time pressure in the service use situation also have a strong 
effect on the adoption decision. 
 

 

Fig. 1. Research model of mobile ticketing service adoption in public transport [21] 

In Portugal there are no mobile payment’s systems in Public Transport, and as 
demonstrated in literature review there are numerous advantages of such a system in 
relation to traditional ones. Thus, this paper intends to propose a mobile payment 
system to be implemented in Metropolitan Oporto Area Public Transport Network. 

Firstly the problem will be contextualized and the ticketing system used by PTOs 
in AMP will be presented. Then the research methodology will be presented, followed 
by a description of the proposed mobile payment system. To conclude, the results of 
the analyses will be reported. 

4 Case Public Transport of Metropolitan Area of Oporto 

The Metropolitan Area of Oporto is served by an extensive public transport network 
which includes buses (STCP), light rail (Metro do Porto) and trains (CP – Portuguese 
railways). Together, they created TIP (Transportes Indermodais do Porto), an entity 
that is responsible for managing the intermodal tickets (Andante) in the AMP. In 
September 2012 the public transport operators STCP (buses) and Metro do Porto 
(light rail) were merged into a single administration. 

The electronic ticketing system in AMP is an open (ungated) system that required a 
significant technological investment, such as card readers along the platforms at each 
metro station and at each bus vehicle, and handheld devices for conductors. 
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The pricing policy implemented in the AMP is based on two types of price 
discrimination: journey-based and passenger-based. The price for the journey-based 
perspective was settled based on a zone concept. The AMP network was divided into 
zones, with a flat rate within each zone, and the price is determined according to the 
number of zones crossed by the passenger. Once the ticket is validated, the passenger 
can travel, within a certain period of time, in the zone he chose. After that period of 
time, the traveller must validate the ticket again. The price of the tickets also depends 
on the characteristics of the passenger – passenger-based price discrimination. Thus, 
the price varies depending on whether the passenger is a child, student or senior. 

Tickets are available in several types: zonal single ticket, season ticket and multi-
journey ticket. The ticketing system adopted in AMP is the contactless card – 
Andante – based on RFID technology. Travellers can buy the contactless cards or 
recharge them at ticket vending machines, Service Provider Stores and spots, Third 
Party Agents and inside the vehicle (bus). Each Andante card can only contain one 
type of ticket at the same time (e.g., it cannot have a Zone2 ticket and also a Zone3 
ticket), but it can contain several tickets of the same type (e.g., 10 Zone2 tickets). 

In order to travel along the AMP network, passengers must buy the Andante 
contactless card and charge it with zone tickets. Then, they must validate the travel 
card in the reader at the beginning of the journey, and the ticket is redeemed. There is 
no need to validate the Andante at the end of the journey, but travellers must validate 
the travel card every time they change vehicle. 

5 Research Approach 

The definition of the mobile payment model for AMP Public Transport was based on 
literature review about related subjects such as Human Computer Interaction (HCI), 
mobile payment adoption theories and available technologies. It was also necessary to 
understand the context-of-use of the mobile payment system: installed infra-structure, 
ticketing scheme, financial constraints, and customers’ needs. These subjects are 
detailed in Fig. 2, and were divided into general and context-of-use subjects. 

 

Fig. 2. Baseline subjects of the definition of the mobile payment system 
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After this research, the needs were identified, the use cases defined and the 
requirements elicited. This process resulted on a web prototype of the mobile payment 
application, developed with Proto.io tool. After the definition of the mobile payment 
system, it has been necessary to validate the concept and to evaluate the proposed 
prototype. Evaluation represents a very important step in product/service design, since 
it provides users and experts’ feedback about the system [34], and allows the 
identification of usability issues in the prototype before presenting it to end-users. 

In this case, the evaluation of the system comprised two different and 
complementary approaches. The first one consisted on the inspection technique called 
Heuristic Evaluation. This technique developed by Jakob Nielsen [35], [36] consists 
on the evaluation of an interface design by experts. Evaluators are guided by a set of 
usability principles (heuristics) and evaluate whether user-interface elements are 
conform to those principles. This evaluation was done by three experts (Nielsen [37] 
recommends between three and five) and allowed to identify some usability problems, 
such as lack of feedback and undo buttons in some screens, words inconsistency and 
complex information presented to the users. The usability problems identified by the 
experts were solved, allowing the preparation of the next evaluation phase. 

The second evaluation procedure that was used was the usability testing. This can 
be seen as an irreplaceable usability practice, since it gives direct input on how real 
users use the system [38]. This technique was combined with the administration of a 
questionnaire, which allowed gathering some qualitative data. The main goals of the 
usability testing were to check how users navigate around the application to perform a 
number of pre-specified tasks, and how the topics categorization was understood by 
the users. These tests and the questionnaires were also valuable to receive initial 
comments about the application usefulness and the acceptance of the concept.  

The tests were conducted in a test environment, so that users could concentrate on 
the pre-assigned tasks. Users were randomly sampled in the campus of the University 
of Porto in both strata among 17-60-year-old citizens. This usability testing was 
divided in two phases, and each phase comprised 7 different participants (Dumas and 
Redish [39] consider that 5-12 users is acceptable). After the first phase of tests the 
prototype was improved, taking into account users’ feedback, and the order of the 
tasks was changed. Then a new set of tests was conducted. 

Each test, including the questionnaire, lasted about thirty minutes. The participants 
were videotaped and their voice recorded, as well as the screen where they were 
performing the tasks. The test was divided into three parts:  

1. Questionnaire for sample characterization with thirteen structured questions. 
2. User test with twelve tasks. Tasks correspond to actions performed on the 

prototype. The time that users took to complete each task was recorded, as 
well as the type and number of errors. Users were also encouraged to speak 
and think loud during the tasks performance. At the end of each task, users 
had to rate it according to the difficult they had to perform the task. The 
Likert scale used was numbered from 1 to 5, where 1 was considered “Very 
Difficult” and 5 “Very Easy”.  

3. Questionnaire with nine unstructured and one structured questions. These 
questions were about the user satisfaction with the application and about the 
concept of the mobile payment itself. 
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The application of this methodology led to the development of a prototype for mobile 
payment system presented in the next section. 

6 Proposed Mobile Payment System 

The proposed system must require the minimum investment cost from the PTOs and 
travellers’ point-of-view, achieving at the same time the maximum consumer 
acceptance possible. Hence, to achieve this goal decisions had to be made considering 
the most suitable technologies for the AMP network, which led to Wi-Fi and GPS 
technologies.  

SMS and NFC technologies were not considered a viable option, due to different 
reasons. SMS technology was not chosen because of the premium price associated. 
PTOs in Portugal cannot support a steadily increase in their costs and past experiences 
in AMP public transport network states that reflecting the premium price in 
consumers is not a good option as well. When, in 2005, STCP launched a new 
service, called SMS Bus, which provided real-time traffic information, passengers 
used it massively while the SMS was free. When travellers had to pay for the SMS, 
the demand for this service dropped dramatically. NFC technology was also excluded 
because the penetration of NFC-enabled smartphones in Portugal is still very low, and 
it would require huge investments to convert the existing readers into NFC readers. 

Therefore, in the proposed system, the purchase and validation of tickets will be 
made over-the-air, and the GPS technology will be used to locate the traveller and 
reduce the number of options when it comes to purchase or validate a ticket, making 
the system easier to use. The user can buy the travel ticket in two ways: he chooses 
the departure and the arrival station and the system automatically converts this 
information into zones (Fig. 3 – Part a), or, alternatively, he chooses the zone ticket he 
wants to buy and selects the number of tickets for each zone (Fig. 3 – Part b).  

 

Fig. 3. Mobile payment system prototype screens: a) buy tickets by choosing the departure and 
ending station; b) buy tickets by choosing the type (zone); c) validation and remaining time 
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The system can hold more than one type of ticket at the same time and several 
tickets of the same type. To validate the ticket, the user has to choose which ticket, of 
those stored in his virtual wallet, he wants to use.  Once the ticket is validated, the 
user can travel in the zone he chose for a certain time, and he can check the remaining 
time on the display (Fig. 3 – Part c).  

Furthermore, and in order to attract potential consumers, it is important to offer 
additional services beyond payment. Hence the proposed mobile payment system also 
comprises several additional services such as find near stations, provide past 
travelling information, check tickets balance, check prices and maps, as well as access 
real-time traffic information. 

7 Results 

The sample was about 14 users (7 in the first test group and other 7 in the second), 
among 17-60-year-old citizens, and they all have different backgrounds (lawyers, 
engineers, students, professors, psychologists). Most of them (9 in 14) use the public 
transport at least monthly and 10 in 14 have a smartphone. The characterization of the 
sample is detailed in Table 1. 

Table 1. Sample Characterization 

Characteristics Nr Participants 
Age     

Under 20 year old 2 
Between 20-35 year old 9 
Between 36-50 year old 2 
Between 51-65 year old 1 

Gender   
Female 3 
Male 11 

Frequency of Public Transport Use 
1-5 times/week 5 
1-5 times/month 4 
1-10 times/year 3 
Rarely/Never 2 

Smartphone Owner   
Yes 10 

  No 4 

 
The tasks users had to perform and the average time (Avg. Time) they took to 

complete each task are presented in Table 2 and Table 3. The results were divided in 
these two tables, were Table 2 presents the results of the first test group, and Table 3 
of the second. The standard deviation (STD Time) was also computed in order to 
measure the variability around the mean. Finally, Table 2 and Table 3 also present the 
average rate (Avg. Rate), which derives from the assessment of users on the ease of 
completing each task, according to the Likert Scale introduced in Section 5.  
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According to the usability testing results, all users completed all tasks successfully. 
Older people and non-technological professionals (e.g. lawyers) took more time to 
perform the tasks than the others, but they all found “easy” or “very easy” to perform 
the majority of the tasks. Users found equally easy to buy tickets choosing the stations 
(Task 6) or choosing the zones (Task 5). The information in the remaining time screen 
(Task 9) was simplified between one test group and the other, explaining the fact that 
users of the first group considered “relatively easy” to interpret the information, while 
users of the second group found “very easy” to interpret it. Furthermore, almost all 
average rates are over 4, which means that users considered “easy” and “very easy” to 
perform the tasks, hence these usability tests are a good indicator of the ease-of-use of 
the proposed system. 

During the tests users contributed with considerable amount of qualitative inputs to 
improve the prototype. Additionally, the results of the performance of the tasks, such 
as the number and type of error per task and the number of users making a particular 
error, also provided important insights that helped to improve the system.  

Table 2. Performance and Rate per Task – First Test Group 

Task Avg. Time (s) STD Time Avg. Rate 
1 - Register on the Application 101 47 4,9 
2 - Plan a Journey 41 15 4,1 
3 - Browse Maps 21 8 4,6 
4 - Check Prices 18 11 4,7 
5 - Purchase Tickets by Zone 47 11 4,3 
6 - Purchase Tickets by Station 46 17 4,3 
7 - Check Tickets Balance 19 7 4,3 
8 - See Past Journeys 17 15 4,4 
9 - Interpret Remaining Time Information 15 17 3,7 
10 - Add a Bank Account 56 13 4,7 
11 - Disable Automatic Renewal 25 28 4,1 
12 - Turn Off Sound and Vibration Options 13 8 4,7 

Table 3. Performance and Rate per Task – Second Test Group 

Task Avg. Time 
(s) STD Time Avg. 

Rate 
1 - Register on the Application 100 28 4,6 
2 - Plan a Journey 45 9 4,4 
3 - Browse Maps 25 10 4,3 
4 - Check Prices 22 14 4,3 
5 - Purchase Tickets by Zone 26 7 4,6 
6 - Purchase Tickets by Station 38 13 4,6 
7 - Check Tickets Balance 21 14 3,9 
8 - See Past Journeys 15 9 4,4 
9 - Interpret Remaining Time Information 9 4 4,9 
10 - Add a Bank Account 81 69 4,1 
11 - Disable Automatic Renewal 26 19 4,3 
12 - Turn Off Sound and Vibration Options 8 4 4,7 
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After the usability testing procedure, users had to answer to a questionnaire. 
Despite being administered in a small sample, the answers provided important 
feedback about the mobile application and about the concept of buying public 
transport tickets with a mobile phone. The usefulness of such a system was clear 
among all participants. 

Participants found this payment method more convenient compared with 
traditional ticketing systems, because of the possibility to avoid queuing and access 
payment services anywhere and anytime, independent of the stores opening hours. 
Users also valued the fact they don’t need to carry cash around and considered the 
process of buying easier and faster, as demonstrated in the following transcription: 

“Very useful, it avoids queues, and I don’t need to carry coins and notes with me.” 

Since the actual system implemented in AMP Public Transport Network doesn’t 
allow carrying more than one type of ticket in the same Andante card, users 
appreciated the fact they don’t need to carry as many cards as types of tickets, being 
possible to have all types in the same device. They also liked the possibility of 
automatic renewal of the monthly travel card.  

“I like the option of renew automatically the monthly travel card. Nowadays, at the 
end of each month I have to go to a physical store to renew the monthly travel card. 

You can imagine how huge the queues are!” 

Users usually have problems to identify the number of zones they are going to cross, 
in order to buy the correct ticket. Thus, the option of purchasing a ticket choosing the 
departure and the ending station was considered very convenient. Users also 
attributed great importance to the fact that the application offered additional services 
beyond the payment. They valued having the information about public transport 
schedules and maps, and also personalized information. 

“Very useful, because it joins information about public transport with the 
possibility of buying and validating tickets.” 

When asked about mobile payments security and risks concerns, some of the 
interviewees felt safe about using such an application. Others were apprehensive 
about some risks, such as the unauthorized use of the mobile phone and payment 
features, in the case of lost or stolen device. Users would feel safer if they could set 
up a Passcode or PIN for payments above a certain value. They also suggested the 
possibility to define a limit per transaction or a monthly limit. In the case of the 
payment system being associated to a bank account, users would need more 
information about the process. 

Participants also suggested that the possibility to set up PINs to access some menus 
that are more susceptible (payments, bank accounts …) should be possible. Users’ 
privacy was also mentioned and perceived as a risk. They were concerned about what 
type of information will be stored on the mobile phone. 

“What type of data will be kept on the mobile phone? And if someone hack my 
phone and access my personal data?” 

When asked about the price they were willing to pay for such a service, all 
interviewees answered they would only pay the price of the application. They were 
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not willing to pay an additional price per ticket purchased: if this was the solution 
provided by AMP, they would prefer instead to use the traditional ticketing systems. 
Few users would be able to pay recursively an additional price, only considered 
feasible under certain circumstances, such as being late, or in a hurry. 

Finally, all interviewees stated that they would use a mobile payment system to 
buy and validate travel tickets. They considered the system useful, with several 
advantages over traditional ticketing systems, potentiating their intention of use. 

The theories and determinants of mobile payment adoption presented in section 3 
are evident in users’ answers. These were interpreted and grouped into factors that 
influence the adoption of mobile payments, and these findings are summarized in 
Table 4.  

Table 4. Factors Influencing Mobile Payment Adoption 

Factors Influencing 
Mobile Payment Adoption 

Sub-factors Potential Effect 
on Adoption 

Ease of use • The average rating of the tasks 
was "easy" or "very easy". 

• Positive 

Usefulness • Very useful. Many advantages 
over traditional ticketing systems. 

• Positive 

Relative Advantages • Remote and ubiquitous access to 
payment. 

• Avoid queues. 
• Not necessary to carry cash. 
• Easier and faster to purchase 

tickets. 
• Several types of tickets in the 

same device. 
• Centralization of several services 

in the same device. 

• Positive 
 

• Positive 
• Positive 
• Positive 

 
• Positive 

 
• Positive 

Additional Services • Information about public 
transport (maps, schedules, …) 

• Personalized information (past 
journeys, tickets balance, …) 

• Positive 
 

• Positive 

Compatibility • Users’ needs: information about 
public transport, monthly travel 
card automatic renewal, 
respecting purchase and 
validation habits. 

• Positive 

Complexity • Some options weren’t in the right 
menu.  

•  Some options/menus didn’t have 
the right name. 

• Negative 
 

• Negative 

Risks and Security • Unauthorized use. 
• Where and what type of 

information is stored. 
• Set PINs and Passcodes. 
• Privacy concerns. 

• Negative 
• Negative 

 
• Positive 
• Negative 

Cost • Premium price • Negative 
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The final column indicates the potential effect that each sub-factor may have in the 
consumer adoption of mobile payments. Ease of use, usefulness, relative advantages, 
additional services and compatibility have a positive effect on mobile payment 
adoption, while complexity, perceived risks and premium price have a negative effect. 

8 Conclusions 

The purpose of this paper was to propose a mobile payment system to be 
implemented in Public Transport of the Metropolitan Area of Oporto and to test the 
concept among real users. After defining the payment ticketing model, a prototype 
was developed and tested with users. The findings suggest that users considered the 
system easy-to-use, intuitive and functional. The usefulness of such a system was also 
consensual among participants. Remote and ubiquitous access to payment, queue 
avoidance, and the possibility to have several types of tickets in the same device were 
the major advantages reported by users. The integration of additional services with 
payment and validation features in the same device was really valued by the 
customers. The proposed solution centralizes information in a single channel, which is 
currently scattered across several channels. The introduction of additional services 
appears to be an important factor in the decision of adopting a mobile payment 
system; however this factor is not much explored by current adoption models. This 
may be an important factor to be explored in future research. 

Users also valued the fact that the new ticketing system was consistent with their 
habits and needs, enhancing their experience at the same time. They considered really 
useful the renewal of the monthly travel ticket over-the-air, the automatic conversion 
into zone tickets, and the real-time traffic information provided by the system. 
Additionally, users criticize some options and menus that were confusing and not easy 
to understand.  

The mobile environment brings some concerns about security and perceived risks, 
such as unauthorized use of the personal device and personal information, information 
storage and privacy concerns. Finally users stated that they were willing to pay the 
value of the application, but they wouldn’t pay any extra cost for each ticket 
purchased. These findings are different from Mallat et al. [21] study where they stated 
that the cost was not a significant determinant of mobile ticketing adoption. This 
evidence was explained by the fare structure of Helsinki city public transport, where 
mobile ticketing is cheaper than using cash to buy a single ticket inside the vehicle. 

From a managerial perspective the findings suggest that more attention should be 
paid to the ease-of-use and usefulness of the system, as well as to the compatibility 
with the habits and needs of the customers, where developers should try to improve 
the actual processes. It can also be concluded that a mobile payment system must be 
integrated with additional and complementary services, in order to achieve consumer 
acceptance and therefore critical mass. 

Due to the explorative nature and small sample of this study, the findings cannot be 
generalized. They offer a first insight of the potential adoption of such a system in 
AMP Public Transport, as well as guidelines for the specification of the mobile 
payment system. Further work must be done, in order to improve the system and test 
it in real environment.  
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1 Introduction 

Benchmarking (BM) has become one of the most popular management techniques. 
Since its development at Xerox Corporation in 1979 thousands of articles have been 
written about it [1,2]. Benchmarking has been used widely in all type of industries 
and countries [3]. Nandi and Banwet (2000) found 49 different definitions to 
benchmarking [4]. Many writers [5,6] have found Camp’s (1995) formulation 
“Benchmarking is the search for industry best practices that will lead to superior 
performance “ [7]  the most cited and indicative definition. The most commonly cited 
typology is from the same source: the distinction between internal, competitive, 
functional and generic benchmarking [7,8].  

The purpose of this paper is to define benchmarking more precisely, and to discuss 
its applications in healthcare.  

2 Definition of BM 

Management is not an exact science that could deliver predictions; such as if you do 
A, then B will happen. Rather it is a heuristics that should allow researchers and 
practitioners to deal with complex issues using clear and sharp conceptual language. 
Therefore definitions are important. 

Any management concept needs first a definition of its ontology, i.e. the core 
phenomenon under study, what it is and what it is not. Second, a concept needs an 
associated epistemology to describe what can be known, measured, and analysed. 
Third, especially in engineering and clinical medicine a praxeology is needed 
describing its supposed use, costs and benefits. 

The conceptual confusion in management studies often arises from unclear 
ontologies. For example, customer value is the difference between what you get and 
what you give; quality is the difference between specifications and realized outputs. 
These relations are the ontological cores. Both sides of the relations can be elaborated 
on endlessly, such as customer value being realized at the point of sales or over the 
life cycle. Such elaborations may add detail, but may also obscure the core.  



280 P. Torkki and P. Lillrank 

In this paper we claim that the core of BM is a real-to-real comparison production 
systems: my system in relation to the best comparable system. BM is a way to 
identify performance (performance BM) and the ways to achieve it (process BM). 
However, ontology also needs to be clear on what a concept is not. BM is different 
from alternative ways to do comparisons.  Such are, for example, to compare a current 
state to goals and means that are theoretically derived (six sigma quality), normative 
(zero defect), innovative (a car for every purse and purpose), ideal types (excellence 
models), or visionary (insanely great).  BM compares real with real.  

In this paper we claim that the core of BM is a real-to-real comparison production 
systems: my system in relation to the best comparable system. BM is a way to 
identify performance (performance BM) and the ways to achieve it (process BM). 
However, ontology also needs to be clear on what a concept is not. BM is different 
from alternative ways to do comparisons.  Such are, for example, goals and means 
that are theoretically derived (six sigma quality), normative (zero defect), innovative 
(a car for every purse and purpose), ideal types (excellence models), or visionary 
(insanely great).  BM compares real with real.  

The real-to-real ontology of BM has epistemological implications. First, 
performance is captured through empirical, demonstrated and documented key 
performance indicators (KPI). They can be: 

- Results; outputs or outcomes  
- Technologies and processes that achieve those results 
- Resources staffing those processes 
- Governance, incentives, and organizational arrangements to keep those 
resources productive. 

KPIs can be defined and comparisons can be made on different levels of abstraction. 
That calls for the selection of appropriate variables. Apples can be compared with 
apples in obvious terms such as size, colour, or sweetness. Apples can be compared 
with oranges with variables measuring comparable issues, such as vitamin C content. 
In Healthcare, we can compare hernia and knee arthroscopy surgery using operating 
room (OR) utilization rates, since utilization relates more to scheduling methods than 
to the particular procedures of each clinical subspecialty. 

Second, as the object of comparison is a system, it can be assumed to have more 
than one KPI. The relations between the KPI’s need to be explicated. They can be 
dependent, from which may follow trade-offs; or independent, from which follows 
that there may be several alternative best practices. 

Third, BM variables are typically classified into what and how. What results has an 
organization achieved in terms of productivity, quality, or financial performance? 
Such measures can usually be extracted from regular reporting. The how –issues 
require a model that specifies the operating system and explains how the results are 
achieved. Models can be formulated in two ways.  First, if quantitative data is 
available, a regression model can be built with What as a dependent variable and 
How’s (sub-measures) as independent variables. Second, if a quantitative model 
cannot be constructed, the how’s can be explained by combining performance and 
process benchmarking as defined by Spendolini 1992 [9]. The purpose is to describe 
the processes and methods that explain differences between high and low 
performance systems. 
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This definition carries practical implications. First, demonstrated best performance 
and practice is real, therefore, given comparable circumstances, catching up to it does 
not imply significant risks. Second, as the observed best performance is real, the “it 
can’t be done” –argument against change looses value. Third, assuming there are 
several successful KPI combinations and the KPIs are not dependent, a follower can 
compare both single KPIs and combinations thereof. Fourth, an organization that can 
demonstrate it is the best needs to adopt a theoretical, innovative, or visionary frame 
for further improvement, and be prepared for the accompanying risks. 

This definition carries practical implications. First, demonstrated best performance 
and practice is real, therefore, given comparable circumstances, catching up to it does 
not imply significant risks. Second, as the observed best performance is real, the “it 
can’t be done” –argument against change looses value. Third, assuming there are 
several successful KPI combinations and the KPIs are not dependent, a follower can 
compare single KPIs and combinations thereof. Fourth, an organization that can 
demonstrate it is the best needs to adopt a theoretical, innovative, or visionary frame 
for further improvement, and be prepared for the accompanying risks. 

3 BM in Healthcare 

The real-with-real constellation is particularly important in services. Services in 
general and health services in particular are open and complex systems. Emergency 
departments must accept all kinds of patients at any time. All the potential inputs and 
influences on a patient case can’t possibly be controlled. Similar results can be 
achieved by different means. Therefore BM needs to compare systems and normalize 
several key variables, such as resource consumption and case mix. The apparent 
complexity of health services can be reduced by segmentation. Healthcare is not an 
industry with a single production concept or business model, rather a cluster of 
operating logics or modes. Following [10] the modes are prevention, emergency, one-
visit, electives, emergent cure processes, continuous care, and patient projects. Each 
mode has different KPIs and requires different ways to manage resources and 
processes. In this paper we focus on electives. They are procedures where demand is 
pre-selected and sorted through a referral system, diagnostics and corresponding 
procedures are reasonably precise, production can be planned and scheduled in 
advance, and outputs can be counted and evaluated against set quality criteria. 
Therefore quality-adjusted productivity is a relevant KPI. 

The real-with-real constellation is particularly important in services. Services in 
general and health services in particular are open and complex systems. Emergency 
departments must accept all kinds of patients at any time. All the potential inputs and 
influences on a patient case can’t possibly be controlled. Similar results can be 
achieved by different means. Therefore BM needs to compare systems and normalize 
several key variables, such as resource consumption and case mix.  

We compared the productivity differences between 9 Finnish outpatient surgery 
units. The unit of analysis is a surgery unit, which may contain several operating 
rooms (OR). The units were located in various hospitals, i.e. one hospital may have 
several units. The performance data was obtained from hospital information systems 
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and included 28 224 surgeries in total. The resource data was collected from 
respective HR-systems. 

The key output measure was productivity defined as weighted operations per full-
time-equivalent (FTE) personnel resources used. The operations were weighted using 
their historical average throughput time to make the output comparable [110]. 
Throughput time is defined as the time from patient entering to patient leaving the 
OR. 

It was assumed that differences in productivity are driven by the following sub-
measures (Fig.1): 

- Adjusted throughput time of the OR, measured procedure-specifically and 
weighted based on the respective case mix 

- Utilization rate  defined as patient-in-OR–time divided by staffed hours 
- Resource intensity defined as nurse FTEs per staffed OR. 
 

Operation
C

Operation
B

Operation
A

Utilization:
Scheduling

Adjusted throughput time:
Workflows, processes Output

Input

Resource intensity:
Staffing

OR

 

Fig. 1. The relationship of sub measures and the related steering mechanisms 

The basic information of the compared surgical units A to I is given in Table 1. 

Table 1. Basic data on the compared surgical units 

Hospital A B C D E F G H I 

Number of 
operations

2671 2050 2636 2375 3955 5062 2854 2311 3284 

Weighted 
operations

3562 2598 3137 3053 5761 7165 4496 3323 4732 

Operating 
Rooms 

3 3 3 4 6 8 5 3 4 

Nurses (FTE) 13,7 16,5 15,3 14 22,9 33,9 21,1 12,4 16 
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The sub-measures are calculated as differences to the averages in Table 2. The data 
shows that above average productivity can be achieved by different methods: in unit I 
high productivity derives from low resource intensity combined with high utilization; 
in units H and A high productivity is mostly due to short throughput time. The 
correlations between sub-measures were not significant (p>0.05). 

Table 2. Sub-measures of the compared surgical units as differences (%) to averages 

Hospital A B C D E F G H I 

Productivity 

(weighted 

operations 

per FTE) 

12 % -32 % -11 % -6 % 9 % -9 % -8 % 16 % 28 % 

Utilization* -6 % -8 % 1 % 1 % 9 % 5 % -4 % -4 % 7 % 

Resource 

intensity** 
-5 % 25 % 5 % -8 % -14 % 7 % 13 % -7 % -16 % 

Adjusted 

throughput 

time*** 

-13 % 5 % 4 % 12 % 10 % 5 % -9 % -11 % 0 % 

* In utilization, + means better value, ** in Resource intensity, - means better value and in 
***Adjusted throughput time, - means better value in terms of productivity 
 

We used process BM to understand the best practices explaining the best 
performances. The units E and I had most developed scheduling systems utilizing 
procedure-specific historical average duration information. Consequently their 
utilization rates were high. In unit I the staff management principles were most 
flexible.  The hospital shared resources between surgical units and nurses could be 
allocated flexibly between units and ORs. Consequently I had the best (lowest) 
resource intensity. In unit A, concurrent preparation of patients lowered the 
throughput time. Consequently A had the best (shortest) throughput time.  

These methods are not inter-dependent, i.e. a surgical unit can pursue one while 
ignoring the others.  If an unit would apply the best practices on each sub-measure, 
calculably 38 47 % above average productivity could be achieved: 9 % above average 
utilization, 16 % below average resource intensity and 13 % below average 
throughput time. 

4 Summary and Conclusion 

Benchmarking is the real-to-real comparison of production systems aiming at finding 
best performance and identifying the ways to achieve it. In complex environments 
care must be taken to define the variables in a comparable way, and, based on 
Operations management theory, postulate sub-measures that can help explain the 
different ways to achieve the desirable results. In further studies, the approach will be 
applied to other segments [10], as data of this study was limited to elective operations. 
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When using BM as a development tool, combining performance (what) and process 
(how) data makes it possible to not only identify the best performer, but also to 
describe how performance is achieved, and what sub-measures can be improved. As a 
practical example, the units with best utilization rates had more sophisticated 
scheduling methods which can be applied to other units to improve utilization rates. 
When KPIs are independent, combining the best achievements on each sub-measure 
makes it possible to calculate an achievable productivity frontier. 
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Abstract. Service Science is an academic discipline that investigates the 
organization and operation of service systems and that designs novel solutions 
for their innovation, engineering and management. As a new interdisciplinary 
field, Service Science is in need of a solid conceptual foundation that could act 
as a unifying paradigm for researchers having backgrounds in different 
disciplines. Apart from common research abstractions and a shared vocabulary, 
the field would also benefit from modeling artifacts for studying and designing 
service systems. This paper reports on a research-in-progress that addresses 
these needs by developing a Service Science ontology, which will be elaborated 
as the meta-model of a new service system modeling language. The paper 
summarizes our current research results and contributes to the Service Science 
literature by presenting a new graphical conceptual model for service systems. 

Keywords: Service Science, service system, conceptual model, ontology. 

1 Introduction and Problem Statement 

The world’s economy manifests itself increasingly as service economy [1, 2]. The 
evolution in the focus of economy from goods to service [3] and the recognition that 
service is a research area in its own right [4] has stimulated the development of 
research fields that study the strategy, design and management of the constituents of 
the service economy. One of these emerging research fields is Service Science [5-8]. 
Service Science aims at creating knowledge that informs service system design and 
innovation through the use of ‘smart’ (i.e., IT-enabled) services. It is an 
interdisciplinary field with as main contributing disciplines service management, 
service engineering and service-oriented computing.  

What distinguishes Service Science is the unique lens through which the service 
economy is studied. The basic unit of analysis is the service system [9], which is a 
configuration of people, organizations, technology, and shared information set up for 
the co-creation of value by service providers and clients. The service system is the 
main abstraction used by Service Science researchers for investigating the 
architecture, composition, operation and interaction of the entities that are provider 
and client of services [10]. 
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A scientific abstraction becomes an effective instrument for communication, 
reasoning and action, if it is based on a shared worldview [9]. The need for a common 
mental model of service system that builds on shared concepts and vocabulary has 
been expressed by leading Service Science researchers (e.g., [1, 2]). It is also reflected 
in the call for research on modeling and simulation frameworks for the study and 
conceptual design of service systems that was made by the Service Science, 
Management, Engineering and Design (SSMED) community [11]. The formal 
representation and measurement of work in service systems has been posed as a major 
research challenge since the start of Service Science [6]. In a recent survey research 
involving 200 academics and 95 business executives, modeling and simulation were 
flagged as priority research topics for stimulating service innovation [2]. 

This paper reports on research-in-progress that was initiated to address two 
eminent research questions: (i) how to conceptualize service systems such that a 
broad array of aspects that are relevant to the study and design of service systems is 
accounted for, and (ii) how to devise a rigorously sound and practically relevant 
modeling approach for service systems that is based on such a shared 
conceptualization. 

Section 2 presents the research scope, objectives, intended scientific contributions, 
and research plan. Section 3 presents our preliminary results. Section 4 concludes the 
paper. 

2 Research Approach 

We will approach the two research questions from the field of Conceptual Modeling, 
which researches methods and languages for creating representations of real-world 
domains or situations, the contextual factors that determine modeling effectiveness 
and efficiency, and the (desirable) characteristics of the resulting representations [12]. 
An approach centered on the conceptual modeling of service systems responds to the 
above mentioned research calls for models of service system structure and behavior, 
but does not address the modeling of the service system image in computer systems – 
which we acknowledge to be another important research topic, that is, however, 
outside the intended scope of our research.  

A further choice with respect to research approach (and hence impacting research 
scope) is to start researching the service system conceptualization from the service 
system worldview of Spohrer and Maglio [13]. This worldview is heavily grounded in 
Service-Dominant Logic [3, 14], which is a descriptive theory originating in the 
Marketing discipline that sees all economic activity as service exchanges. Many 
Service Science researchers have proposed Service-Dominant Logic as the 
philosophical foundation of Service Science [9, 15, 16], however, the need to 
introduce systems thinking (based on system/network theories) to cope with the 
complexity and contextual nature of service systems has also been expressed [17]. 
The service system worldview of Spohrer and Maglio is influenced by both Service-
Dominant Logic (to explain the ‘service’ in service system) and Systems Sciences (to 
explain the ‘system’ in service system). Their worldview crystallizes around a set of 
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ten foundational concepts – service system ecology, service system entities, 
outcomes, interactions, value proposition based interactions, governance mechanism 
based interactions, stakeholders, measures, resources, and access rights.  

The first research objective is to develop a service system ontology. One of the 
goals of conceptual modeling is to turn the conceptualizations or worldviews that 
underlie scientific disciplines and practice areas into explicit descriptions that are 
called domain ontologies. A service system ontology, represented in a format that 
facilitates communication and sharing, provides an internally consistent and precise 
account of service system concepts, their relations, governing axioms, and underlying 
assumptions about the nature of the real-world and our knowledge of it. As such it 
offers a language with explicit semantics to researchers and practitioners, on the basis 
of which they can develop a shared understanding of the phenomena they observe, 
investigate and construct. The development of such an ontology, based on the 
foundational concepts of Spohrer and Maglio [13], would present an original and 
much needed scientific contribution to the field of Service Science [18-19] as well as 
provide the basis for the accomplishment of the second research objective. 

This second research objective entails the transformation of the service system 
ontology into a meta-model that defines a modeling language for service systems. 
Meta-models define the constructs and rules that compose modeling languages. By 
adding graphical modeling symbols (e.g., using a notation like UML), the ontology’s 
concepts and relations can be used as modeling language constructs for creating 
representations of real-world service systems – to study them – or for conceptually 
designing new service systems – to build them. The ontology’s axioms and 
assumptions will provide modeling language rules that enforce the construction of 
service system models that ontologically commit to the underlying domain ontology 
(which is the outcome of the first research objective). The development of a modeling 
approach for service systems is a much-desired scientific contribution to Service 
Science and SSMED [2, 6, 11].  

To achieve these objectives, a five-phase research plan was defined: theoretical 
analysis, ontology development, ontology evaluation, researching the modeling 
approach, and validation studies. 

3 Preliminary Results 

We are currently in the second research phase. In the first, theoretical analysis phase, 
we investigated the ten foundational concepts of the proposed service system 
worldview from the perspective of six theories and conceptual frameworks coming 
from different disciplines that study service: Service-Dominant Logic [3] 
(Marketing), Unified Services Theory [20] (Operations Management), Work System 
Framework [22] (Information Systems), Service Quality Gaps Model [21] (Service 
Management, Marketing), the systems theoretic conceptualization of service systems 
by Mora et al. [23] (Service Engineering, Computer Science), and the service 
ontology of Ferrario and Guarino [24] (Applied Ontology). The goal was to evaluate 
completeness, clarify the theoretical foundation of the concepts, and identify their 
relationships and constraints on these relationships. 
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The main result of the analysis (see [25]) was that all proposed foundational 
concepts are theoretically supported, though some concepts have more support than 
others. Also important is that none of the proposed concepts is rejected by the 
theories. We did identify a couple of issues that need further investigation, sense 
making and consensus seeking, because of different interpretations or positions taken 
in the theories used in the analysis: (i) whether service entails value co-production 
(e.g., Unified Services Theory) or value co-creation (e.g., Service-Dominant Logic); 
and (ii) whether service is a phenomenon that takes place within the service system 
(e.g., system theoretic model of Mora et al. [23]) or between service systems (e.g., 
Work System Framework).  

Regarding the completeness of the set of ten foundational concepts, we deduced 
from the theories and frameworks a missing, eleventh concept, which is service itself. 
We define service as mutual value co-creation, which is the desired outcome of 
interactions between service system entities. The inclusion of service leads, however, 
to another issue to be resolved (by future research) and that is whether the ‘mutuality’ 
of the value co-creation resides in the service itself (e.g., as in the system theoretic 
model of Mora et al. [23]) or is realized through the exchange of services (e.g., point 
of view taken in Service-Dominant Logic). 

In related work (see [26]), we investigated the ISPAR (Interact-Serve-Propose-
Agree-Realize) model [27], which adds a process dimension to the service system 
worldview in order to better understand the dynamics of service systems. ISPAR is a 
normative model of all possible service system interaction outcomes. We investigated 
in particular whether ISPAR could act as a process model for service (given the 
position inherent in the service system worldview that service is a process, which is a 
view endorsed by all theories and models used in the theoretical analysis). We 
compared ISPAR to two other models (i.e., Alter’s service value chain framework 
[22] and Ferrario and Guarino’s layered structure of service activities [24]), which 
were developed independently from the service system worldview. Whereas neither 
model is as complete as ISPAR is, our analysis indicated that the representation of 
ISPAR as a branch model (showing a taxonomy of service system interaction 
outcomes) has shortcomings with respect to clarity and structure, which may hinder 
its use as an analysis and design instrument for service processes. 

The second, ontology development phase builds upon the results of the theoretical 
analysis. As a first step in ontology development, we constructed a graphical 
conceptual model (in UML class diagram notation) of the service system worldview 
(Fig. 1). The theoretical grounding of the ten foundational concepts, augmented with 
the eleventh, service concept, allowed identifying relationships between the concepts 
and constraints on these relationships. Whereas the service system worldview 
proposed by Spohrer and Maglio [13] is a mere list of concepts, the general structure 
that we discovered through the theoretical analysis will help in developing a formal 
ontology out of the worldview. Further, we believe that the graphical model already 
helps in better understanding the service system worldview as it shows how different 
concepts (should) relate to each other. Therefore, we will explain the service system 
conceptualization on which the ontology is based via the graphical conceptual model 
that we developed. 
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4 Conclusion and Future Research 

The contribution of this research-in-progress paper is a service system conceptual 
model in the form of a graphical representation of the service system worldview of 
Spohrer and Maglio [13]. The theoretical analyses of this worldview and its 
associated model of service system interaction outcomes (ISPAR) [25, 26] allowed 
identifying relationships between the ten proposed foundational concepts and lead to 
the inclusion of service, defined as mutual value co-creation, as an additional 
foundational concept. The conceptual model is a first step towards the development of 
a formal service system ontology, which can later be turned into a meta-model of a 
service system modelling language. At the same time, the conceptual model helps in 
understanding the proposed service system worldview by adding structure to the set 
of foundational concepts. 

Future research will proceed according to the lines set out in the research plan 
(section 2). Also the remaining definitional issues identified in section 3 need further 
investigation to resolve them. 
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Abstract. Currently the services sector gained ground to the manufacturing 
industry to become one of the most profitable sector and with the greater 
growth curve. However, the organizations who have been leading the market 
have a lack of strong conceptual foundation which contributes to the gaps that 
reduce the services quality. Due to this increase of the gaps became more 
difficult for the service providers and their customers to align their expectations 
about the services quality. We propose to reduce the gaps by formally 
specifying the SLAs, using as foundation the Enterprise Ontology theory. This 
proposal is a new version of the DEMO-based SLAs with a more complex 
structure of Service Level Agreement (SLA). We evaluated the new proposal’s 
version by gathering the feedback from experts in the area of SLAs 
specification. The feedbacks were rather positive since the interviewers agreed 
with the proposed SLA attributes. 

Keywords: Service Science, Service Quality, Service Level Agreement, 
Enterprise Ontology, DEMO.  

1 Introduction 

The growth of the service sector has increased the importance of issues such as the 
quality of services provided to the customers [1]. To this end, various solutions are on 
the market and solutions based on ITIL or CMMI are among the most used 
worldwide[2]. The problem is that these solutions have a lack of theoretical 
foundation which leads to several inconsistencies between their implementations. 
This lack contributes to increase the gaps present in the gaps models [3] and leads to a 
reduction in the quality perceived by the customer. 

We propose a solution based on Enterprise Ontology [4], and respective 
methodology DEMO, that intends to reduce the gap between customers’ expectations 
and the perception of them by the service provider [3]. We propose to close this gap 
by formally specifying the customers’ expectations into Services and Service Level 
Agreements. Several experiments have been performed [5] [6] [7] which allowed us 
to mature the proposal. In this paper we present the extended version of our proposal 
that contains a new structure of attributes for the Service Level Agreements (SLAs). 
Therefore, the research question that our research seeks to answer is: Can DEMO be 
used to specify SLAs in order to model customers’ expectations? 
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Design & Engineering Methodology for Organizations (DEMO) is a methodology 
for modeling, (re)designing and (re)engineering organizations and networks of 
organizations. This methodology is based on the Enterprise Ontology (EO) theory. 
DEMO models are independent of their implementation which helps to build generic 
models that can be applicable to any king of services [4]. At first glance it is not very 
clear the link between EO and the concept of service but recent studies [8] specified a 
service definition in accordance with EO and also a framework for specifying services 
[9] that served as basis for our proposal. 

To evaluate our proposal personal interviews were carried out with seven experts 
in the field of Information Systems. These experts work in recognized organizations 
in the market.  

The research method used in this paper was the Design Science Research 
Methodology (DSRM) which aims at the creation and subsequent evaluation of IT 
artifacts used to solve identified organizational problems [10].  

This paper is structured as follows. In Section 2, we present a brief overview of the 
literature on the research problem area. Afterwards, we present our proposal, namely 
our DEMO-based proposal to specify the services quality (Section 3). In Section 4, 
we explain and show the evaluation process and finally we conclude the paper by 
reinforcing the main conclusions of this research (Section 5). 

2 Related Work 

There are some solutions used to specify service quality that are widely used. We now 
present two of them: Service Level Management and Web Services based Solutions. 

Service Level Management is one of the key processes by which organizations 
manage their services, because it acts as the interface between the customer and the 
provider. At its most basic level, Service Level Management is involved in the 
following activities: define, agree, record and manage levels of service. There are a 
number of key elements required to ensure that services are fit for purpose and use, 
and remain so throughout their lifetime: service level requirements, targets and 
agreements [11]. 

Current Service Level Management solutions have two main flaws.  First, they lack 
a strong conceptual foundation because they were derived from best practices of 
several years of implementations - not from a well-founded theory. Consequently, the 
inexistence of a theory may cause incoherencies among those solutions (second flaw). 
Service Level Management solutions are process-driven and not service-driven. These 
solutions are designed to work individually as processes but the interactions between 
these processes (such as Request Fulfillment, Service Level Management and Incident 
Management) are usually unclear. For instance, the connection between an incident 
and an SLA is neither clearly explained in ITIL nor in CMMI.  

There are some solutions to specify the services quality that originated in the web 
services community. In [12] the authors show how to use Web Service Description 
Language (WSDL) and Web Service Flow Language (WSFL) to specify SLAs. 
However, this work suffers from the web vision tunnel as it is focused on the web 
services and does not try to specify business services. For instance, the specifications 
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do not include penalties or prices. The researches in [13], [14] and [15] have the same 
bottleneck. Despite this trend in the web service community, there are some recent 
researches that try to overcome the mentioned web service tunnel vision. In [16] a 
novel framework for specifying and monitoring SLAs for Web Services is introduced: 
the Web Service Level Agreement (WSLA) framework. This framework is applicable 
to any inter-domain management scenario such as business process and service 
management or the management of networks, systems and applications in general. In 
[17] and [18] business criteria is also included in SLAs. These three solutions 
represent a new movement in the web service community; however, none is based on 
a strong conceptual foundation. 

3 Proposal 

This section corresponds to the design and development step of DSRM. In order to 
solve the problem of the difference between customers’ expectations and the 
perception of those by the service provider, we propose DEMO-based Service Level 
Agreements to specify customers’ expectations. 

Our proposal for a SLA structure consists of three areas of concern in each of these 
areas has its specific attributes. This structure, as illustrated in Figure 1, consists of 
three areas: SLA Basic Information, SLA Responsibility Information and SLA 
Specific Information. 

 

Fig. 1. Structure and Attributes of the DEMO-based Service Level Agreement 
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The SLA Basic Information area contains the generic information expected by 
anyone when listing all SLAs or searching for a particular SLA. In this area the 
following attributes are specified: 

• Name – This attribute defines the name of the Service Level Agreement;  
• Description – This attribute contains a short description of the purpose of the 

SLA. This description, together with the SLA Name attribute, helps answer 
the question “What“; 

• Owner and Owner Contact Information – These two attributes specify the 
name of the actor who owns the SLA and possible ways of being contacted 
by the customer or by another entity related to the SLA: the first attribute can 
be taken from the Actor Transaction Diagram while the second one is 
supplied by the Owner. These two attributes answer to the question ’Who is 
responsible for fulfilling the SLA?‘;  

• Service – This attribute defines the service itself (on which this SLA is 
drawn) and makes the connection between our proposal and the Generic 
Service Specification Framework [9]. 

The SLA Responsibility Information area contains the information related to the 
duties and obligation of actors (customer and provider) when implementing the SLA. 
This area defines what is expected to be performed by each of the entities involved in 
this contract, in order to avoid misunderstandings or breaches of contract. In this area 
the following attributes are specified: 

• Customer Responsibilities – This attribute lists the actions that the customer 
has to perform in compliance with this SLA. This information can be found 
in the Process Model and the Information Used Table (IUT) of DEMO; 

• Provider Responsibilities – This attribute is similar to that mentioned above 
but with respect to the service provider.  

The last area in the SLA, SLA Specific Information, contains the unique information 
for each SLA that defines the metrics and parameters that must be respected by the 
service provider to match the needs of the customer. This section answers questions 
such as “What are the targets?” and “What penalties can be applied if the targets are 
not met?”. The area is composed by a set of different combinations of targets and 
actions for each type of SLA. For each SLA type, the following attributes are 
specified: 

• Type – This attribute has the same role as the SLA Name in the SLA Basic 
Information area but in this case the purpose is to identify a specific 
combination of targets and actions for the SLA. For each type will be 
specified the service configuration, the targets and the consequences for 
fulfillment (or not) of the targets, and assigned a price; 

• Service Configuration – This attribute relates to the specific features of the 
service that this type of SLA includes. This information is specified by the 
Service Provider and it has no direct representation in the DEMO models and 
diagrams, as it is implementation dependent; 
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• Targets – This attribute is composed by six other attributes that relate to six 
specific metric of SLA and a seventh attribute that allows some flexibility to 
add other targets. The six targets types that we propose are: performance, 
availability, reliability, security, usability and financial. These targets may be 
partially obtained from the State Model, because this model specifies the 
state space of the P-world. According to [19], a contract between a provider 
of service and a consumer of service must set targets to measure compliance; 

• Penalties and Bonuses – these two attributes specify the actions to be taken if 
the targets are not met (Penalties) or possible bonuses if the targets are met 
(Bonuses). This information is induced from the Action Model of the EO 
because this model defines the operational business rules of an enterprise; 

• Price – This attribute assigns a price to the SLA and has no direct 
representation in the DEMO models and diagrams, as it is implementation 
dependent.  

With these attributes we intend to capture the customers’ expectations, easing the task 
of service providers on perceiving those expectations and thus contributing to solve 
one of the gaps in services exchange. 

4 Evaluation 

This section details the evaluation phase of DSRM. Our evaluation strategy can be 
described using the framework [20] that identifies what is actually evaluated, how it is 
evaluated, and when the evaluation takes place: 

• What is actually evaluated? The artifact evaluated is the proposed SLA 
version (a design product); 

• How is it evaluated? We used experts‘ feedback to evaluate the DEMO-
based SLA structure and the SLA attributes; 

• When was it evaluated? It was evaluated ex post, i.e., after the design 
artifact was developed. 

We conducted seven interviews with experts in the service management area in order 
to collect their feedback about our proposal [21]. These experts hold high positions in 
international organizations active in providing services and gathering requirements, 
and have over 10 years of experience in this industry. We interviewed one vice 
president of sales, three senior operation managers and three services accountable. 

For the purpose of the interviews, a few days before we sent them a presentation 
of our proposal with an explanation of the different attributes and an example of our 
proposal applied in practice. The interviews were brief, 15 to 20 minutes, and each 
person was asked to comment the areas that constitute the SLA proposal and 
respective attributes. They were also asked to suggest new attributes to our proposal, 
explaining why, and if they agreed that our proposal could be used in a day-to-day 
business environment. 

One of the main conclusions drawn from these interviews was the need to add an 
attribute that allows some flexibility to the writing of targets that do not fit those six 
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types. We chose to add a seventh attribute to the SLA Targets named, SLA Other 
Targets, to tackle this gap. Another conclusion was a poor explanation of each 
attribute and to simplify the name of each attribute. This conclusion forced us to 
analyze and develop a better description for all attributes of the proposal. Overall, the 
seven experts all showed interest in putting the proposal into production. 

Therefore, the evaluation indicates that the answer to the paper research question 
is YES, DEMO can be used to specify SLAs in order to model customers’ 
expectations. We conclude that, as the EO theory describes the interaction between 
the customer and the provider in a very formal way and since the Service Level 
Management acts as the interface between customer and provider, the EO provides a 
solid basis for formalizing the notion of SLA. 

5 Conclusion 

The services are booming in the world. This exponential expansion raises an 
important question concerning the quality services. This quality is affected by 5 gaps 
demonstrated in the gaps model [3]. Over the years, various solutions have emerged 
to align the customers’ expectations and the perception of those expectations by the 
service provider, but none solved the problem completely. 

In this paper we summarized proposals based on web services and the Generic 
Service Specification Framework. Web Services, in addition to being focused on 
processes rather than services, have a lack of strong conceptual foundation. The GSSF 
lacks detail, leading to different notions of quality by customers and service 
providers. 

In order to solve the gap between customers’ expectations and perception of them 
by suppliers (gap 1), this paper proposes a definition of Service Level Agreement 
based on DEMO. Apart from the SLA definition, our proposal specifies a structure for 
the SLAs with three sections as well as attributes for each of these sections.  

The interviews with the seven expert practitioners revealed that our proposal was 
within the requirements of their organizations. They confirmed that our proposal 
shows a good degree of maturity and would be a useful contribution to reduce the 
misalignment between the expectations of their clients and the perception that they 
have of these expectations. 

The last step of DSRM, communication, is being achieved through scientific 
publications (including this paper) aimed at the practitioners and researchers within 
the service science area. 
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Abstract. E-commerce is a form of trade that has gained increasing attention 
from consumers and sellers. However, despite high growth rates, e-commerce 
still has low levels of consumers. This study aims to determine the factors that 
influence the purchasing decision in e-commerce, in order to better understand 
acceptance or rejection of e-commerce among consumers. To this end, a first 
framework was constructed based on previous research on consumer adoption 
of e-commerce. Then, three categories (derived from interviews) were added. 
This more complete model was tested using the structural equation model based 
on partial least squares. The results obtained allow us to conclude that the 
perceived relative advantage, the ease of use, the drawbacks associated with a 
non-European Union country of sale and the perceived risk, directly influence 
the consumer’s purchase intent in e-commerce. We also found a set of twelve 
variables that act as indirect influences. 

Keywords: e-commerce, influencing factors, drivers/determinants. 

1 Introduction 

With the development and the widespread use of the Internet, the way people shop 
has changed, as has the way companies offer their products. Given the high growth 
rates of e-commerce consumerism, it is important to understand the dynamics of e-
commerce and the factors that affect the choice of this purchase channel. 

The main aim of this study is to determine, through the development and 
application of an analytical model, which factors can influence (or influence the most) 
purchasing decisions in e-commerce. This research focuses on building a 
comprehensive model that portrays the consumer decision to purchase online. We 
built such a framework based on previous research on consumer adoption of e-
commerce ([1], [2], [3], [4], [5], [6], [7]). 

A mixed methodology was employed. First, a qualitative study was conducted 
(adapted from the Grounded Theory) based on exploratory interviews, aimed at 
determining the specific factors that may influence the purchase decision in e-
commerce. The results obtained with the exploratory interviews were integrated into 
the model resulting from the literature review and the subsequent quantitative test. 
The model estimation was performed in accordance with the Structural Equation 
Modeling of Partial Least Squares - PLS. 
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Following the introduction, this paper is divided into four sections. The second 
presents a literature review. In the third section, the methodology are presented, 
followed by the results. Finally, the last chapter presents the key findings and the 
study’s limitations. 

2 Literature Review 

This study will use the definition by [8], in that e-commerce corresponds to 
transactions that take place via the internet, involving the purchase and sale of goods 
and services that are delivered offline, as well as products that can exist and be 
delivered in digital form directly to the buyer online.  

Three approaches serve as the theoretical basis for the development of our research 
model - the consumer acceptance model of e-commerce, the understanding and 
mitigating uncertainty model, and the decision model for electronic commerce. Each 
of them provides some factors that may affect consumers in different contexts. We 
selected specific factors from each of the approaches as they fit within the context of 
e-commerce: buy, intention to buy, ease of use, perceived relative advantage, 
information security, privacy of information, information quality, seller reputation, 
social presence, pick up options, convenience, access to information, lower prices and 
customization.  

None of them would provide all the factors required to develop an in-depth model 
of the factors affecting e-commerce. However, those factors selected allowed us to 
formulate a number of hypotheses to test: 

H1: The intent of a consumer to purchase via e-commerce positively affects the buying 
decision through that channel. 

H2: The ease of use of the internet positively affects the consumer's purchase intention via e-
commerce. 

H3: Perceived Risk by consumers negatively affects Intent to Purchase via e-commerce. 
H4a: Consumer confidence positively affects the consumer's intention to buy via e-commerce. 
H4b: Consumer confidence negatively affects the consumer’s perceived risk of a transaction 

via e-commerce. 
H5: Perceived relative advantage positively affects the intention to buy via e-commerce. 
H6: Concerns with information security increase the perceived risk in e-commerce. 
H7: Concerns about the privacy of information increase perceived risk in e-commerce. 
H8a: The information quality decreases perceived risk in e-commerce. 
H8b: The information quality increases consumer confidence in e-commerce. 
H9: A seller’s (positive) reputation positively affects consumer confidence in e-commerce. 
H10: The social presence of a seller positively affects the consumer’s confidence in e-

commerce. 
H11: The perception of increased options in e-commerce positively affects the relative 

advantage perceived in this channel. 
H12: The perception of convenience in e-commerce positively affects the perceived relative 

advantage of online shopping. 
H13: The perception of getting more and better access to information in e-commerce 

positively affects the perceived relative advantage of using this channel. 
H14: The perception of getting a low price in e-commerce positively affects the perceived 

relative advantage of purchasing decisions in this channel. 
H15: The perception of possible product customization in e-commerce positively affects the 

perceived relative advantage of using this channel. 
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3 Methodology 

To do this research, a mixed approach was applied. Thus, in a first phase, an 
exploratory methodology was used, based on an in-depth analysis of interviews, to 
identify possible new variables that influence consumption in e-commerce, which 
could be included in the model, following accordingly, mutatis mutandis, the 
methodology of the Grounded Theory [11]. To this end, semi-structured interviews 
were conducted, between 1st and 11th April at the University of Porto. The data was 
collected, analyzed, sorted and categorized into concepts that emerged from the data. 
Later, these concepts gave rise to the properties or subcategories, establishing 
relationships among them. 

In a second phase, a quantitative analysis was performed in order to test the model 
resulting from the theoretical analysis and the exploratory survey. In order to 
empirically test the final model resulting from the literature review and the 
exploratory interviews, a research questionnaire was prepared, involving the 
collection of a large amount of information related to the target population.  

The questionnaire was made up of 35 questions, in both multiple choice and scale 
evaluation. The application of the questionnaire to potential respondents was 
conducted via e-mail, where the cooperation of all students of the University of Porto 
was requested and the purpose of the questionnaire explained. The questionnaire was 
sent on 20th June 2011, to the entire student population of the University of Porto, and 
it was available until 31st July. Given the impossibility of studying the entire 
population of e-consumers, we decided to focus this study on higher education 
students. As described by [10], several studies have used them as an object of study, 
since it is recognized that students are a useful proxy for characterizing online 
consumers. Thus, the survey of the available research was performed, and the PLS 
was set up, as an estimation method for the model, in order to ascertain the results of 
the research and to draw conclusions.  

4 Results 

4.1 Results from the Qualitative Analysis 

The interviews identified a set of enhancing variables that influence consumer 
intention to buy online, which were not part of the theoretical model. 

The list of all variables identified is as follows: shipping costs, urgency of 
purchase, recommendation from friends, product experimentation requirements, 
disadvantages associated with the extra-EU countries, widespread use of e-commerce 
as a way to buy and success of previous experiences. 

Only the variables which had been referenced more than three times (more than 
50% than the maximum value) since the others could constitute circumstantial and 
non-significant phenomenon, were included in the model.  

Thus, the data from the interviews yielded the following variables to be added to 
the proposed model: 

• Product experimentation requirements - within the variable perceived risk, it aims to 
demonstrate that, in products where there is a high need for experimentation thereof, 
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consumers feel they are faced with a transaction of increased risk, if they choose to 
buy them via e-commerce; 

• Disadvantages associated with the extra-EU countries – this variable tends to 
directly influence consumer intention to buy from non-EU countries, presenting 
some drawbacks to online shopping, such as the delay in product delivery, 
possibility that products be retained at customs and thus require the payment of 
customs fees, the possible need for payment in currencies other than the consumer’s, 
etc.. 

• Urgency of purchase - within the variable perceived relative advantage, given the 
time difference between the act of purchase and the act of delivery, consumers may 
not find it advantageous to purchase via this channel. When they have urgent needs, 
they resort to traditional retail. 

 

Accordingly, the following hypothesis can be presented: 
 

H16: The product experimentation requirements increase the perceived risk in e-commerce. 
H17: The disadvantages associated with extra-EU countries negatively affect consumer 

intention to buy via e-commerce. 
H18: The urgency of purchase negatively affects consumer buying intention via e-commerce. 

 

Schematically the new proposed model, taking into consideration the above factors 
(light), and the factors from literature review (dark) is presented in Figure 1.  

 
 

Fig. 1. Analysis model 
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4.2 Results from the Quantitative Analysis 

The number of valid responses to be statistically analyzed was 1 366 questionnaires 
with which constituted our database. 

We checked the reliability and convergent and discriminant validity of the 
constructs. To do so, we used some indicators: 

• Cronbach's alpha: all variables in our model, the Cronbach alpha have a value 
greater than 0.6, the minimum acceptable, according to [13] and [14];have urgent 
needs, they resort to traditional retail. 

• Fornell's composite reliability: all model variables have a Fornell confidence value 
higher than the acceptable one, 0.7 ([10]); 

• AVE (average variance extracted): in the model all variables, have a value greater 
than the minimum value of 0.50 [14]; 

• The square root of the AVE of each variable must not be less than the correlations of 
this variable with the other ([15]), which also occurs in the model in question; 

• Correlations between all the variables should be less than 0.90, as indicated by [9], 
which is also confirmed in this model; 

Having secured the validity and reliability of measurement models, the structural 
model estimation was performed via PLS using the SmartPLS software.  

In order to decide whether to accept or reject a hypothesis, for a significance level 
of 5%, the value of 1.96 for the T-Statistic should be obtained as the reference.  

At a significance level of 5%, all the assumptions set out in the model, with the 
exception of hypotheses H4a (T-Statistic=1.7231<1.96) and H10 (T-Statistic= 
1.1934<1.96), can be accepted. Regarding hypothesis H4a (consumer confidence 
positively affects the purchase decision via e-commerce), in the study population, it 
was not possible to prove the statistical significance of the variable confidence in 
consumer purchase intent. Although this relationship has been validated in previous 
studies, here, with the data collected, we cannot validate that trust has a direct 
influence on the consumer's intention to buy via e-commerce. 

It was also not possible to confirm H10 (the social presence of a seller positively 
affects consumer confidence in e-commerce) in the population under study; we 
cannot say that the effort of e-commerce business sellers to equip their sites with 
systems enabling greater social contact between buyers and sellers, via chat, online 
customer support, etc.., has a positive impact on consumer trust in the e-commerce 
universe. 

Therefore, taking these two assumptions of the model in question, since they 
could not be accepted, the final results of estimation model are presented in Figure 
2, with the coefficients associated with each hypothesis under consideration, and the 
R2. 

 
 
 
 
 



304 A.F.G. Castro, R.F. Ch. Meneses, and M.R.A. Moreira 

 

Fig. 2. Final results of estimation model 

5 Conclusion 

In this study, we analyzed the factors that influence the decision to purchase via e-
commerce, thus intending to contribute to a broader understanding of the online 
shopping phenomenon.  

We found that there are a set of four variables that influence directly the 
consumer’s purchase intention through e-commerce: perceived relative advantage, 
ease of use, disadvantages associated with the extra-EU countries and perceived risk. 
The first two factors act as incentives to purchase in e-commerce, where perceived 
relative advantage exerts greater influence. Conversily, the variables disadvantages 
associated with the extra-EU countries and perceived risk tend to decrease the 
intention to use the internet to shop, working as obstacles to online consumption. 

This study also found some limitations that should be mentioned. The sample used 
in the study may not be representative of all consumers. Although students are the 
group that most often purchases online and are also the target of many research 
studies on this matter, the conclusions must be relativized to the sphere of study. 
Hence, it may not be possible to generalize the findings to other groups of consumers.  

As avenues for future research, a study could be conducted on different product 
categories in order to assess if the influence of the factors identified remained the 
same or vary according to the specifics of the products concerned.  
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Abstract. This paper presents a proposal concerning the development
of a sustainable support for modern education in services. It accounts
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1 Introduction

The main scope of the new Science of Service is to classify and explain how
different types of service systems interact and evolve in order to co-create value
through a continuous chain of interactions between service providers and con-
sumers [1]. A new concept introduced in order to detail concepts related to Ser-
vice Science is SSME - Service Science, Management and Engineering, describing
a whole domain of study that allows engineers, economists and managers to in-
teract and cooperate in order to analyse, develop and exploit complex dynamic
systems, i.e. the service systems [2]. In a broader acceptance, SSME is a domain
where scientific understanding, engineering practices and managerial tools meet
in order to design, create and deliver complex service systems [3], [4]. From an
academic point of view, Service Science closely relates to labour market qualifi-
cations and necessary competences for different service sectors that educational
and research programs in services can provide [5]. There is an acknowledged de-
mand today to develop a large number of higher education programs in SSME,
emphasizing the need to create a format by itself, contrary to an implicit ten-
dency to dissipate knowledge related to Service Science among already existing
educational programs in specific domains [6]. Considering the multidisciplinary
perspective on knowledge related to the new Science of Service, first attempts
were made in order to closer relate service science and service innovation [7], to
embed the new discipline of service science into a research agenda [8], or to make
an initial proposal for a Service Science discipline classification system [9]. Other
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approaches try to define guiding principles to develop service science disciplines
[10] or to develop specific curricula in services [11], [12]. There have been also re-
ported approaches to develop specific reference models [13] and Master programs
in specific areas of study related to Service Science [14], [15]. At the same time,
dedicated projects approached specific areas related to curricula and competen-
cies development for service innovation. Among these, DELLIISS project [16]
developed an European skill card in order to foster cooperation between higher
education and enterprises. It is in the framework of the INSEED project [17]
that the proposal of a reference model for a complex higher education program
in SSME is formulated (section 2). The main artefact is the SSME model that
proposes a modern vision on a complex educational model on three levels (un-
dergraduate, masters and doctorate) to approach service innovation (section 3).
It provides professional competencies in different service sectors (section 4) and
support for specific lifelong learning education for service innovation (section 5).

2 Problem Statement

This proposed approach to develop a higher education program to shape adaptive
innovators for modern services in the SSME perspective takes into consideration
different requirements and patently statements.

(R1.) There is an obvious trend that each of the developed countries is expe-
riencing today showing that most of the labour force goes into different service
businesses;

(R2.) There is an obvious necessity to increase both volume and quality in
services for the economic benefit of society in a whole and for a better quality
of life;

(R3.) Services in different service sectors can be grouped into three basic
system categories, i.e. Execute, Transform, Innovate [1]. Inside each category
there are common specificities that require both basic knowledge and different
supplementary professional competences (see also Fig. 1 in section 3);

(R4.) We can apply the service innovation multilevel framework [7] on each of
the three levels - requirements-, competencies- and service resources - in order to
define curricular areas for the new higher education in services model that would
provide professional competences in SSME for modern service development;

(R5.) In order to define the new higher education in services model we can
use the transposition of: a) the service innovation multilevel framework [7], of
the methodology and of the technological and organizational directions for in-
novation to support and provide requirements, competencies and resources for
services; b) the partnership context in value co-creation through services [1]; c)
the principles and the methodology for configuration, interconnecting, integra-
tion, exploitation and innovation of resources in sets of disciplines for the defined
curricular areas.

(R6.) We can associate disciplines from the defined sets with profession (labour
activity) categories in services. The discipline list is contained in the knowledge
areas associated to the major dimensions of the service systems;



308 T. Borangiu et al.

(R7.) There is a necessity for the continuous adaptation and improvement of
provided knowledge and competences in the initial education cycles (undergrad-
uate, master, doctorate) in SSME through dedicated lifelong learning programs;

(R8.) There is a need to sustain the migration ability of the graduated stu-
dent of a service sector education program between occupation profiles in three
different categories: a) service performer ; b) service transformer ; c) service in-
novator.

3 Higher Education Model for SSME - A Proposal

According to the above mentioned statements, the development of a new higher
education program dedicated to train adaptive innovators for modern service
systems implementation requires to define an educational model in SSME - the
SSME model. The SSME model defines different levels of higher education.
It takes as a starting point the service innovation multilevel framework [7], over
which the curricular areas, professional competencies, sets of disciplines and
types of occupations available to students are superimposed (Fig. 1). It has the
following characteristics that answer to the above mentioned requirements.

Fig. 1. SSME model and service innovation multilevel framework - correlation

(C1.) The SSME model addresses to higher education units (in Romania)
in certain study profiles: engineering (technology oriented), economics (business
oriented) and medical schools.

(C2.) The SSME model highlights: A) LS. An undergraduate level in service
systems: (LS) - [Main Pillar]; B) MS. Two types of master levels in service sys-
tems: (MS-T) - a technology-oriented master program in services (engineering)
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[Technology Pillar]; (MS-E) - a business-oriented master program in services
(economics) [Business Pillar]; C) DS. A doctorate level for services, with the
following aspects: (DS-T) - a technology-oriented doctoral program for complex
service systems (engineering); (DS-E) - a business-oriented doctoral program for
complex service systems (economics); D) CS. A lifelong education program in
services, on both directions: technology-oriented and business-oriented. Group-
ing modules of disciplines that forms professional competencies in service sys-
tems requires the following classification [1]: d1) SS MSRP (major technology-
orientation) - systems that move, store, harvest, process; d2) SS SBE (moderate
orientation towards technology and business) - systems for health, welfare and
wise education; and d3) SS GOV (major orientation towards business) - sys-
tems that govern.

(C3.) In order to foster a major knowledge orientation of the new higher
education program in SSME, the SSME model enforces the definition of a new
fundamental study domain called Service Science.

(C4.) The SSME model includes the following types of Masters programs in
Services: A) General programs [MS-T type or MS-E type]; B) IT-oriented pro-
grams [MS-T type]; C) Business-oriented programs [MS-E type]; D) Programs
oriented towards different service sector in society [MS-T or MS-E type].

4 Professional Competences in the SSME Model

The SSME model provides professional competencies for service systems on
each of the three education levels.

(PC1.) The undergraduate level provides competences for service realization,
negotiation and presentation.

(PC2.) The Master level (IT oriented) provides competences in service de-
sign, implementation and monitoring, and technological innovation for services
(resources and competencies for services).

(PC3.) The Master level (business oriented) provides competencies in service
management, organizational innovation for services, new business and research
models, provisioning and market strategy (competencies and requirements).

(PC4.) The Master level (service sectors oriented) provides competences in
resources management fostering domain related service ecosystem development.

Curricular areas are associated to the mentioned levels as follows (Fig. 1):
(CA1.) Resources for services : resources / platforms to develop services; ser-

vice content and resource performances; enterprise modelling; resource integra-
tion; channels / resources for service delivery; service resources management;

(CA2.) Competencies for services: processes for services; ERP; integration of
processes and partners;

(CA3.) Requirements for services : market analysis and strategy, business pro-
cess analysis, CRM, HCM;

(CA4.) The following curricular areas are defined in the business-oriented
master programs: CRM, SCM, ERP, HCM, organizational innovation, business
model innovation, demand innovation;
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(CA5.) The following curricular areas are defined in the IT-oriented Mas-
ter programs: new technologies for services; architectures for services; service
analysis, design and optimization; technological innovation;

(CA6.) The curricular areas included in the undergraduate programs in Ser-
vice Engineering and technology-oriented Master programs (including IT) are
based on knowledge areas related to Services Computing [18];

(CA7.) The following curricular areas are defined in the general Master pro-
grams: ICT; operations, management and marketing (OMM); psychology, soci-
ology and arts (PSA);

(CA8.) The curricular areas defined in the service sectors oriented Master
programs: (1) generically substantiate the service, its modelling, architecture
and flow of automated processes, development IT technologies, service analysis
and optimization, and (2) associate and integrate resources, provide competences
and manage operations and partners;

(CA9.) The following curricular areas are defined by the undergraduate pro-
gram Service Engineering: basic concepts of services (service systems, value,
resources, participants); basic concepts of IT and service computation (SOC);
service design; service development and delivery; service integration and man-
agement; human resources management in services; service oriented enterprise
architecture; business service consultancy.

5 Lifelong Learning Education Support in the SSME
Model

The continuous adaptation and improvement of knowledge and competencies
provided on different levels of SSME initial education is sustained by including
sub-programs for lifelong education in services. These modules are dedicated
to staff training and knowledge upgrading in services in public institutions and
private business. The share of training components in each of service sector is
stated as follows (Fig. 2): a) SS MSRP: 25% basic concepts for services; 62.5%
technology; 12.5% management; b) SS SBE: 25% basic concepts for services;
37.5% technology; 37.5% management; c) SS GOV: 25% basic concepts for
services; 25% technology; 50% management.

Transposition of the specific elements in sets of disciplines for the defined
curricular areas is realized through the association between (Fig. 2): A) the re-
sources for services level and sets of disciplines for technologies (platforms /
resources for service development), shared information (service content, client
data), and human staff (resources exploitation); B) the competences for services
level and sets of disciplines for organization, competitor and provider ; and C) the
requirements for services level and sets of disciplines for stakeholder and gover-
nance authority. The way occupations / professions in different service sectors
are positioned is determined by the transposition of the key factors associated to
resources-, competencies- and requirements for services in curricular areas and
sets of disciplines that generate competencies in the three specified categories.
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Fig. 2. Possible occupations in services in the SSME model

6 Conclusions

The whole education model proposed here strives to support the new engineering
perspective on service: the service becomes a commodity that has to be conceptu-
alized, designed, implemented and offered for consumption according to certain
rules (the SLAs). The development of an educational program at the extent and
vision of the SSME model should take into consideration that the components
of a service are dynamic while including the human factor whose preferences
are modelled and included in the outcome - the service. So, the SSME model
proposed here should include a set of elements dedicated to the business orga-
nization, communication between service providers and consumers, formulation
of preferences and value propositions and value co-creation. The SSME perspec-
tive on education for service innovation is undertaken in the SSME model and
further developed in a novel perspective, with a global opening.
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Abstract. A growth of the market share of private label brands has been 
observed in developed countries. This growth was initially confirmed for food 
and drugstore categories, but it quickly expanded to new product categories, 
particularly technology products. 

This study focus on a specific technology segment - the private label brands 
in smartphones, due to the growth observed in its demand, in recent years. 

In this context, we analyzed and studied the smartphone market and 
consumer, and examine the factors influencing purchase intention of private 
label smartphones. The literature review on private label technological products 
proved to be scarce, which raised a challenge in exploring the main differences 
among factors influencing purchase intention for this specific product category. 

In this study, through the development and application of an analytical 
model, we test a set of variables that resulted from the literature review, which 
could potentially influence the purchase intention of smartphones. We applied a 
questionnaire to a study population, and recorded 339 valid answers. The results 
were estimated in accordance with the Structural Equation Model. Our analysis 
highlights the importance given to technology by consumers, as well as price 
and quality. This study also revealed the importance of private label brands in a 
market which has as yet been underexplored. 

Keywords: Owned Brands; Store Brands, Private Label Brands, Smartphones, 
PLS. 

1 Introduction 

As a result of constant product quality improvement, lower prices than manufacturer 
brands and the growing concentration and development of the retail sector [1], a 
growth of the market share of private label brands (PLBs) has been observed in 
developed countries [2]. 

According to Nielsen (2008) cit. in [3], PLBs were associated to food and 
drugstore products until recently, but they are now also associated to durable goods, 
such as technological products or home appliances, which are dynamic categories. 
The assumptions of this study were based on the growth of PLBs in different product 
categories and their implications on the purchase decision process, particularly for 
technology product categories. 

The main aim of this research is to determine which factors influence the purchase 
intention of PLB smartphones. Therefore, we will study the following factors that 
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potentially influence the purchase intention of PLB smartphones: price consciousness, 
quality perception, technology perception, functional risk, social risk, brand 
awareness and country of origin. 

Following the introduction, this paper is divided in three sections. The first section 
portrays the main theories and concepts of PLBs. This theoretical approach starts by 
explaining the theme of PLBs, highlighting the importance of "brand", and the 
importance of "private label brands". In this section, we also describe the purchase 
decision process and the factors influencing it. Then, the next section describes the 
study design and the methodology employed. Next, an analysis of the results and the 
model estimation are performed. Finally, we present the conclusions of this study and 
the respective implications. 

2 Theoretical Framework 

Brands were designed to identify and distinguish specific products, so that they are 
visible and distinct in the market. "A brand is a name, term, sign, symbol or design, or 
a combination of all these elements, with the aim of identifying goods or services of 
one seller and to differentiate them from the competitors" ([4], p.418 ). 

The term "private label brand - PLBs" will be used in this study, based on the 
property rights and exclusivity of these products, which are owned and marketed by 
companies operating in distribution, rather than held by companies operating in 
production [6]. In other words, PLBs are owned, controlled and marketed exclusively 
by distributors [7].  This definition also suggests that the distributor has exclusive 
rights over the brand, given that, unlike when they sell manufacturer brands, retailers 
do not sell the same PLBs [8]. 

The purpose of PLBs is to allow the distributor to improve its position, in 
purchases and sales, while trying to retain consumers [10]. Consumers also have 
benefits from PLBs [11], due to the value they represent, because the budget available 
for the purchase of PLB goods is more elastic than the budget for buying national 
brands and, therefore, the same budget enables more quantity, variety and sometimes 
more quality. Several studies have shown that the market share of PLBs rises in 
periods of economic recession ([2], [12-13]), justified by greater price awareness by 
consumers resulting from a drop in income. 

2.1 Purchase Decision Process and Smartphone Features 

"The attitude is based on a set of information about the object evaluated and 
progressively accumulated by the individual (cognitive component), the attitude is 
oriented since it expresses a positive or negative evaluation in relation to the object 
(affective component), the attitude is dynamic and is a predisposition to action, and as 
such is a prediction of the behavior (behavioral component)" ([14], p.195). 

Studying and consequently understanding the consumer's purchase intention is the 
key to winning market share within the respective market segment, it is necessary to 
understand which factors influence the purchase intention of smartphones. 
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Smartphones, a mobile phone that offers a more advanced computing ability and 
connectivity than a basic mobile phone, emerge as a powerful tool because of their 
portability and location detection (can be located via satellite), able to provide highly 
personalized and localized services [16]. Smartphone manufacturers provide, along 
with their devices, an open operating platform, encouraging creators to develop new 
mobile applications. Wang et al. [17] reveal as such, not only do manufacturers create 
applications valued by users, but third parties can also develop different applications 
and deliver them directly to users through the purchased device. Consequently, today 
we are witnessing the "app world" phenomenon, with thousands of applications, 
whose goal is to provide a variety of information services. 

2.2 Research Hypothesis 

Regarding durable goods, several authors suggest that some variables which influence 
the purchase intention of durable goods differ when compared with the purchase 
intention of consumer goods ([3], [23], [24], [25], and [26]). 

One of the main features of PLBs is that they are sold at a lower price than 
manufacturer goods ([15], [27]). However, not all consumers attach the same 
importance to the price variable; consumers may be more or less sensitive to price 
when they buy a product from one category over another, for example, due to the 
difference in perceived risk between the different product categories [28]. According 
to the literature reviewed, the main hypotheses to be tested are: 

H1. Price consciousness positively influences the purchase intention of private 
label smartphones. ([15], [27-28]) 

H2. Quality perception of private label goods positively influences the purchase 
intention of private label smartphones. ([3], [5], [12], [20], [23], [29-30]) 

H3. Technology perception positively influences the purchase intention of 
private label smartphones. (Mohr and Nader (2003) cit. in [26], Cooper and Edgett 
(2009) cit. in [26], [31-33]) 

H4. Functional risk negatively influences the purchase intention of private label 
smartphones. ([19], [22], [24], [34-36]) 

H5. Social risk negatively influences the purchase intention of private label 
smartphones. (Harrell (1986), cit. in [24], [18], [24]) 

H6. Brand awareness positively influences the purchase intention of private label 
smartphones. ([37-38])  

H7. The reputation of the country of origin negatively influences the purchase 
intention of private label smartphones. ([26], [39])  

H8. The purchase intention of a private label smartphone positively influences 
the consumer’s purchase decision. ([40-42]) 

3 Methodology 

Based on hypothesis, we made a quantitative analysis by collecting a large number of 
information related to the target population, allowing us to validate or reject the 
research hypotheses. 
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3.1 Questionnaire 

A questionnaire was designed for this study, aimed at empirically testing our research 
model which resulted from the literature review and then draw conclusions about the 
factors that influence the purchase intention of PLB smartphones. The questionnaire’s 
questions were extracted from the theoretical framework, although some were 
specifically formulated for the purpose (table 1). In order to assess the degree of 
agreement or disagreement for each statement in this block, we used the Likert scale 
of 1-7 (1-Strongly Disagree; 7-Strongly Agree).The other block aimed to collect 
demographic data on the respondents, so as to characterize the study population. 

The entire questionnaire was processed via Web ("Facebook", "LinkedIn" and 
"Twitter", technology blogs, as well as personal and professional contacts).  

Table 1. Representation of rating scales 

Scale Nr of items             Source 

Price Consciousness 4 [27] (Price Consciousness Scale) 
Perceived Quality 4 [27] (Quality Consciousness Scale) 
Perceived Technology 4 [26] (Technology Scale) 
Functional Risk 4 Authors 
Social Risk 4 Authors 
Brand Awareness 4 [26] (Brand Reputation Scale) 
Country of origin 4 [26] (Country of Origin Scale) 
Purchase Intention 4 [42] (Purchase Intention) 
Effective Purchase 3 [27] (Store Brand Usage Scale) 

3.2 Model Estimation 

The PLS was chosen based on its estimation algorithm, to analyze a latent variable at 
each time, serving to minimize the residual variance of all the dependent variables of 
the model by applying multiple linear regressions to the estimated latent variables, 
and subsequently, be able to compare our study results with those of [3] and [26]. 

4 Main Results 

4.1 Model Validation 

The questionnaire was available between 12th May to 16th June 2012 and 339 
responses were recorded. 

The first step consisted in validating the model in terms of measures of reliability 
and construct validity. The scale’s consistency, measured by Cronbach’s Alpha is 
greater than or equal to 0.70 for all the scales used in our study, what means, 
according to [43] that all are acceptable.  All scales have acceptable reliability 
because composite reliability (CR), which varies between 0.80 and 0.96, fall within 
the range of recommended values by [44] and [45]. High values of the average 
variance extracted (AVE) occur when the indicators are truly representative of the 
latent variable. The values of AVE should exceed 0.50 [44], which also holds for the 
variables studied. For the correlation coefficients, [44] indicate that the correlations 
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between all the variables should be less than 0.90. The correlation coefficients have 
values ranging from -0.13 to 0.77. A measure of a variable has discriminant validity 
when it is not significantly correlated with measures of other variables that 
theoretically should not be highly correlated with this variable [46]. We compared the 
square of the correlation coefficients with the AVE for each pair of variables and 
found that the AVE of all pairs of variables was higher than the square of the 
correlation coefficient between the respective variables, confirming the existence of 
discriminant validity. 

The following table reveals the tests of significance, in order to understand which 
variables are statistically relevant. 

Table 2. Parameter estimation results via Bootstrapping 

Variables        Original 
Sample   (O) 

        Standard 
Error (STERR) 

   T Statistics  
(|O/STERR|) 

Purchase intention -> Effective purchase 0.7766 0.0238 32.6587 

Brand -> Purchase intention 0.1503 0.0398 3.7745 

Country of origin -> Purchase intention -0.1257 0.1054 1.1925 

Price -> Purchase intention 0.2582 0.0427 6.0533 

Quality -> Purchase intention 0.1893 0.0508 3.7235 

Functional risk -> Purchase intention 0.1752 0.0462 3.7939 

Social risk -> Purchase intention 0.0877 0.0443 1.9769 

Technology -> Purchase intention 0.2977 0.0547 5.4400 

4.2 Analysis and Discussions 

This study identifies seven variables that potentially influence the purchase intention 
of PLB smartphones: price consciousness, quality perception, technology perception, 
functional risk, social risk, brand awareness and country of origin reputation; 
however, the "country of origin" variable cannot be validated because it is not 
statistically relevant (statistic T<1.96).  

We can accept hypothesis H1, H2, H3, and H6. Regarding hypothesis H4 and H5, 
they have an opposite sign (positive) than expected. Consequently, we confirmed that 
these six variables directly influence the purchase intention of PLB smartphones. The 
R2 value associated to the “purchase intention” variable is 0.39. 

The variable with the greatest influence on purchase intention is “technology 
perception”, yielding an estimated parameter value of 0.30, followed by “price 
consciousness” (0.26), “quality perception” (0.19), “functional risk” (0.18), “brand 
awareness” (0.15), and “social risk” (0.09). 

The "technology perception" variable is the variable with the greatest influence on 
the purchase intention of PLB smartphones, mainly due to its importance in this 
product category. [26] found in his study that technology, as well as product 
characteristics influence the purchase intention of technological products. 

With regard to the “price consciousness” variable, contradicting the results 
obtained in our study, [3] did not observe any significant relation between the “price 
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consciousness” variable and the purchase intention of durable PLB goods. This lack 
of impact was highlighted by Jin and Suh (2005) cit. in [3], who also found that price 
consciousness does not influence the consumer’s attitude regarding durable PLB 
goods, contrary to the case of PLB consumer goods ([15], [24], [28]). 

However, the level of price consciousness is greater in users with low income 
([47]; Lumpkin et al. 1986, cit. in [24]), which may explain the positive influence 
found for the “price consciousness” variable, since the annual net earnings of 49% of 
the respondents ranges from 0 to 15.000€. 

As for the "quality perception" variable, [3] revealed in their study that differences 
in quality perception between two brands and satisfaction with PLBs in general, 
determines the purchase intention of PLB durable goods. It should be noted that it is 
difficult for the consumer to perceive differences between manufacturer smartphones 
and PLB smartphones because both apply the same technology, are manufactured in 
the same factories and provide the same applications. Thus, and according to [3] and 
[12], as the difference in quality perception among the manufacturer brand and the 
PLBs narrows, (when it is lower or zero) the consumer is more likely to buy PLBs. 

The "functional risk" variable, contrary to what was defined in our research 
hypothesis, positively influences the purchase intention of PLB smartphones. We can 
assume that this effect is due to the knowledge and information consumers have on 
these products, allowing them to evaluate the complexity of the product category, that 
is, the know-how that is necessary to manufacture such a device and evaluate the 
product lifecycle, that is, the time elapsing from product acquisition to product 
abandonment. 

We also found a positive relation between the distributor's brand awareness and 
purchase intention of PLB smartphones, which can be explained on the basis of 
familiarity consumers already have of the operator’s products and services, which 
according to [38] can lead to the purchase decision. 

The final determinant of purchase intention, the “social risk” variable, positively 
influences purchase intention, contrary to what was defined as a research hypothesis. 

According to [26], society and the influence of groups play an important role in 
consumer behavior when considering purchase intention of technological products. 
The author found a relation between the influence of groups and product design, and 
states that consumers prefer to buy products with an advanced design, due to the 
influence of groups, and a second relation between society and brand awareness, 
explained as the consumers’ preference in buying national brand products in order to 
get recognition from society. Although this value is non-significant (the estimated 
parameter value is 0.09), we assume that consumers believe they are judged if they 
buy a smartphone instead of a basic mobile phone, and believe that a smartphone 
gives them status, regardless of the brand. 

Finally, hypothesis H8 is validated, confirming that the intention of a person to act 
(or not) in a certain way, is an immediate determinant that person's present behavior. 

5 Conclusion 

From the variables listed, only six appear to be direct influencers of the intention to 
purchase PLB smartphones: the price awareness, quality perception, technology 



 Factors Influencing Purchase Intention of Private Label Products 319 

perception, social and functional risk, and brand awareness. The “technology 
perception” variable is the variable that has the greatest influence on purchase 
intention of PLB smartphones, due to the importance it represents in this product 
category (it brings together essential components for excellent product performance).  

The “price awareness" variable, overlooked by some researchers ([3]; Jin and Suh, 
2005, cit. in [3]) in studies on durable goods, was considered relevant for our study 
and proved to be influential on the purchase intention of PLB smartphones. We 
believe that this relationship is justified on the basis of the socio-demographic data of 
our respondents, the net annual earnings. 

Regarding the "quality perception" variable, [3] and [12] suggest that the consumer 
feels more likely to opt for PLBs when the difference in perceived quality between 
the manufacturer brand and the PLB is very small. The results for this variable 
provided support to this statement, which is justified by the difficulty that consumers 
have in perceiving differences in quality in this particular category. 

We also found that brand awareness influences the purchase intention of PLB 
smartphones, which is justified by the consumer’s relation with their 
telecommunications provider built over time. The "functional risk" and "social risk" 
variables took the opposite sign to the parameter estimated initially, which made this 
study even more interesting. We can assume that users of PLB smartphones are familiar 
with this type of device, being sufficiently knowledgeable about these products, 
allowing them to evaluate the complexity of the category and define the functional risk 
inherent to the purchase. As for the social risk, we know that users believe they are 
judged according to their purchase option (Harrell, 1986, cit. in [24]); however, this 
reversal sign may be due to the fact that when they buy a smartphone instead of a more 
basic mobile phone, they believe it gives them status, regardless of the brand. 

Telecommunication operators can deduce from these findings that their customers 
or potential customers value technology, price and quality as the most distinctive 
elements in differentiating their offer, as well as perceived risk and brand awareness.  

This study found some limitations that should be mentioned, related to the fact that 
it used an unrepresentative convenience sample. A second limitation relates to the 
choice of variables in the theoretical framework. Future studies should also explore 
the significance and importance of other variables that may influence the purchasing 
behavior of PLB technological products. For example, analyzing the influence of 
store image, the variety of products and brands, the importance of added value 
services, after-sales service, as well as assistance and return period. 
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Abstract. Digital public displays have an enormous potential as a collaborative 
technology to socialize in public venues, especially when they are open to the 
participation of visitors. However, user-generated content is a form of control 
sharing that requires safeguards against the publication of content deemed inap-
propriate. In this work, we study the perceptions of Café owners in regard to 
their acceptance of user-generated content displayed on their venue screens. 
Our goal is to inform the design of new media sharing services for public dis-
plays by uncovering how existing practices with paper leaflets could be lever-
aged as a conceptual framework for dealing with content appropriateness. 
Based on interviews with 10 café owners, we identify important insights into 
some of practices surrounding the distribution of paper leaflets and their impli-
cations for the design of media sharing services for public displays. 

Keywords: public displays, user-generated content, social computing, situated 
computing. 

1 Introduction 

Situated services have a strong connection with the immediate physical environment 
in which they are deployed [1]. An interactive public display that accepts content 
from people in its vicinity is a representative example of a situated service. When 
interactive or in some other way reactive to the presence of people, public displays 
can have an enormous potential as focal points for social coordination, helping to 
create a shared sense of place, inviting people to action and setting behaviour expecta-
tions in public venues [2]. While situated displays have existed for quite some time, 
their wide deployment has been severely limited by the lack of appropriate and usable 
solutions for trust and control sharing. These solutions need to be able to combine the 
easy and spontaneous participation of people with safeguards against abuses.   

In our research, we intend to uncover the key elements that could compose trust 
models for media sharing services for public displays. Since these elements may vary 
considerably, depending on the nature of the places, in this work we are specifically 
addressing cafés, bars, community centres, and other similar places where people go 
to mingle with others. More specifically, we study the perceptions of café owners 
about the appropriateness of content that could be published on their screens in sce-
narios where content was, at least partially, generated from café visitors.  



 Media Sharing in Situated Displays: Service Design Lessons 323 

The study is based on existing practices with the distribution of paper leaflets at 
these cafés. This is a very common practice that is grounded on well-established 
forms of social negotiation, making it an interesting source for informing the design 
of situated services. Based on interviews with 10 café owners we identify some of the 
key practices surrounding the distribution of paper leaflets and analyse the respective 
implications for service design according to three specific themes: content appropri-
ateness, moderation strategies and connections between places. Together, these results 
constitute a novel contribution to inform the design of new media sharing services for 
public displays that reflect realistic practices around content publication. 

2 Related Work 

Strategies for content publication on public displays have been extensively studied in 
the context of specific display systems [3-7]. These studies involve the issue of mod-
eration and access control, but they also identify less obvious challenges, such as the 
need for flexibility with regard to content creation, content expiration, and clean-up 
procedures [4]. While providing a fundamental background for our work, these stud-
ies are not focused on the role of social practices in the publication process. 

The role of the social setting around the display and how it affects engagement has 
been addressed in the work by Brignull et al. [8] that has shown how the attention of 
passers-by (viewers) can be achieved through the honey-pot effect. This work has also 
shown that since the persons interacting with the display could easily be identified, 
thus allowing everyone to know who said what, this would lead to a form of social 
pressure that is not enjoyed by everyone, and was even compared by some people to 
the public shame felt when going to blackboard at school.  

Other studies about user engagement have also shown that social embarrassment 
can be a huge barrier to use public displays for social interaction [9, 10]. This can 
change significantly when the interaction is based on mobile phones. This possibility 
is important as mobile phone is the everyday gadget, one that users do not need to 
learn how to work with (they are familiar with it) and at the same time contributes to 
diminish social embarrassment, as users do not need to be seen interacting with the 
display [8]. Together these studies highlight the importance of the social context in 
content publication practices, and how content publication policies for public displays 
should be strongly anchored on practices that are aligned with that social context. 

Alt et al. [5] address the issue of the motivations venue owner can have to share 
their public boards and also their practices for controlling that content. They studied 
Public Notice Areas (PNAs) to understand what type of content is left there, how the 
control of content is made and the ways used to entice the publication of new content. 
Our focus is on the design of digital media sharing services in which the same content 
can be left at multiple locations.  

3 Methodology 

This study was focused on cafés and the existing practices for leaflet distribution. We 
selected 10 locations in the city of Guimarães and conducted semi-structured inter-
views with the respective owners, addressing the research questions of the study. A 
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key challenge in our research is that the target audience of our study, the Café owners, 
still do not have any practices of publication in public displays. Their screens are 
merely used for TV viewing and therefore there is no such thing as someone asking 
permission to post their own content in there. Rather than asking venue managers 
about futuristic scenarios for which they have no practices and that they will always 
have some difficulties in envisioning in their entirety, we chose to explore the prac-
tices associated with paper leaflets as a relevant background for framing the emer-
gence of practices associated with user-generated content on the public displays.  

The distribution of paper leaflets is very common in these cafés, which often have 
a small corner, where they can be left. They are mainly used to promote events (par-
ties, exhibitions, concerts, etc.), causes, or small local businesses (house selling, sup-
port in studies, etc.). The interesting point about these leaflets is that their distribution 
is grounded on a broad range of well-established practices surrounding the creation, 
placement, maintenance and appropriation of places as a display location. These prac-
tices are strongly embedded in implicit social behaviours, reflecting the various forms 
of negotiation around the design and use of those leaflets. Despite the differences in 
the medium, the essence of the social negotiation involved in leaflet distribution is 
probably the best approximation one could have to the complex social negotiation 
processes that may emerge in public displays. Their distribution is preceded by an 
informal authorization request, in which a distributor will approach the venue man-
ager and show him or her the leaflet that is meant to be distributed. These requests are 
almost always accepted, in good part because there is an established understanding 
about what might be reasonable to ask.  

3.1 Interviews 

To prepare the interviews, we collected multiple leaflets and made a selection of 20 to 
be used in the interviews. This selection was carefully made to isolate the effect of 
particular content properties on the venue manager’s decisions. Regarding the type of 
content, we have made an informal categorization of the various leaflets that had been 
collected, and then we made sure that those categories were properly represented in 
the 20 leaflets selected for the interviews. Regarding the type of location, we used 
mainly leaflets collected in cafés, but we also introduced 5 leaflets collected at the 
University. Finally, we also introduced 7 leaflets collected from cafés, but from a 
different town located 20 Km away. 

Interviews started with the 20 leaflets being placed on a table. Participants were 
asked to indicate 5 leaflets that they would like to see on their display and 5 others 
that they would prefer not to be shown. The use of physical leaflets that are part of the 
daily reality of the participants was meant to provide some well-known context for 
specific questions, but worked well as a catalyst for the whole interview. The inter-
view itself had 9 questions, distributed by 3 main topics: type of content that place 
owners would like and dislike to see on their public display; moderation issues; and 
content publication as a service that allows places to keep in touch and interact with 
each other. The interviews were recorded with the permission of the participants, 
lasted approximately 30 minutes and were all made in-situ, so that the interviewees 
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could feel in the right context to answer. Participants were also told that questions 
were meant to be open, and they should not restrain themselves to direct answers.  

3.2 Results 

Table 1 summarises the number of leaflets in each category and the number of accep-
tances and refusals that occurred in the 10 interviews. 

Table 1. Leaflets categories and number of times a leaflet category was selected or rejected 

Content type Location where  
leaflet was collected 

Number of  
leaflets used 

Number of  
acceptances 

Number of 
refusals 

Announcing an 
event 

Cafés (other location) 1 7 0 
Cafés Guimarães 3 21 0 

University Guimarães 3 9 2 

Advertising a 
service 

Cafés (other location) 6 5 18 
Cafés Guimarães 5 2 14 

University Guimarães 2 2 1 

 
These results are complemented with the analysis of the reasons indicated in the in-

terviews for accepting or rejecting the leaflets. We have analysed those answers and 
classified them according to the categories presented in Table 2, which shows the 
reasons indicated to accept or reject leaflets and the qualitative view of the overall 
attitude towards each of those leaflet types. 

Table 2. Main reasons indicated by place owners for accepting or refusing leaflets 

 Reason for 
accepting 

Reason for 
refusing Overall attitude 

Leaflet is from a similar type of place 6 3 Mixed 
Leaflet promotes cultural event 3 0 Positive 
Leaflet is about local services (same town) 7 0 Positive 
Leaflet is commercial advertising 1 6 Negative 

 
Acceptance motivations were mainly associated with a sense of community, and 

the promotion of the city, especially cultural events. Rejection motivations were pri-
marily associated with competition. If the leaflet was from a competitor place that 
would be a strong reason for refusing it. We will now analyse the answers according 
to three specific themes: content appropriateness, moderation strategies and connec-
tions between places. 

 
Content Appropriateness 
In regard to content appropriateness, we intended to uncover the main elements that 
drive the perception of venue owners about which content could be appropriate for 
presentation on their public display. By avoiding the noise that would potentially be 
introduced by obviously offending content, we tried to focus on less obvious values 
that venue owners could have in regard to the content and particularly on differences 
of perception between different places. Also, for the same reasons, this could indicate 
us any differences of perception caused by the fact that the medium is a digital display 
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rather than a conventional non-digital medium. The leaflets that were most often se-
lected as suitable for presentation were mainly related with cultural events in the city, 
with the justification being that it would be interesting information to visitors: 

 
[Leaflet nr. 1 was select for presentation] because it’s part of Guimarães culture 
and people need to know what’s going to happen during the week. [ER]  

The reasons for possible rejection of some leaflets were varied. The notion of compe-
tition was indicated by 4 of the interviewees as very important as many of those re-
jected leaflets were announcing events at competing venues.  

First, because they sell everything I sell. [TB] 

3 participants have identified the source of some leaflets as being from a different city 
(Braga) and for that reason considered those leaflets not appropriate. This clearly 
confirms the strongly locative nature of some of these leaflets, but also another di-
mension of the social role in the appropriateness of content, in this case localism: 

 
Would you reject any leaflet from Braga? Yes, I would, anything! [Mu] 

Moderation Practices 
In regard to possible moderation practices, it was also clear that different participants 
chose to take very different perspectives on the moderation issue. While some seemed 
to struggle on what should be acceptable, other took a much more pragmatic approach 
by simply not rejecting any leaflets. 

Why shouldn’t I like?! There is nothing special in these leaflets; they don’t have 
pornography or other content like that?! There is nothing here that would shock 
me. [M] 

I think there will be some moderation, even if a relaxed one, to avoid the possibil-
ity of undesired publicity. [TB] 

No [I wouldn’t like to moderate], I wouldn’t have time for that, and I think that the 
interest of such a platform is everyone being free to do whatever they want. [M] 

Participants have also had a very diverse perspective on sharing moderation with 
others. While some claimed they would not even trust their employees, others have 
indicated that they would be able to identify several regular visitors they would trust 
as additional moderators. These results seem to indicate that in regard to moderation 
techniques there may be a need for flexible approaches that can accommodate a very 
diverse set of social settings, each with its own needs in regard to the best way to 
establish moderation. 

The Role of Collaboration Between Places 
The final set of questions addressed the issue of connections between different loca-
tions, more specifically how venue owners perceive the possible dissemination of 
content about their own place in other places, even if competitors and their possible 
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role in some form of collaborative moderation. Most venue managers indicated they 
would be available for either receiving information/leaflets about other places, and for 
disseminating information about their place. Leaflets from other cafés and bars were 
more controversial. 3 interviewees have explicitly mentioned not wishing to have 
information (in leaflets or on screen) about parties or events occurring in places that 
offer the same service as they do, at the same hours. Competition was indicated as a 
major obstacle: 

Yes [I think it’s important to connect with other places], but when it’s not direct 
competition to my place, but I accept information from restaurants, hotels, pubs 
after closing mine, which are not my competition. [ER] 

Yes [we would accept] if it is advertising, parties, discos as of 2 a.m. [C] 

However, 6 other interviewees indicated they would not have a problem with compe-
tition, and pointed out that it would be an advantage, because it may bring more and 
different people to the city, and consequently to the places: 

I would accept [information from other places] if there were information about my 
bar as well, I can’t see why not. [EB] 

In fact, tacit connections already seem to exist that make them accept leaflets from 
other places. Even if not a formal relationship, place owners already ask each other to 
leave paper leaflets announcing a party or other events. Reciprocity seems to play an 
important role in these collaborations. While competition is understandably an issue, 
the interviews have shown how this perception of competition can be subjective and 
much more embedded with local knowledge that simply assuming that similar busi-
nesses would necessarily see themselves as competitors. Overall, however, partici-
pants seemed to be well aware of the high value of collaboration opportunities be-
tween different venues in regard to content moderation and exchange. 

4 Conclusions 

The overall results of this work confirm the importance of established content sharing 
practices in setting the expectations and the control mechanisms for new situated 
services. In particular, those practices should be essential in establishing appropriate 
control sharing policies for user-generated content in public displays. A second  
important conclusion is the diversity of perspectives that place owners can have on 
the same issues, and particularly how the concept of appropriateness can depend more 
on personal values and culture than on content itself. This suggests that situated ser-
vices should be designed with flexible control mechanisms that may accommodate a 
broad range of social settings and control practices. The results in regard to modera-
tion also point in the same direction, highlighting the need to accommodate a very 
broad range of expectations in regard to how it is done, the guarantees provided and 
the people involved. In regard to connections between places and the role they may 
have in content publication procedures, most place owners recognised some value  
in those collaborations. However, it was also evident that many of them had a very 
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subtle understanding about the nature of those connections. A solution to integrate 
them into content publication procedures for situated services should be able to cap-
ture these subtleties and allow place owners to be in full control of their engagement 
with others. 
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Abstract. Business-to-Business (B2B) companies are evolving from selling 
products towards engaging in long-lasting relationships to co-create value. This 
shift changes the role of the client rep from being a sales representative to being 
a value creator and manager of the relationship between both firms. The quality 
of the established personal relationship between the client rep and the account 
firms is thereby a critical determinant of future business success for B2B 
companies. Therefore, leveraging these established relationships is a crucial 
task in sales management – but can constitute a complex organizational 
challenge. 

This paper provides an optimization approach to addresses this 
organizational complexity in B2B sales organization. We propose an integer 
programming model for assigning the right client rep to the right account based 
on the established personal relationships between client reps and accounts in 
order to maximize future revenue. 

Keywords: Sales Force Management, Sales Force Optimization, Customer 
Relationship Management, Solution Selling, Service Marketing, Relationship 
Marketing, B2B Marketing. 

1 Introduction 

In the past decades, B2B companies in several industries transformed their business 
from selling products to engaging in long-term relationships to co-create value [1]. 
This requires B2B providers to integrate internal and external resources to create their 
value proposition to their customer accounts. Particularly in mature markets, which 
are characterized by fierce competition and limited growth, this transformation is 
perceived as a means to improve the competitive position. This development 
incorporates several concepts developed by marketing and management scholars, 
such as relationship marketing [2], the service dominant logic [3, 4], customer 
intimacy [5], one-to-one marketing [6], and solution selling [1]. 

For B2B companies, personal selling takes a strategic role and personal selling and 
sales management emerge as major subtopic in current B2B marketing literature D. 
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The shift towards relational co-creation of value significantly impacts the role of the 
client rep: “The role of a salesperson in the emerging era will be more than that of a 
general manager. Salespersons will be responsible for marshaling internal and 
external resources to satisfy customer needs and wants.” [7]. A similar role 
description for sales reps has been proposed in the context of selling complex 
services: “Salespeople involved in the marketing of complex services often perform 
the role of relationship managers” [8].  

Therefore, salespeople play a key role in the development of the relationship 
between the B2B provider and the customer [7], as they are the primary link between 
both firms [9]. Indeed, Biong and Selnes [9] state that salespeople have a high 
influence on the account’s perception of the reliability of the provider,  the perceived 
value of the provider’s services, and finally the buyer’s likelihood to continue the 
relationship. Furthermore, previous empirical research suggests that future sales 
opportunities of complex service offerings depend mostly on the relationship quality 
between sales representatives and accounts [8]. Finally, current literature states that 
these days successful client reps develop a different relationship with their accounts. 
Instead of being a reactive problem solver, successful client reps are proactive 
partners to their accounts, maintaining and leveraging relationships with several 
account stakeholders [10]. 

Regarding the fact that established personal relationships between client reps and 
their accounts determine the future success of B2B companies, it may be surprising 
that, as the literature review in Section 2 indicates, personal relationships received 
little attention in the field of sales force optimization. Although there is a lot of 
research conducted in this field, little attention is given to the question how a provider 
should set up the sales organization in order to leverage the established relationships 
of client reps in the best possible way. As organizational complexity is a key 
challenge for sales organizations within the shift from selling products to engaging in 
long-term relationships to co-create value [1], there is a need to close this gap. 

This paper introduces an approach to address this problem. The proposed integer 
programming model enables service providers to optimally leverage relationships of 
client reps based on the assessment of prospect revenue, personal established 
relationships, and the impact of personal established relationships on turning prospect 
revenue into sales. A brief literature review on current models for sales force 
optimization is outlined in Section 2. The proposed assignment model is introduced in 
Section 3. Section 4 elaborates on the managerial implication of this work, and 
proposes future research directions. 

2 Literature Review 

Sales force optimization, in particular sales force deployment has attracted much 
analytical study from management science in the past [11], while still “the volume of 
research on sales force topics in the leading marketing journals has not matched its 
importance in the marketing mix” [12]. 
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In our literature review, we reviewed four sub problems of sales force 
optimization, proposed by Drexl and Haase [11]: sales force sizing (selecting the 
appropriate number of client reps), salesman location (locating client reps to set of 
accounts within one sales territory), sales territory alignment (clustering sets of 
accounts into territories) and sales resource allocation (aligning time of client reps per 
account), while.  

Although there is such a diversity, most models for the assignment on a client rep 
to account level cluster accounts a-priori into a set of “Sales Coverage Units” [11] for 
keeping models where response functions need to be estimated on an appropriate size 
(e.g. [13]). This a-priori clustering limits the capability to model personal established 
relationships. The only research conducted on the client rep to distinct account level 
assignment we identified is proposed in the early work of Lodish [14], who proposes 
an assignment problem based on relative efficiency assumptions on each client-rep 
account pair. However, the proposed model is not dedicated to personal established 
relationships between client reps and accounts. 

To summarize our findings, although a wide range of research has been conducted 
in the field of sales force optimization, none of the reviewed literature proposes an 
approach with takes established personal relationships of client reps to distinct 
accounts into consideration. 

3 Model 

The objective of the model is to find the optimal assignment of client reps to accounts 
in order to maximize the expected revenue. In this section, we elaborate on the 
assumptions of this model before we develop the integer programming model. 
Finally, we illustrate the application of our approach in a fictive scenario. 

3.1 Model Assumptions 

In this model, exactly one client rep has to be assigned to each account, while one rep 
can be assigned to a distinct maximum of accounts. Apart from established personal 
relationships, no other variable is taken into account in this model (such as travel 
distance or industry expertise). This model is therefore applicable in settings, where a 
homogenous set of client reps is already assigned to a specific set of customers (sales 
territory), and no other variables than personal relationships play a role for the 
assignment. This is especially the case for geographical small sales territories 
containing a homogeneous set of customers. 

Furthermore, this model assumes that the prospect revenue for each account is 
estimated (which is common practice in sales force deployment), the relationship 
quality between client reps and accounts can be assessed (e.g. through questionnaire-
based self-assessment), and the influence of personal relationships on turning prospect 
revenue into sales can be estimated (e.g. based on the sales history). The last  
 



332 J.K. von Bischhoffshausen and J.T. Becker 

 

assumption in the model is that the result of turning prospect revenue into sales is 
binary: either the account buys from the provider or the entire prospect revenue for 
this customer is generated by a competitor. 

3.2 Integer Programming Model Formulation 

The decision to be made in this model is whether to assign client rep i to account j. =  1  0         

Crosby et. al (1990) showed that future sales opportunities depend mostly on the 
relationship quality between client reps and the account. In line with these findings, 
we propose the probability  as the probability of turning prospect account revenue 

 into sales in case of a distinct assignment.  is modeled as a function of the 
relationship quality  between client rep i and account j, and additional noise e, 
which are effects not related to the relationship quality. =   = 1 = . (1)

Based on Formula 1, an integer programming problem with a set of constraints can be 
formulated. The first constraint is to assign each account j = 1…m to exactly one 
client rep i = 1…n. ∑ = 1 = 1, … , . (2)

The second constraint is to assign a maximum number of  accounts of j = 1…m to 
each client rep i = 1…n. ∑ = 1, … , . (3)

One can now formally state the integer programming model in order to maximize 
revenue. As  as the probability of turning prospect account revenue  into sales in 
case of a distinct assignment, we iterate through all possible assignments for each 
account. In case of an assignment, =  , else = 1. The product is 
multiplied by the prospect account revenue . The overall sum for all accounts is to 
be maximized. 

subject to constraints (2) and (3). 

(4) 

3.3 Implementation Scenario 

Consider a simple fictive scenario of a distinct sales territory of a B2B service 
provider, containing eight accounts j = {A,B,C,D,E,F,G,H}. Client rep X has  
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previously been assigned to A,C,E,G and client rep Y has previously been assigned to 
B,D,F,H resulting in a very good relationship of the client reps to their previous 
accounts. Junior client rep Z established a good relationship with the accounts 
B,C,D,E during supporting X and Y in sales activities with these accounts. The 
growing market led to a growth in account size and workload. This requires changes 
in the assignment for the next period. Therefore, the sales resource allocation plan 
assigns three client reps to this account the next period, including client rep Z who 
will work on accounts on his own. Furthermore, in order to balance workload, the 
maximum number of accounts assigned to one rep increased to three. The decision to 
be made in this scenario is which of the accounts j should be assigned to which of the 
client reps i = {X,Y,Z}. Therefore, the client reps rate their relationship with the eight 
accounts. The results are clustered into no relationship ( = 0), good relationship 
( = 1), and very good relationship ( = 2), resulting in the following relationship 
matrix R. 

R = 
2 0 2 0 2 0 2 00 2 0 2 0 2 0 20 0 1 1 1 1 0 0  

The prospect revenue  for each account is estimated resulting in the vector V. 

V = 130 130 100 90 85 80 75 75  

Empirical evidence from previous sales activities shows that the probability of turning 
the prospect revenue into sales is 0.3. The probability increases to 0.35 if the client 
rep has a good relationship and 0.4 if the client rep has a very good relationship with 
the account. Hence,  can be modeled as a function of relationship (including noise). = 0.3 0.05   
Inserted into the optimization problem results in 

 0.3 0.1  

subject to constraints (2) and (3). 
Assuming each client rep should not be assigned to more than three accounts (  = 

3 for each i), the optimal solution of the in Section 3.2 proposed assignment approach 
is compared to other assignment approaches in Table 1.  Assignment  is the set of 
accounts assigned to client rep i. The worst case scenario demonstrates what could 
happen in the worst case, if personal relationships are not considered for the 
assignment. The second scenario shows the result of a revenue balancing approach, 
which is usually applied by practitioners [13]. The third scenario is calculated by a 
greedy assignment approach, while the last one is the result of the proposed optimal 
assignment approach. 
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Table 1. Comparison of different assignment approaches.  

Approach  Approach Description    Assignment  Revenue 

Worst Case Minimize instead of 
maximize proposed 
assignment approach 

= , , ,= , , , = ,  
229.50 

Fair Balanced Start with largest account 
to first rep, second largest 
to second rep, … 

= , , ,= , , , = ,  
272.00 

Greedy Calculate    values 
for each ij-pair, pick 
assignment starting with 
largest value, then assign 
second largest value, … 

= , , ,= , , , = ,  
291.00 

Optimal Proposed assignment 
approach 

= , , ,= , , , = , 297.75 

    

4 Conclusion and Outlook 

In this paper, we propose an approach for leveraging established personal 
relationships in the best possible way. This is done through assigning client reps 
based on their established relationships with the accounts. Therefore, this work 
proposes an integer programming model for finding the best possible assignment, 
which can have significant impact on future sales.  

The optimal assignment is relevant for B2B service providers, as the relationship 
quality between client reps and accounts are a major determinant for future selling 
success. As it addresses the key challenge organizational complexity, the contribution 
is particularly relevant for large B2B service providers. 

Furthermore, the proposed approach provides additional value for service providers 
which already have analytical solutions for sales force optimization in place. A major 
barrier for sales managers to dynamically adjust sales organization is the fear of 
losing the relationship with their accounts through restructuring, often resulting in 
static past-oriented sales structures instead of a sales organization prepared for the 
future [15]. Hence, the proposed approach provides additional value in highly 
dynamic markets. Combined with other optimization solutions, the sales organization 
can be dynamically adjusted while still the best possible utilization of established 
relationships is ensured. 

The limitation of the proposed approach is mainly related to the strong model 
assumptions. Especially the binary modeling on turning prospect revenue into sales 
has to be refined.  

The proposed contribution lays the foundation for our future research. This paper 
focused on the integer programming model. Our future research will focus on 
implementing this model in a real case scenario. Therefore, we first need to develop a 
predictive model in the form proposed in Formula 2, based on real-world data of a 
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B2B service provider. Afterwards, we will implement our suggested approach, 
including the predictive model, in an analytical application. This application will 
support sales managers in assigning their client reps to accounts. 
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Abstract. In an economy with a fast growing demand for services, productivity 
and innovation become crucial for the survival of service companies. In order to 
keep up with the change, these companies have to adopt new technologies in 
the service deployment. Also the healthcare industry is faced with a shift 
towards modern technology usage and personal services. However, due to 
budget restrictions, investments in new technologies have to be well considered 
and guarantee a swift return of investment and increase in productivity. In this 
paper, empirical results from different industries are presented. A Delphi study 
is used to get an outlook of the technology usage in the health and care 
provision industry. Therefore hypotheses are analyzed in detail to show possible 
impacts for the future. The results provide information about the significance of 
technology deployment for services and the potentials and barriers which go 
along with it in the healthcare business. 

Keywords: Technology management, technology deployment, innovative 
ability, services, productivity, innovation. 

1 Introduction 

It is beyond question that services as well as the economic performance are important 
challenges for companies in Europe. According to a survey by Roland Berger the 
importance of services will increase in the future. In addition, efficiency of industrial 
services will be increased by optimizing the deployment [1]. This is especially shown 
in the labor-intensive healthcare industry. According to a study on assisted care of the 
future by the German Ministry of Education and Research, there exist at least three 
central challenges in the care sector, namely “shortage of skilled labor”, “cost 
pressure” and the “growing number of people dependent on support and care”. 

In order to meet these challenges, a new range of both, efficient and patient-
friendly, medical support is needed: innovative solutions based on modern 
technologies [2]. For instance, experts consider the concept of telemedicine as 
appropriate approach to meet central future challenges in the care sector, if its design 
is built around user´s needs [3].  
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On the one hand, the use of new technologies in healthcare can support the 
efficiency of service provision. On the other hand, innovative services can often only 
be enabled by the use of new technologies. It needs to be considered, that decisions for 
or against the use of technology in healthcare can have severe consequences for 
healthcare personal, insurance companies and of course patients. These decisions do 
not only entail costs in the short term, they can shape the healthcare system in the long 
term as well. Therefore, the use of new technologies in the healthcare sector should be 
well considered. Thus different challenges in the healthcare sector need to be 
addressed. 

2 Objectives 

As the usage of technologies in the healthcare sector is seen as suitable approach by 
experts to overcome future challenges in this industry, this paper attempts to identify 
future trends of personal services through a detailed analysis of hypotheses, which are 
based on a Delphi study. 

From an organizational perspective neglected elements in service research of an 
integrated frame for personal services are systematically being developed by scenario 
technics. Based on that, potential visions of personal and also of technological-
integrated service systems are developed in the form of hypotheses. The development 
and valuation of these hypotheses is carried out by a Delphi study. Besides the creation 
of a sound scientific and methodic basis the aim of the survey is to involve experts 
with new backgrounds, other than common expertise’s or case studies. All hypotheses 
are tested along a given timeline of five till fifteen years. In addition, through the 
conducted Delphi study an exploration of so far gained findings is enabled for other 
fields of services. The results of the Delphi study will be supplemented by the 
development of cause-and-effect-models about system contexts.  

3 Theoretical Background 

The focus on this paper is on the question of future developments of personal 
services. Besides the question of the realization of technical-supported medicinal 
services there is also the question on the organizational level of the generation of 
services. 

For the purpose of a process-orientated approach some requirements can be 
deducted for an organization of service processes from a service production model. 
These models are crucial to explain the circumstances of personal services and also to 
point out relevant factors of influence. The literature in this field offers various 
models of description for the production of services. Some basic models of various 
authors of service production are considered. In this paper the following model, which 
is illustrated in figure 1, is used to explain the influencing factors of the future 
organization of personal services. This model consists of several production models 
of specialized literature and combines essential components of the service production. 
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Fig. 1. The service production model for Tech4P 

In an input-orientated perspective of service production internal production factors 
in the form of employees, technology and resources are pre-combined. This pre-
combination as a granting of all internal production factors serves the creation of 
commitment.  

In a process-orientated perspective the human being/patient is integrated as an 
external production factor. The service is delivered to human beings within an end-
combination. The labor within personal services is shared among various production 
factors of several parties. 

The output-driven perspective on the other hand focusses on the result of the 
interaction between the potential and the process of performance. From an 
organizational viewpoint the best result for a service can only be achieved, if both, the 
process and the potential are planned and controlled simultaneously with each other. 
Both factors interact closely with each other.  

4 Research Question and Methodology    

Based on the research’s background and the outlined challenges, the following 
research question will be answered in this paper: “Can future deployment of modern 
technologies enhance healthcare services?” To determine the status quo as well as the 
future usage of technology deployment in healthcare services a Delphi study 
concerning expectations of experts was conducted. The Delphi study, developed in the 
1940th, is a method to solve complex problems [4], [5], [6]. In practice it is often used 
for the development of forecasts [4], [6]. The Delphi methodology uses positions of 
various experts, which are obtained in several waves in order to give a short feedback 
in between. The feedback consists of an anonymous general view on the questions so 
far, which should help participants to gather more information for a qualified comment 
[6], [7], [8].  

Referring to Häder [6], in reality a rating of existing Delphi studies is assigned, 
based on their purposes (Generation of ideas, consensus-building, forecasting or 
awareness and sensitization of trends and future developments). Because there have 
been tremendous differences in the use of Delphi studies over time, the following part 
lists the characteristics of the classical Delphi study. Subsequently it is shown, which 
modifications of these characteristics have to be made for the present TeleDelphi [9]. 
There are some characteristics of a classical Delphi study in the literature [4], [6], [10]. 
The conducted Delphi study in this paper is matching in most characteristics with the 
classical version. One modification can be seen in the design of the online based 
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questionnaire, which replaces delivery by mail. This has influences on the participants 
as well as on the analysis of the data. The data being present digitally on an external 
server is leading to the fact that there is no data exchange on the postal way between 
participants and the monitoring group. Because of the novelty of this web-based 
method, there are no clear statements of the workload, time-saving or the quality of the 
results yet. However, few studies show that a use of web-based forms is not superior to 
the classical version, because of unpredictable complications and differences in 
replying [9]. 

5 Results 

5.1 Systematization of the Analysis and Participants of the Study 

In the section below some of the results and analysis of the conducted Delphi study 
are shown. The conducted analysis of each hypothesis follows the same systematic: 
First, an introduction of the hypothesis is given, in which environmental aspects 
concerning the research question are described. Hereafter, the health and care 
provision is examined shortly. In the end basic findings are summarized and presented 
in form of a prospect. From this method a valuation arises into “critical” and 
“uncritical” descriptors’.  

The composition of the group is split into a first and a second wave of surveys. 
This attribute is inherent to the characteristics of the Delphi study. As in previous 
case, a selected number of experts is contacted to participate in the survey. Because it 
is an invitation, it is not usual that the share of participants is identical in both waves. 
In total, 73 participants took part in the first wave and 47 experts participated in the 
second wave. Especially the share of expertise plays a significant role for the analysis 
of the study. A distinction was made between three main kinds of expertise: 
Development of technology and trends; organization of efforts in technology; 
acceptance of technology. Multiple answers were allowed in this matter. All three 
fields of expertise are represented equally well. In both waves there is a majority of 
experts with knowledge in “development of technology and trends”. 

A homogenous distribution of the composition of the three criteria disables the 
possibility of a specialization in certain areas and ensures high-quality results. The 
requirements on homogeneity of the distribution are mostly satisfied, but it should be 
noted that there is a dominant distribution of experts, who work in scientific fields. 
Also a analysis among these three groups did not show any significant differences, 
thus the main focus remains on the overall results of all participants. 

5.2 Delphi Study 

Hypothesis 1: In the future an increase in productivity in the sector of health and care 
provision can only be achieved by usage of additional technology. 

The mean value for the 5-year range (x;¯ = 3,98) is in the mid-range. However, the 
mean value for the 15-year range is valued in a very high range (x;¯ = 5,02). The 
deviation of ∆ = 1,04 is an average value. 
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Fig. 2. Graphical display of the poll rating (Hyp. 1) 

While in terms of the 5-year-forecast 22 % argue against the hypothesis, this 
fraction diminishes to 2 % in terms of the 15-year-forecast. One third of all experts 
rate with the highest affirmation “very high”. 

The usage of new technologies might increase the productivity and also efficiency 
in the area of health and care provision. These technologies are often summarized 
under the term eHealth and will optimize informational processes. Basic condition for 
implementing these technologies is a suitable IT infrastructure, which must fulfill 
technical and legal requirements and also interfaces, which are compatible to the 
healthcare industry.  

 
Hypothesis 2: In the future the usage of technology in the area of health and care 
provision will increase the quality of services significantly.  

 
The mean value of the 5-year-forecast (x;¯ = 3,69) is situated in a medium range, 
while the rate of approval for the hypothesis is above average (x;¯ = 4,80) in the 15-
year-period. The increase of affirmation of the hypothesis is thereby to be considered 
as high (∆ = 1,11). 

 

Fig. 3. Graphical display of the poll rating (Hyp. 2) 

The hypothesis is validated by 67 % for the period of 5 years. None of the experts 
evaluate the scenario as “very high”. In the context of the long term prediction the 
general affirmation of the hypothesis increases to 89 %, whereas already 22 % give 
the highest rating.  

Tremendous potentials in increasing efficiency and quality, which are shown by 
the usage of service-supportive technologies, will enhance the usage in medicinal 
areas in the future. However, a major impediment is represented by heterogeneous (or 
none) IT infrastructure in healthcare [11].  

Hypothesis 3: In the future the upcoming integration of technologies of all 
participants requires the ability to work together in networks in the health and care 
provision. 
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The survey displays mean values for the 5 years stretch at a high range (x;¯ = 4,02) 
and for the 15 years stretch at a very high range (x;¯ = 5,09). The increase of 
affirmation of the hypothesis is thereby to be considered as average (∆ = 1,07). 

 

Fig. 4. Graphical display of the poll rating (Hyp. 3) 

While in terms of the 5-year-forecast 20 % argue against the hypothesis, this 
fraction diminishes to 4 % in terms of the 15-year-forecast. Noticeable is the strong 
proportion of very high affirmation. 

To furthermore allow the economical use of modern technology, networks between 
service-providers should be understood as establishments that obtain cost advantages 
and open up new markets. Additionally the quality of care can be improved by 
involving the patient in the networks, which than feature a holistic, patient-oriented 
and integrative character. In this way traditional barriers of the care system can be 
overcome, loss of information can be reduced and it allows reacting to increasing 
demands of the patients as well as to the dynamics and developments in healthcare.  

6 Discussion 

Due to the shown challenges, all stakeholders in healthcare sector have to develop their 
strategy for more integrated, interconnected and multidisciplinary service provision. As 
a consequence, the ability to use new technologies in service production is considered 
a success factor and becomes more and more important for companies in healthcare 
sector – also with regard to the strategic alignment. The results of the research verify 
the views of the companies: the use of technologies has a lot of potentials for the 
service input, the service process and the service output.  

Generally, the results show that future deployment of modern technologies can 
enhance healthcare services. This could be achieved by the usage of additional 
technology, to higher the profitability and quality, usage of new media, to force the 
ability to work together in networks and working together with partners, to synchronize 
resources. For this all three perspectives of service provision in healthcare, 
“organization”, “technology” and “people” must be considered.  

7 Conclusion 

From the results of this paper, a road map should be developed to define future 
strategies for research and innovation fields for the use of technology in personal 
services. This contributes the discussion of further development of the research area 
“service science” and is especially helpful to the evolution of the research area. This 
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aim should be achieved by the integration of relevant stakeholders and the distribution 
of publications which will particularly be created for this purpose. 
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