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Faculté des Sciences, BP 812 Yaoundé, Cameroun
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Abstract. We propose for the first time the computation of the Tate
pairing on Jacobi intersection curves. For this, we use the geometric
interpretation of the group law and the quadratic twist of Jacobi inter-
section curves to obtain a doubling step formula which is efficient but not
competitive compared to the case of Weierstrass curves, Edwards curves
and Jacobi quartic curves. As a second contribution, we improve the
doubling and addition steps in Miller’s algorithm to compute the Tate
pairing on the special Jacobi quartic elliptic curve Y 2 = dX4 + Z4. We
use the birational equivalence between Jacobi quartic curves and Weier-
strass curves together with a specific point representation to obtain the
best result to date among all the curves with quartic twists. In particular
for the doubling step in Miller’s algorithm, we obtain a theoretical gain
between 6% and 21%, depending on the embedding degree and the ex-
tension field arithmetic, with respect to Weierstrass curves [6] and Jacobi
quartic curves [23].

Keywords: Jacobi quartic curves, Jacobi intersection curves, Tate pair-
ing, Miller function, group law, geometric interpretation, birational equiv-
alence.

1 Introduction

While first used to solve the discrete logarithm problem on elliptic curve group
[20,12], bilinear pairings are now useful to construct many public key protocols
for which no other efficient implementation is known [18,3]. A survey of some of
these protocols can be found in [9]. The efficient computation of pairings depends
on the model chosen for the curve. Pairing computation on the Edwards model
of elliptic curves have been done successively in [7], [17] and [1]. The recent
results on pairing computation using elliptic curves of Weierstrass form can be
found in [5,6]. Recently in [23] Wang et al. have computed the Tate pairing on
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Jacobi quartic elliptic curves using the geometric interpretation of the group
law. In this paper, we focus on Jacobi intersection curves and the special Jacobi
quartic elliptic curves Y 2 = dX4 +Z4 over the field of large characteristic p not
congruent to 3 modulo 4.

We use the geometric interpretation of the group law of Jacobi intersection
curves to obtain the first explicit formulas for the Miller function in Tate pairing
computation in this case. For pairing computation with even embedding degree,
we define and use the quadratic twist of this curve. This allows the Miller dou-
bling stage to be slightly more efficient than when using Weierstrass curves,
Edwards curves and Jacobi quartic curves. Moreover, for pairing computation
with embedding degree divisible by 4, we define and use the quartic twist of the
curve Y 2 = dX4 + Z4. Our result is an improvement of the result obtained by
Wang et al. in [23] and is to our knowledge the best result to date on pairing
computation among all curves with quartic twists.

The rest of this paper is organized as follows: Section 2 gives a background on
the two forms of Jacobi elliptic curves mentioned above, including background
on pairings that we will use in the remainder of the paper. In Section 3, we
first look for Miller functions on Jacobi intersection curves using the geomet-
ric interpretation of the group law and then compute the Tate pairing on this
curve. Section 4 presents the computation of the Tate pairing on the Jacobi quar-
tic curve mentioned above using birational equivalence. Finally, we conclude in
Section 5.

2 Background on Pairings and on Jacobi’s Elliptic Curves

In this section we briefly review pairings on elliptic curves, Jacobi intersection
curves and the Jacobi quartic curves. We also define twists of Jacobi’s curves.

2.1 The Tate Pairing

In this section E is an elliptic curve defined over a finite field Fq. The neutral
element is denoted O. Let r be a large prime divisor of the group order �E(Fq)
and k the embedding degree of E with respect to r, i.e the smallest integer such
that r divides qk − 1. Consider a point P ∈ E(Fq)[r] and the function fr,P with
divisor Div(fr,P ) = r(P )− r(O). Let Q ∈ E(Fqk)/rE(Fqk ) and μr be the group
of r-th roots of unity in F

∗
qk . The reduced Tate pairing er is defined as

er(P,Q) = fr,P (Q)
qk−1

r ∈ μr.

If one knows the function hR,S such that Div(hR,S) = (R)+ (S)− (S+R)− (O)
where R and S are two points of E, then the Tate pairing can be computed
in an iterative way by Miller’s algorithm [22] in Algorithm 1. This algorithm
computes in the i-th iteration the evaluation at a point Q of the function fi,P
having divisor Div(fi,P ) = i(P )− ([i]P )− (i− 1)(O), called Miller’s function.
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Algorithm 1. Miller Algorithm
Input : P ∈ E(Fq)[r], Q ∈ E(Fqk )/rE(Fqk)
r = (rn−1, rn−2, ....r1, r0)2 with rn−1 = 1.

Output: The Tate pairing of P and Q : fr,P (Q)
qk−1

r

1.Set f ← 1 and R← P
2.For i = n− 2 down to 0

Set f ← f2 · hR,R(Q) and R← 2R
if ri = 1 then f ← f · hR,P (Q) and R← R+ P

3. f ← f
qk−1

r

After n−1 iterations, the evaluation at Q of the function f having divisor r(P )−
r(O) is obtained. More informations on pairings can be found in
[13] and [8].

Notation 1. The following notations will be permanently used in this work.
m, s : cost of multiplication and squaring in the base field Fq

mc: cost of the multiplication by the constant c in Fq

M , S: cost of multiplication and squaring in the extension field Fqk

2.2 The Jacobi Intersection Curves

A Jacobi intersection form elliptic curve over Fq is defined by

Ea :

{
x2 + y2 = 1
ax2 + z2 = 1

where a belongs to Fq and a(a− 1) �= 0.

The Jacobi intersection curve Ea is isomorphic to an elliptic curve on the Weier-
strass form y2 = x(x − 1)(x − a). The affine version of the unified addition
formulas is given in [4] by (x3, y3, z3) = (x1, y1, z1) + (x2, y2, z2) such that :

x3 =
x1y2z2 + y1z1x2

y22 + z21x
2
2

, y3 =
y1y2 − x1z1x2z2

y22 + z21x
2
2

, z3 =
z1z2 − ax1y1x2y2

y22 + z21x
2
2

See [4,10] for further results on Jacobi intersection curves. An affine point (x, y, z)
on a Jacobi intersection curves is represented by the projective homogeneous
coordinates (X : Y : Z : T) satisfying

{
X2 + Y 2 = T 2

aX2 + Z2 = T 2

and (x, y, z) = (X/T, Y/T, Z/T ) with T �= 0. The negative of (X : Y : Z : T )
is (−X : Y : Z : T ). The neutral element P0 = (0, 1, 1) is represented by
(0 : 1 : 1 : 1). By setting T = 0 we get four points at infinity: Ω1 = (1 : s : t : 0),
Ω2 = (1 : s : −t : 0), Ω3 = (1 : −s : t : 0) and Ω4 = (1 : −s : −t : 0) where
1 + s2 = 0 and a+ t2 = 0.
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Group Law on Jacobi Intersection Curves. The first formulas for addition
law on points of Jacobi intersection curves given by Chudnovsky and Chudnovsky
in [4] used projective homogeneous coordinates. In [15], Hisil et al. improved
these formulas by representing points as a sextuplet (X : Y : Z : T : XY : ZT )
as follows:

The sum of the points represented by (X1 : Y1 : Z1 : T1 : U1 : V1) and
(X2 : Y2 : Z2 : T2 : U2 : V2) where U1 = X1Y1; V1 = Z1T1 and U2 = X2Y2;
V2 = Z2T2 is the point (X3 : Y3 : Z3 : T3 : U3 : V3) such that:

X3 = X1T1Y2Z2 + Y1Z1X2T2,
Y3 = Y1T1Y2T2 −X1Z1X2Z2,
Z3 = Z1T1Z2T2 − aX1Y1X2Y2,
T3 = T 2

1 Y
2
2 + Z2

1X
2
2 ,

U3 = X3Y3,
V3 = Z3T3.

with the algorithm:
E ← X1Z2;F ← Y1T2;G← Z1X2;H ← T1Y2; J ← U1V2;K ← V1U2;
X3 ← (H + F )(E +G)− J −K;Y3 ← (H + E)(F −G)− J +K;
Z3 ← (V1−aU1)(U2+V2)+aJ−K;T3 ← (H+G)2−2K;U3 ← X3Y3;V3 ← Z3T3.
This point addition costs 11m+ 1s+ 2ma.

The doubling of the point represented by (X1 : Y1 : Z1 : T1 : U1 : V1) is
the point (X3 : Y3 : Z3 : T3 : U3 : V3) such that:

X3 = 2X1Y1Z1T1,
Y3 = −Z2

1T
2
1 − aX2

1Y
2
1 + 2(X2

1Y
2
1 + Y 4

1 ),
Z3 = Z2

1T
2
1 − aX2

1Y
2
1 ,

T3 = Z2
1T

2
1 + aX2

1Y
2
1 ,

U3 = X3Y3,
V3 = Z3T3.

with the algorithm: E ← V 2
1 ;F ← U2

1 ;G← aF ;T3 ← E+G;Z3 ← E−G;Y3 ←
2(F + Y 4

1 )− T3;X3 ← (U1 + V1)
2 − E − F ;U3 ← X3Y3;V3 ← Z3T3.

This point doubling costs 2m+ 5s+ 1ma.

2.3 The Jacobi Quartic Curve

A Jacobi quartic elliptic curve over a finite field Fq is defined by Ed : y2 =
dx4 + 2δx2 + 1 with discriminant � = 256d(δ2 − d)2 �= 0. In [2] Billet and Joye
proved that if E : y2 = x3 + ax+ b has a point of order 2 denoted (θ, 0) then E
is birationally equivalent to the Jacobi quartic:

Y 2 = dX4 − 2δX2Z2 + Z4

where d = −(3θ2 + 4a)/16 and δ = 3θ/4. In the remainder of this paper, we
will focus our interest on the special Jacobi quartic curve Ed : Y 2 = dX4 + Z4
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because this curve has interesting properties such as quartic twist which con-
tribute to an efficient computation of pairing.
The affine model of this curve is y2 = dx4 + 1 with (x, y) = (XZ ,

Y
Z2 ). The spe-

cial Jacobi quartic curve Ed is birationally equivalent to the Weierstrass curve
E : y2 = x3 − 4dx using the maps

ϕ

⎧⎪⎨
⎪⎩

(0 : 1 : 1) �−→ O
(0 : −1 : 1) �−→ (0, 0)

(X : Y : Z) �−→
(
2 (Y+Z2)

X2 , 4Z(Y+Z2)
X3

) ; ϕ−1

⎧⎨
⎩

(0, 0) �−→ (0 : −1 : 1)
(x, y) �−→ (2x : 2x3 − y2 : y)
O �−→ (0 : 1 : 1)

Group Law on the Curve Y 2 = dX4 + Z4. Here we specialize formulas
for point doubling and point addition on the curve Ed from the formulas on the
affine model given in [16].

The point addition (x3, y3) = (x1, y1) + (x2, y2) on the affine model of Ed is
given by:

x3 =
x2
1−x2

2

x1y2−y1x2
and y3 = (x1−x2)

2

(x1y2−y1x2)2
(y1y2 + 1 + dx21x

2
2)− 1.

By replacing x1 by X1

Z1
, x2 by X2

Z2
, y1 by Y1

Z2
1
, y2 by Y2

Z2
2
, x3 = X3

Z3
and y3 by Y3

Z2
3
a

simple calculation yields to

X3 = X2
1Z

2
2 − Z2

1X
2
2 , Z3 = X1Z1Y2 −X2Z2Y1,

Y3 = (X1Z2 −X2Z1)
2(Y1Y2 + (Z1Z2)

2 + d(X1X2)
2)− Z2

3 .

The point doubling (x3, y3) = 2(x1, y1) on the affine model of Ed is given by :

x3 = 2y1

2−y2
1
x1 and y3 = 2y1

2−y2
1

(
2y1

2−y2
1
− y1

)
− 1.

By replacing x1 by X1

Z1
, y1 by Y1

Z2
1
, x3 by X3

Z3
and y3 by Y3

Z2
3
, a simple calculation

yields to:

X3 = 2X1Y1Z1,
Z3 = Z4

1 − dX4
1 ,

Y3 = 2Y 4
1 − Z2

3 .

2.4 Twists of Jacobi Curves

A twist of an elliptic curve E defined over a finite field Fq is an elliptic curve
E′ over Fq that is isomorphic to E over an algebraic closure of Fq. The smallest
integer t such that E and E′ are isomorphic over Fqt is called the degree of the
twist. The points input of a pairing on a curve of embedding degree k take the
form P ∈ E(Fq) and Q ∈ E(Fqk). However many authors have shown that one
can use the twist of a curve to take the input Q ∈ E′(Fqk/t) where operations
can be performed more efficiently [11].

Let E : y2 = x3 + ax+ b over Fq be an elliptic curve in Weierstrass form. The
equation defining the twist E′ has the form y2 = x3+aω4x+ bω6 where ω ∈ Fqk

and the isomorphism between E′ and E is
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ψ : E′ −→ E
(x′, y′) �−→ (x′/ω2, y′/ω3).

Some details on twists can be found in [6].

Quadratic Twist of Jacobi Intersection Curves

Definition 1. Let the Jacobi intersection curve Ea defined as in Subsection 2.2.
A quadratic (t = 2) twist of Ea over the extension Fqk/2 of Fq (k even) is the
curve {

δ2x2 + y2 = 1
aδ2x2 + z2 = 1

Where {1, δ} is the basis of Fqk as a Fqk/2-vector space and δ2 ∈ Fqk/2 .

Proposition 1. Let Ea,δ over Fqk/2 be a quadratic twist of Ea. The Fqk iso-
morphism between Ea,δ and Ea is given by

ψ : Ea,δ → Ea

(x, y, z) �→ (δx, y, z)

Twist of Jacobi Quartic Curves. To obtain the twist of the Jacobi quartic
curve defined by Y 2 = dX4 + Z4, we use the birational maps defined in Sub-
section 2.3 and the twist of Weierstrass curves defined at the beginning of this
subsection.

Definition 2. A quartic twist of the Jacobi quartic curve Y 2 = dX4 + Z4 over
the extension Fqk/4 of Fq is the curve

Ed,ω : Y 2 = dω4X4 + Z4

where ω ∈ Fqk is such that ω2 ∈ Fqk/2 , ω3 ∈ Fqk\Fqk/2 and ω4 ∈ Fqk/4 .
That is {1, ω, ω2, ω3} is a basis of Fqk as a vector space over Fqk/4 .

Proposition 2. Let Ed,ω over Fqk/4 be a twist of Ed. The Fqk isomorphism
between Ea,δ and Ea is given by

ψ : Ed,ω → Ed

(X : Y : Z) �→ (
X
ω2 : Y

ω6 : Z
ω3

)

3 Pairing on Jacobi Intersection Curves

3.1 Geometric Interpretation of the Group Law

The aim of this section is to find the function hR,S. For this, we give more details
on the geometric interpretation in [21] of the group law of Jacobi intersection
curves. We consider P0 = (0, 1, 1) the Fq-rational point on the curve which shall
be the identity. Three points P1, P2, P3 of the curve will sum to zero if and only
if the four points P0, P1, P2, P3 are coplanar. The negation of a point −P1 is
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given as the residual intersection of the plane through P1 containing the tangent
line to the curve at P0.

Let fP1,P2(x, y, z) = 0 be the equation of the plane defined by the points
P1, P2 and P0. If P1 = P2 take fP1,P1 to be the tangent plane to the curve at P1

passing through P0. This plane intersects Ea at R = −(P1 + P2) = −P3. Then
Div(fP1,P2) = (P1)+(P2)+(R)+(P0)−(Ω) where Ω = (Ω1)+(Ω2)+(Ω3)+(Ω4)
is a rational divisor.

Let gR(x, y, z) = 0 be the equation of the plane passing through R and con-
taining the tangent line to the curve at P0. This plane intersects the curve Ea

at the point −R. Then Div(gR) = (R) + 2(P0) + (−R)− (Ω)
Define

hP1,P2 =
fP1,P2

gR

then

Div (hP1,P2) = (P1) + (P2)− (P1 + P2)− (P0)

Theorem 1. The functions fP1,P2 and gR are defined as follows :

fP1,P2(x, y, z) = αx+ β(y − 1) + γ(z − 1)

with:

α =

{
(z2 − 1)(y1 − 1)− (y2 − 1)(z1 − 1) if P1 �= P2,
x1(−a(y1 − 1) + z1 − 1) if P1 = P2.

β =

{
x2(z1 − 1)− x1(z2 − 1) if P1 �= P2,
y1(z1 − 1) if P1 = P2.

γ =

{
x1(y2 − 1)− x2(y1 − 1) if P1 �= P2,
−z1(y1 − 1) if P1 = P2.

and

gP3(x, y, z) = (z3 − 1)(y − 1) + (1− y3)(z − 1).

Proof 1.
1. Let fP1,P2(x, y, z) = αx+βy+γz+θ = 0 be the equation of the plane. Because
P0 = (0, 1, 1) belongs to this plane we have θ = −β − γ. Thus fP1,P2(x, y, z) =
αx+ βy + γz − β − γ = 0.
If P1 and P2 are different then by evaluating the previous equation at the points
P1 and P2 we obtain two linear equations in α, β and γ :

αx1 + β(y1 − 1) + γ(z1 − 1) = 0

αx2 + β(y2 − 1) + γ(z2 − 1) = 0

with the solutions

α =

∣∣∣∣y1 − 1 z1 − 1
y2 − 1 z2 − 1

∣∣∣∣, β =

∣∣∣∣z1 − 1 x1
z2 − 1 x2

∣∣∣∣ , γ =

∣∣∣∣x1 y1 − 1
x2 y2 − 1

∣∣∣∣
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If P1 = P2 �= P0 then the tangent line to the curve at P1 is collinear to the
vector (y1z1,−x1z1,−ax1y1) = (x1, y1, 0) ∧ (ax1, 0, z1). Thus one can take −→n =
x1(−a(y1 − 1) + z1 − 1), y1(z1 − 1),−z1(y1 − 1)) = (α, β, γ) as a normal vector
to the plane.

2. Assume that gR(x, y, z) = ax + by + cz + d = 0. The tangent line to the
curve at P0 is the intersection of the planes v = 1 and w = 1. Thus P0 and
one arbitrary point (1, 1, 1) on the line belong to the plane. This implies that
a = 0 and b = −c − d such that gR(x, y, z) = c(−y + z) + d(−y + 1) = 0.
Because R = (u, v, w) belongs to the plane, we have c = d(−v + 1)/(v − w) and
by replacing this value of c in gR(x, y, z) = c(−y+ z) + d(−y+1) = 0 we obtain
the desired result.

3.2 Miller Function on Jacobi Intersection Curves

In this section we show how to use the geometric interpretation of the group law
to compute pairings. We assume that k is even. Let (xQ, yQ, zQ) ∈ Ea,δ(Fqk/2).
Twisting (xQ, yQ, zQ) with δ ensures that the second argument of the pairing is
on Ea(Fqk) and is of the form Q = (δxQ, yQ, zQ), where xQ, yQ and zQ are in
Fqk/2 .

Addition. By Theorem 1,

hP1,P2(δxQ, yQ, zQ) =
αxQδ+β(yQ−1)+γ(zQ−1)

(z3−1)yQ+(1−y3)zQ+(y3−z3)

=
zQ−1

(z3−1)yQ+(1−y3)zQ+(y3−z3)

(
α

xQ

zQ−1δ + β
yQ−1
zQ−1 + γ

)
To obtain the expression of this function in projective coordinates X , Y , Z and
T , we set xi =

Xi

Ti
, yi =

Yi

Ti
and zi =

Zi

Ti
; i=1, 2, 3. The point Q can be main-

tained in affine coordinates (TQ = 1). The function becomes:

hP1,P2(δxQ, yQ, zQ) =
T3(zQ−1)

(
α′ xQ

zQ−1 δ+β′ yQ−1

zQ−1+γ′
)

T1T2[(Z3−T3)yQ+(T3−Y3)zQ+(Y3−Z3)]

=
T3(zQ−1)

T1T2[(Z3−T3)yQ+(T3−Y3)zQ+(Y3−Z3)]
(α′M1δ + β′N1 + γ′)

where α′ = (Z2−T2)(Y1−T1)−(Y2−T2)(Z1−T1), β′ = X2(Z1−T1)−X1(Z2−T2),
γ′ = X1(Y2 − Z2)−X2(Y1 − T1) and M1 =

xQ

zQ−1 , N1 =
yQ−1
zQ−1 .

we can easily see that
T3(zQ−1)

T1T2[(Z3−T3)yQ+(T3−Y3)zQ+(Y3−Z3)]
∈ Fqk/2 so it can be

discarded in pairing computation since the final output of Miller loop is raised
to the power (qk − 1)/r and qk/2 − 1 is a factor of (qk − 1)/r since k is even.
Thus we only have to evaluate

(α′M1)δ + β′N1 + γ′

Since Q = (δxQ, yQ, zQ) is fixed during pairing computation, the quantities

M1 =
xQ

zQ−1 ,N1 =
yQ−1
zQ−1 can be precomputed in Fqk/2 . Each of the multiplication

of α′ by M1 ∈ Fqk/2 and β′ by N1 ∈ Fqk/2 costs k
2m. Computing the coefficients

α′ , β′ and γ′ requires 6m and the point addition in Subsection 2.2 requires
11m+ 1s+ 2c. Thus the point addition and Miller value computation require a
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total of 1M +(k+17)m+1s+2ma. The point P2 is not changed during pairing
computation and can be given in affine coordinates i.e. T2 = 1. Applying such a
mixed addition reduces the cost to 1M + (k + 16)m+ 1s+ 2ma.

Doubling. By Theorem 1,

hP1,P1(δxQ, yQ, zQ) =
x1(−a(y1−1)+z1−1)xQδ+y1(z1−1)(yQ−1)−z1(y1−1)(zQ−1)

(z3−1)yQ+(1−y3)zQ+(y3−z3)

=
x1(−a(y1−1)+z1−1)xQδ+y1(z1−1)(yQ−1)−z1(y1−1)(zQ−1)

(z3−1)yQ+(1−y3)zQ+(y3−z3)

=
(zQ−1)(x1(−a(y1−1)+z1−1))

xQ
zQ−1 δ+y1(z1−1)

yQ
zQ−1−z1(y1−1)

(z3−1)yQ+(1−y3)zQ+(y3−z3)

.

In projective coordinates the function becomes:

hP1,P1(δxQ, yQ, zQ) =
T3(zQ−1)

(
α′

1

xQ
zQ−1 δ+β′

1

yQ
zQ−1−γ′

1)
)

T 3
1 [(Z3−T3)yQ+(T3−Y3)zQ+(Y3−Z3)]

=
T3(zQ−1)

T 3
1 [(Z3−T3)yQ+(T3−Y3)zQ+(Y3−Z3)]

(α′
1M2δ + β′

1N2 − γ′1)
.

Where M2 = 2a
xQ

zQ−1 and N2 = a
yQ

zQ−1 . α
′
1 = X1(−a(Y1 − T1) + Z1 − T1) ;

β′
1 = Y1(Z1 − T1); γ′1 = Z1(Y1 − T1).
We can also verify that

T3(zQ−1)

T 3
1 [(Z3−T3)yQ+(T3−Y3)zQ+(Y3−Z3)]

∈ Fqk/2 such that

it can be discarded thanks to the final exponentiation. Thus we only have to
evaluate

(α′
1M2)δ + β′

1N2 − γ′1
Again the quantities M2 = 2a

xQ

zQ−1 and N2 = a
yQ

zQ−1 are precomputed in Fqk/2 .

Note that each of the multiplications α′
1M2 and β′

1N2 costs k
2m. Computing

α′
1,β

′
1 and γ′1 requires 3m and the point doubling from Subsection 2.2 requires

2m+ 5s+ 1ma. Thus the point doubling and Miller value computation require
a total of 1M + 1S + (k + 5)m+ 5s+ 1ma.

3.3 Comparison of Results

The comparison of results is given in Table 1. These comparisons are made for
the Tate pairing and curves with a quadratic twist.

Table 1. Comparisons of our pairing formulas with the previous fastest formulas

Curves Doubling Mixed Addition
Weierstrass(a=0)[6] 1M + 1S + (k + 2)m+ 7s + 1mb 1M + (k + 10)m+ 2s
Twisted Edwards [1] 1M + 1S + (k + 6)m+ 5s + 2ma 1M + (k + 12)m+ 1ma

Jacobi quartic[23] 1M + 1S + (k + 4)m+ 8s + 1ma 1M + (k + 16)m+ 1s+ 4ma,d

This work 1M + 1S + (k + 5)m+ 5s + 1ma 1M + (k + 16)m+ 1s+ 2ma

4 Tate Pairing Computation on Ed : Y 2 = dX4 + Z4

Wang et al. in [23] considered pairings on Jacobi quartics and gave the geometric
interpretation of the group law. We use a different way, namely birational equiv-
alence between Jacobi quartic curves and Weierstrass curves, of obtaining the
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formulas. We specialize to the particular curves Ed : Y 2 = dX4 + Z4 to obtain
better results for these up to 26% improvement compared to the result in [23]. To
derive the Miller function H(X,Y, Z) for Ed, we first write the Miller function
h(x, y) on the Weierstrass curve E. Then by using the birational equivalence we
have H(X,Y, Z) = h(ϕ(X,Y, Z)).

4.1 The Miller Function

The Jacobi quartic curve Ed : Y 2 = dX4 + Z4 is birationally equivalent to
the Weierstrass curve E : y2 = x3 − 4dx. Given two points P1(x1, y1) and
P2(x2, y2) such that P3(x3, y3) = P1 + P2, then the Miller function h(x, y) for
this Weierstrass curve such that a relation Div(h) = (P1) + (P2) − (P3) − (O)
holds is given by:

h(x, y) = y−λx−α
x−x3

Where λ = y2−y1

x2−x1
if P1 �= P2 and λ =

3x2
1−4d
2y1

if P1 = P2 and α = y1 − λx1.
As explained at the beginning of this section, the Miller function for the Jacobi
quartic Ed : Y 2 = dX4 + Z4 is given by H(X,Y, Z) = h(ϕ(X,Y, Z)). A simple
calculation gives:

H(X,Y, Z) =
4X2

3X
2

2X2
3 (Y+Z2)−2X2(Y3+Z2

3)

(
ZY+Z3

X3 − 1
2λ

(
Y +Z2

X2

)
− α

4

)

where

λ =

{ −2X3
1Z2(Y2+Z2

2)+2X3
2Z1(Y1+Z2

1)

X1X2[−X2
1 (Y2+Z2

2 )+X2
2 (Y1+Z2

1)]
if P1 �= P2,

Y1+2Z2
1

X1Z1
if P1 = P2.

and

α =

⎧⎨
⎩

−4(Y1+Z2
1 )(Y2+Z2

2 )(Z2X1−Z1X2)

X1X2[−X2
1 (Y2+Z2

2 )+X2
2 (Y1+Z2

1)]
if P1 �= P2,

−2Y1(Y1+Z2
1)

X3
1Z1

if P1 = P2.

Remark 1. It is simple to verify that our formula obtained by change of variables
is exactly the same result obtained by Wang et al. in [23] using the geometric
interpretation of the group law.

Indeed, by setting x1 = X1

Z1
, x2 = X2

Z2
, y1 = Y1

Z2
1
and y2 = Y2

Z2
2
in their Miller

function obtained for the curve Ed,a : y2 = dx4 + 2ax+ 1 (by taking a = 0), we
get exactly the same result that we found above.
The correctness of the formulas in this work can be checked at
http://www.prmais.org/Jacobi-Formulas.txt.

4.2 Simplification of the Miller Function

By using twist technique as explained earlier, the point Q in the Tate pair-

ing computation can be chosen to be
(

XQ

ω2 :
YQ

ω6 :
ZQ

ω3

)
or (xQω, yQ, 1) in affine

coordinates where XQ, YQ, ZQ, xQ and yQ are in Fqk/4 . Thus
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H(xQω, yQ, 1) =
2X2

3x
2
Qω2

X2
3 (yQ+1)−x2

Qω2(Y3+Z2
3)

(
− 1

2λ
(

yQ+1

x2
Qω4

)
ω2 +

(
yQ+1

x3
Qω4

)
ω − α

4

)
.

Write −α
4 = A

D and − 1
2λ = B

D then

H(xQω, yQ, 1) =
2X2

3x
2
Qω2D−1

X2
3 (yQ+1)−x2

Qω2(Y3+Z2
3)

(
B
(

yQ+1

x2
Qω4

)
ω2 +D

(
yQ+1

x3
Qω4

)
ω +A

)

We can easily see that
2X2

3x
2
Qω2

D(X2
3 (yQ+1)−x2

Qω2(Y3+Z2
3 ))
∈ Fqk/2 so it can be discarded

in pairing computation thanks to the final exponentiation. Thus we only have
to evaluate

H = B
(

yQ+1

x2
Qω4

)
ω2 +D

(
yQ+1

x3
Qω4

)
ω +A

Since Q = (xQω, yQ, 1) is fixed during pairing computation, the quantities
yQ+1

x3
Qω4

and
yQ+1

x2
Qω4 can be precomputed in Fqk/4 . Note that each of the multiplications

D
(

yQ+1

x3
Qω4

)
and B

(
yQ+1

x2
Qω4

)
costs k

4m.

Remark 2. We can use the fact that in the expression of H the term ω3 is absent
and A ∈ Fq. Thus in Miller’s algorithm, the cost of the main multiplication in
Fqk is not 1M but

(
1
k + 1

2

)
M assuming that schoolbook multiplication is used.

But if we are using pairing friendly fields the embedding degree will be of the
form k = 2i3j. Then we follow [19] and the cost of a multiplication or a squaring
in the field Fqk is 3i5j multiplications or squaring in Fq using Karatsuba and (or)
Toom-Cook multiplication method. In this case, in Miller’s algorithm, the cost

of the main multiplication in Fqk is
(

7·3i−25j+2i−23j

3i5j

)
M . In the next sections ε

stands for 1
k + 1

2 or 7·3i−25j+2i−23j

3i5j . A summary of how to obtain these costs is
given in appendix.

In the next sections, we will compute A, B and D. In the work of Hisil et al.
[16], there are different formulas in affine version for scalar multiplication. They
used one of them to improve points addition and point doubling. These improved
formulas have been used by Wang et al. to compute pairings. But in our case
we obtained our formulas from a different affine version. For efficiency the point
is represented by (X : Y : Z : X2 : Z2) with Z �= 0. We present the first
time that this representation is used when d �= 1. Thus we will use the points
P1 = (X1 : Y1 : Z1 : U1 : V1) and P2 = (X2 : Y2 : Z2 : U2 : V2) where Ui = X2

i ,
Vi = Z2

i , i = 1, 2 .

Remark 3. Note that if X2 and Z2 are known then expressions of the form
XZ can be computed using the formula ((X + Z)2 −X2 − Z2)/2. This allows
the replacement of a multiplication by a squaring presuming a squaring and
three additions are more efficient. The operations concerned with this remark
are followed by ∗ in the Tables 2 and 3.
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4.3 Point Addition and Miller Iteration

When P1 �= P2 we have A = (Y1 + Z2
1 )(Y2 + Z2

2)(Z1X2 − Z2X1),
D = X1X2[−X2

1 (Y2+Z
2
2 )+X

2
2 (Y1+Z

2
1 )] and B = X3

1Z2(Y2+Z
2
2 )−X3

2Z1(Y1+
Z2
1 ).
Using the algorithm in Table 2 the computation of A, B, D and the point

addition can be done in 18m+5s+1md or 12m+11s+1md according to Remark
3. Applying mixed addition(Z2 = 1), this cost is reduced to 15m+ 4s+ 1md or
12m+7s+1md . Thus the point addition and Miller value computation require
a total of εM +1S+

(
k
2 + 15

)
m+4s+1md or εM +1S

(
k
2 + 12

)
m+7s+1md.

Table 2. Combined formulas for addition and Miller value computation

Operations V alues

U := Y1 + V1 U = Y1 + Z2
1

V := Y2 + V2 V = Y2 + Z2
2

R := Z2X1 * R = Z2X1

S := Z1X2 * S = Z1X2

A := S −R A = Z1X2 − Z2X1

A := AV A = (Y2 + Z2
2 )(Z1X2 − Z2X1)

A := AU A = (Y1 + Z2
1 )(Y2 + Z2

2 )(Z1X2 − Z2X1)
U := U2U U = X2

2 (Y1 + Z2
1 )

V := U1V V = X2
1 (Y2 + Z2

2 )
B := RV − SU B = X3

1Z2(Y2 + Z2
2 )−X3

2Z1(Y1 + Z2
1 )

D := X1X2 * D = X1X2

E := dD2 E = d(X1X2)
2

D := D(U − V ) D = X1X2[−X2
1 (Y2 + Z2

2 ) +X2
2 (Y1 + Z2

1 )]
X3 := (R + S)(R − S) X3 = X2

1Z
2
2 − Z2

1X
2
2

W1 := X1Z1 * W1 = X1Z1

W2 := X2Z2 * W2 = X2Z2

Z3 := W1Y2 −W2Y1 Z3 = X1Z1Y2 −X2Z2Y1

U := Y1Y2 U = Y1Y2

V := Z1Z2 * V = Z1Z2

V := V 2 + E V = (Z1Z2)
2 + d(X1X2)

2

E := (R− S)2 E = (X1Z2 −X2Z1)
2

U3 := X2
3 U3 = X2

3

V3 := Z2
3 V3 = Z2

3

Y3 := E(U + V )− V3 Y3 = (X1Z2 −X2Z1)
2(Y1Y2 + (Z1Z2)

2+
d(X1X2)

2)− Z2
3

4.4 Point Doubling and Miller Iteration

When P1 = P2 we have A = Y1(Y1+Z
2
1) , D = 2X3

1Z1 and B = −X2
1 (Y1+2Z2

1).
The computation of A, B, D and the point doubling can be done using the
algorithm in Table 3 with 4m + 6s + 1md or 3m + 7s + 1md according to the
Remark 3.
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Table 3. Combined formulas for doubling and Miller value computation

Operations V alues

U := U2
1 U = X4

1

V := V 2
1 V = Z4

1

Z3 := V − dU Z3 = Z4
1 − dX4

1

E := X1Z1 ∗ E = X1Z1

D := 2U1E D = 2X3
1Z1

A := (2Y1 + V1)
2/4− U A = Y1(Y1 + Z2

1 )
B := −U1(Y1 + 2V1) B = −X2

1 (Y1 + 2Z2
1 )

X3 := 2EY1 X3 = 2X1Y1Z1

V3 := Z2
3 V3 = Z2

3

Y3 := 2V − Z3 Y3 = dX4
1 + Z4

1 = Y 2
1

Y3 := 2Y 2
3 − V3 Y3 = 2Y 4

1 − Z2
3

U3 := X2
3 U3 = X2

3

Thus the point doubling and Miller value computation require a total of εM+
1S + (k2 + 4)m+ 6s+ 1md or εM + 1S + (k2 + 3)m+ 7s+ 1md.

4.5 Comparison

The comparison of results is summarized in Table 4 and Table 5. These compar-
isons are made for the Tate pairing and curves with a quartic twist. In Table 4
we assume that Schoolbook multiplication method is used whereas the compar-
isons in Table 5 are made using Karatsuba and Toom-Cook method for curves
with k = 2i3j. We also present an example of comparison in the cases k = 8 and
k = 16 since these values are the most appropriate for cryptographic applications
when a quartic twist is used.

Table 4. Comparison of our pairing formulas with the previous fastest formulas with
an example using Schoolbook multiplication method

Curves Doubling Mixed Addition
Weierstrass(b=0)[6] 1M + 1S + ( k

2
+ 2)m+ 8s+ 1ma 1M + ( k

2
+ 9)m+ 5s

Jacobi quartic(a=0)[23] 1M + 1S + ( k
2
+ 5)m+ 6s 1M + ( k

2
+ 16)m + 1s+

1md

This work ( 1
k
+ 1

2
)M + 1S + ( k

2
+ 3)m+ ( 1

k
+ 1

2
)M + ( k

2
+ 12)m+

7s+ 1md 7s+ 1md

Example: k = 8

Weierstrass(b=0)[6] 98m+ 16s + 1ma 77m + 5s

Jacobi quartic (a=0)[23] 101m + 14s 84m + 1s + 1md

This work 75m+ 15s + 1md 57m + 6s + 1md

Remark 4. If we assume that m = s = mc and k = 8 then for the doubling
step the total costs are 115m, 115m and 91m for Weierstrass curve, Jacobi
quartic curve (a=0)[23] and this work respectively. Hence we obtain in this work
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a theoretical gain of 21% with respect to Weierstrass curves and Jacobi quartic
curves. Similarly for the addition step we obtain a theoretical gain of 22% and
26% over Weierstrass and Jacobi quartic curves respectively. This theoretical
gain increases together with the value of k.

Table 5. Comparison of our pairing formulas with the previous fastest formulas with
an example on pairing friendly fields

Curves Doubling Mixed Addition
Weierstrass(b=0)[6] 1M + 1S + ( k

2
+ 2)m+ 8s+ 1ma 1M + ( k

2
+ 9)m+ 5s

Jacobi quartic(a=0)[23] 1M + 1S + ( k
2
+ 5)m+ 6s 1M + ( k

2
+ 16)m+ 1s+

1md

This work
(

7·3i−25j+2i−23j

3i5j

)
M + 1S+

(
7·3i−25j+2i−23j

3i5j

)
M+

( k
2
+ 3)m+ 7s+ 1md ( k

2
+ 12)m + 7s+ 1md

Example 1 : k = 8

Weierstrass(b=0)[6] 33m + 35s+ 1ma 40m+ 5s

Jacobi quartic (a=0)[23] 36m + 33s 84m+ 1s+ 1md

This work 30m + 34s+ 1md 39m+ 7s+ 1md

Example 2 : k = 16

Weierstrass(b=0)[6] 91m + 89s+ 1ma 98m+ 5s

Jacobi quartic (a=0)[23] 94m + 87s 105m + 1s+ 1md

This work 78m + 88s+ 1md 87m+ 7s+ 1md

Remark 5. We assume again that m = s = mc. For k = 8 and for the doubling
step we obtain a theoretical gain of 6% overWeierstrass curves and Jacobi quartic
curves (a=0)[23]. This theoretical gain increases together with the value of k.
When k = 16 the gain is 8% both for the addition and doubling step over
Weierstrass curves. The improvement is 13% in addition step over Jacobi quartic
curves.

Remark 6. The security and the efficiency of pairing-based systems requires us-
ing pairing-friendly curves. The Jacobi models of elliptic curves studied in this
work are isomorphic to Weierstrass curves. Thus we can obtain pairing friendly
curves of such models using the construction given by Galbraith et al.[14] or by
Freeman et al.[11]. Some examples of pairing friendly curves of Jacobi quartic
form can be found in [23].

5 Conclusion

In this work we have computed the Tate pairing on Jacobi intersection curves
using the geometric interpretation of the group law. Our results show that the
doubling step is efficient but not competitive compared to the results using other
elliptic curves. The addition step may require further improvements. Further-
more we significantly improved the doubling and the addition step in Miller’s
algorithm to compute the Tate pairing on the special Jacobi quartic elliptic curve
Ed : Y 2 = dX4 + Z4. Our result is the best to date among all the curves with a
quartic twist.
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A Appendix: Cost of the Main Multiplication in Miller’s
Algorithm

The main multiplication in Miller’s algorithm is of the form f · h where f and h
are in Fqk . Since Fqk is a Fqk/4-vector space with basis {1, ω, ω2, ω3}, f and h can
be written as : f = f0+f1ω+f2ω

2+f3ω
3 and h = h0+h1ω+h2ω

2+h3ω
3 with

fi and hi in Fqk/4 , i = 0, 1, 2, 3. However in our case h3 = 0, h0 ∈ Fq and k = 2i3j .

Schoolbook Method: A full multiplication f.h costs k2 multiplications in the
base field Fq using schoolbook method. But thanks to the particular form of h0
and h3, each of the multiplications fi ·h0 costs k

4 and each of the multiplications

fi · h1, fi · h2 costs k2

16 , i = 0, 1, 2, 3. Then final cost of the product f · h in the

base field Fq is 8k2

16 + 4k
4 = k2

2 + k. Finally the ratio of the cost in this case by

the cost of the general multiplication is
k2

2 +k

k2 = 1
2 + 1

k .

Karatsuba Method: The computation of f ·h is done by computing the three
products: u = (f0 + f1ω)(h0 + h1ω) which costs 2i−23j +2(3i−25j), v = f2(h2 +
h3ω) which costs 2(3i−25j) and w = (f0+ f2+(f1+ f3)ω)(h0 +h2+(h1+h3)ω)
which costs 3(3i−25j). The final cost is then 7 · 3i−25j + 2i−23j .
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