Chapter 4

Improving Design Feature Reuse in
Analog Circuit Design through
Topological-Symbolic Comparison and
Design Concept Combination

Cristian Ferent and Alex Doboli

Abstract. This chapter presents a novel circuit synthesis flow based on con-
cept comparison, combination, learning, and re-use. The discussion overviews
a technique for systematically comparing two analog circuits. The compari-
son data presents the similar and distinguishing performance characteristics
of two circuits with respect to DC-gain, bandwidth, common-mode rejection
ratio (CMRR), noise, and sensitivity. The comparison data is important for
getting insight about the common and unique benefits of a circuit, selecting
fitting circuit topologies for system design, and circuit topology refinement
and synthesis. The technique matches the topologies and nodal symbolic ex-
pressions of the compared circuits to find nodes with similar electric behavior.
The impact on performance of the unmatched nodes is used to express the
differentiating characteristics of the circuits. Experiments illustrate the com-
parison technique for a pair of analog circuits.

4.1 Introduction

Analog and mixed-signal (AMS) systems and circuits are important com-
ponents in many modern systems integrated or interacting with the physi-
cal world, such as applications in telecommunication, environmental sensing,
healthcare, and smart infrastructures. The time and cost effort to design and
verify AMS systems is expected to grow due to insufficient CAD support
for designing, optimizing, and validating the systems. Recent studies suggest
that the current productivity gap is around 100x, and sometimes as high as
1000x, as compared to what is needed to design next-generation electronic
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systems [14]. Tt has been also observed that validation and verification of
new designs is more difficult because automated tools create solutions that
are less similar in style to what human designers develop. Generating solu-
tions that are more “readable” by human designers is not a main priority for
many current synthesis and optimization tools. Some of the envisioned solu-
tions to address the productivity gap challenges include developing (i) novel
design methodologies and techniques based on higher levels of abstractions,
(ii) design methods utilizing parameterized topologies and modules, (iii) new
synthesis, evaluation/simulation, and layout design algorithms capable of bet-
ter optimization results in shorter time, and (iv) novel techniques to enable
superior design reuse. Design feature reuse in analog circuit design has been
arguably less studied as compared to the other avenues.

CAD tools for design reuse must automatically identify the design intent,
strategies, and improvements that are embedded in previously developed so-
lutions, and then analyze how improvements can tackle a new application’s
performance requirements and/or constraints of the utilized fabrication pro-
cesses. This insight can then be reused to produce novel design solutions.
Design feature reuse is envisioned to be very effective as many industrial
companies and research groups already possess large sets of previous designs,
including IPs. Besides, many modern tools for transistor sizing, layout de-
sign, and circuit topology selection and synthesis use design constraints to
increase the likelihood of creating feasible solutions and/or to improve the
convergence of the algorithms. The insight extracted from the available de-
signs can be also utilized as constraints for existing synthesis tools, or as
templates to guide a manual design process. A central component for getting
the needed insight to enhance design feature reuse is developing a procedure
to systematically compare the topological and performance attributes of ana-
log circuits to understand how similar and different circuit features introduce
new design variables and trade-offs.

This chapter introduces a novel circuit synthesis methodology based on
concept comparison, combination, learning, and re-use. A central compo-
nent of the methodology is a technique to systematically compare two ana-
log circuits. Using a dual topological and symbolic matching scheme, the
comparison method identifies the similar and distinguishing design features
of an analog circuit as compared to another circuit, and how the features
impact the nodal behavior and performance attributes, like DC-gain, band-
width, noise, CMRR, and sensitivity. A set of constraints relate the behav-
ioral descriptions to performance attribute modification. The final step of the
comparison method characterizes how topological and behavioral differences
modify trade-offs in a design, availability of free (orthogonal) variables to set
performance attributes, achievable performance values, and hardness to find
the design parameters. The chapter also overviews some of the current AMS
synthesis methods, and argues for the need of developing novel approaches
that can understand and learn new design features from existing solutions
and designs created during the synthesis process.
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In addition to AMS synthesis, the symbolic comparison technique could
also be useful in various other design activities, like incremental circuit topol-
ogy design, circuit design retargeting for new fabrication processes, circuit
parameter sizing, and topology selection.

The chapter has the following structure. Section 4.2 overviews related
work. Section 4.3 presents the synthesis flow. Section 4.4 details the pro-
posed method for circuit comparison. Section 4.5 offers experimental results.
Conclusions end the chapter.

4.2 Related Work

An overview of analog synthesis tools based on their architecture selection
approach is presented in [18]. Tools are analyzed with respect to four cri-
teria: (i) the abstraction level at which design decisions are made, (ii) the
flexibility to tackle various kinds of circuits, (iii) the coverage of the overall
design space defined by the possible topologies, and (iv) the capability to
optimize the parameters of a circuit topology. Based on the four criteria, the
authors suggest that current synthesis tools can be categorized into four main
classes: (i) tools that select a topology based on designer experience or input
from knowledge-based expert system, (ii) methods that decide the topology
in parallel with parameter sizing based on circuits and sub-circuits stored
in a library, (iii) tools that produce a topology through top-down synthesis
starting from high-level descriptions, and (iv) bottom-up techniques that cre-
ate architectures through systematic rules or stochastic evolution to connect
devices into structures. This section reviews some of the existing synthesis
tools in every category and then explains the need for novel approaches in
circuit synthesis.

Synthesis tools that mimic knowledge-based expert systems utilize a static
library of design rules that can tackle a certain family of circuits. IDAC [5] is
an interactive design tool for a range of circuits, like OTAs, OpAmps, volt-
age and current amplifiers, comparators, and oversampling ADCs. The design
methodology utilizes three types of knowledge, specific to the schematic, gen-
eral circuit theory, and related to the circuit family. For instance, for OTA
design, the first step performs worst-case distortion analysis due to varia-
tions of temperature and bias currents to derive the acceptable, nominal
gain-bandwidth product, gain, slew rate, noise and phase margins. The sec-
ond step sizes the devices based on a pre-specified design plan. Finally, the
third step evaluates the correctness of the design, such as the resulting phase
margin. Another expert-system for analog circuit design, BLADES [9], im-
plements a given set of inference steps in which specification requirements
and design knowledge is used to reason out the circuit topology and device
dimensions. The topology selection algorithm in FASY [26] uses fuzzy rules
based on specification requirements. OPASYN [15] utilizes a decision tree to
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select circuit topologies. A decision tree distinguishes the common topologies
from special circuits based on requirements like area, open-loop gain, power
supply rejection ratio, and fully differential structure.

Template-based analog circuit synthesis can be viewed as an extension
of knowledge-based design methods. They use a set of invariant, circuit-
specific constraints (e.g., design templates) to find performance optimized
AMS topologies, thus perform simultaneously topology selection and param-
eter sizing. Design templates usually describe implicitly an entire family of
solutions, out of which the synthesis method identifies the best solution for
the current specification. OASYS [11] utilizes a hierarchical set of templates,
in which the top level corresponds to a certain type of circuits, like successive
approximation ADC, the next level defines the structure of the circuits out of
building blocks, i.e. comparator, sample-and-hold, D/A converter, the third
level defines the structure of each building block including OpAmps and their
RC networks, and the fourth level presents possible structures of OpAmps.
A different kind of templates has been used to synthesize AXY ADCs [24]
and reconfigurable AY ADCs [28]. In this work, a template is a set of mixed
integer nonlinear programming (MINLP) equations that express the alter-
native structures and parameters of the converters as well as the impact of
circuit nonidealities on performance, e.g., finite gain, bandwidth, and noise.
The MINLP equations of a template are solved to find the ADC structure,
including its order, feedback and feedforward loops, and the coefficients of
the structure.

Top-down synthesis flows transform high-level descriptions of circuits or
systems into implementations optimized for the specification requirements.
The transformation process includes steps for selecting the topology and siz-
ing its parameters in addition to placement and routing the design. Various
high-level descriptions have been explored, including state-space model [1]
and signal-flow graphs [7, 13]. Using VHDL-AMS as a specification language
for AMS synthesis is discussed in [8]. The transformation steps are realized
based on predefined rules [1], exploration [8], or constraint transformation [3].

More recently, stochastic evolution has been proposed to synthesize AMS
circuits and systems. The method in [22] utilizes genetic programming to
evolve CMOS OpAmps utilizing basic devices and building blocks. Current
flow analysis is employed to verify basic electrical requirements of an evolved
topology, such as having current flow through the component lists of a cir-
cuit, operating all transistors in their correct regions, and avoiding floating
and isolated devices. The approach in [17] performs variation-aware struc-
tural synthesis of analog circuits to produce decision trees that indicate the
topologies that implement better a set of requirements. Decision trees par-
tition the performance space such that every internal node describes a per-
formance constraints, like power consumption, area, gain, dynamic range,
etc., and every leaf node is a circuit topology. A path through the decision
tree describes a circuit (leaf) and the set of requirements that are met by
the circuit (the reunion of the leaf node constraints). The synthesis approach
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utilizes hierarchical specified analog building blocks representing one and two
stage OpAmps, various inputs (e.g., single-ended, differential, stacked, folded
cascode, etc.) and loads (i.e. cascode, noncascode, resistor), different current
mirror circuits, and outputs. Structural homotopy avoids early elimination of
attempts to create new topologies by attaching a maximum age for the indi-
viduals of each layer of the evolutionary synthesis algorithm. The technique
proposed in [4] creates topologies bottom-up starting from devices and gradu-
ally creating, based on rules, blocks of more complex functionality. Blocks are
stored for re-use in a library together with information about their neighbors,
which are blocks placed adjacently.

In addition to the criteria enumerated at the start of the section, we con-
sider that circuit synthesis tools can be also distinguished based on their
capability to “understand” and “learn” from the features of previous solu-
tions, such as to use the explored design space to extract new knowledge
on effective design decisions (e.g., to use some structures together and to
size parameters according to specific constraints), to identify design space
regions that have not been explored yet, and to produce design strategies,
i.e. parameter optimization plans, of superior quality, shorter design closure,
and higher transparency with respect to the selected decisions. Higher trans-
parency helps designers understand easier the purpose of the selected design
decisions, thus aids in design validation. Traditional reuse-based methodolo-
gies rely exclusively on static libraries of circuits, design rules and equations,
circuit models, and layout templates [2]. This chapter argues that understand-
ing and learning new design features produced dynamically during synthesis
requires incorporating into synthesis flows the capability to automatically
identify, characterize, and reuse design features created dynamically during
synthesis. [25] indicates that reusing automatically mined constraints on de-
sign parameters significantly improves convergence of synthesis and reduces
synthesis time.

Automatically understanding and learning the useful features in circuits
requires to find the similarities and differences between the electrical behav-
ior and performance of the circuits. Simulating and/or modeling individually
each circuit gives some insight but understanding in detail the links between
topological changes and performance differences requires complicated man-
ual analysis. Previous work suggests that two circuits can be compared using
their performance space descriptions [6, 16, 23]. Performance space descrip-
tions specify the performance trade-offs of a circuit, like DC gain, 3db fre-
quency, and slew rate [23], by abstracting away all design variables. However,
they give little insight into how topological differences in two circuits intro-
duce new design variables that create novel trade-offs and new opportunities
(flexibility) to improve performance. Also, there is no indication about how
design-specific constraints can improve performance, such as certain pole-zero
placements, or constraints on device parameters, like transconductances. This
insight is important for circuit topology selection and design reuse, including
circuit resizing for new requirements, incremental topology changes for novel
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Fig. 4.1 Synthesis flow based on design concept comparison, combination, learn-
ing, and re-using

applications, and design migration to different fabrication processes. The next
section presents a synthesis method based on design feature comparison and
combination.

4.3 Circuit Synthesis Based on Concept Comparison
and Combination

This section presents a novel circuit synthesis flow based on design concept
comparison, learning, combining, and re-using. The main premise of the syn-
thesis flow is that solving a circuit design problem requires to identify a
set of design steps, so that every step is justified by the fact that it im-
proves performance (i.e. at least one performance attribute) or relaxes design
constraints (e.g., at least one constraint). Every synthesis step attempts to
address the performance bottlenecks of a circuit topology by changing the re-
lations between the design variables of the bottlenecks. Relations are changed
by (i) searching for previous designs with related bottlenecks and then com-
bining their features with the current solution, or by (ii) exploring orthogonal
ways of relating the variables of the bottlenecks through new ways of inter-
connecting circuit nodes. Circuit comparison is a main step of this synthesis
flow as it identifies the commonalities and differences among circuit features
and their importance.

The proposed synthesis flow is shown in Figure 4.1. The concept structure
used in design is constructed based on a set of existing circuits, e.g., circuit;
to circuity in the figure. The circuits are compared pairwise with regard
to their topology, electrical behavior, and performance. Section 4.4 details
the comparison procedure. The information about the similar and dissimilar
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features of the circuits is used to construct a concept structure in which leaf
nodes represent circuit designs, and intermediate nodes express the common
design features of the children. Hence, the children of an arbitrary node n
describe a sampling of the conceptual space represented by node n. Similar
to [10], a classification method based on entropy can be used to create the
concept structure that maximizes the amount of common design features of
the intermediate nodes and minimizes the number of common features across
different intermediate nodes. This concept structure optimizes the partition-
ing of the different circuit features depending on their impact on performance.
Note that the lower level concepts of the structure represent more complex
and detailed solutions while the higher level concepts correspond to more
abstract (conceptual) designs.

The synthesis flow starts by selecting a concept of the design structure,
such that its performance attributes are closest to the problem description
and its bottlenecks do not conflict with the description. This design is likely
to be efficiently refined and modified to accommodate the requirements of
the specification. Next, the iterations of the synthesis flow attempt to min-
imize the miss-matching between the design performance and the specifica-
tion requirements by conducting the following steps. First, it analyzes the
nature of the performance bottlenecks of the current solution and then finds
bottom-up in the design structure the first parent node that does not have
the bottlenecks. The parent node is found by comparing the current node
with the nodes placed bottom-up in the structure. Then, a child without the
features that cause the bottleneck is used to further synthesize the solution.
Alternatively, the method attempts to remove the current bottlenecks by
adding (combining) features that are present in other designs (of the concept
structure) that do not have the bottlenecks. The new features are structural
connections between the circuit nodes that create the current bottlenecks.
This changes the relations among the nodal currents and voltages. The pro-
duced performance modifications are evaluated by comparing the modified
and original circuits. The third option is to exhaustively create new ways of
relating the nodal variables of the bottlenecks, so the bottleneck is changed
and a better matching to the problem description is possible. The perfor-
mance improvement of the explored structures is characterized by comparing
the original and the modified circuits. Any new solutions created during the
steps of concept combination or new feature generation are added to the
concept structure.

A case study example for designing differential MOS transconductor cells
based on the concept structure is detailed in [31]. The problem requirements
are to improve linearity and input range. The simplified concept structure is
shown in Figure 4.2. The top level concept, common to all circuits, guaran-
tees that the transconductor functionality is implemented, I, = f(V;), where
I, and V; are the differential output current and input voltage, respectively.
Child concepts add details to the structure. One alternative is to use the
same source voltage for both input MOS devices (Vs; = Vs2) and a direct
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Fig. 4.2 Simplified
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implementation is the simple differential pair transconductor. If linearity
and/or input range of this solution are insufficient for the given specifica-
tion, another child concept of the parent node can be selected for synthesis.
This alternative concept maintains the same source voltage, but adds an in-
put dependence to the tail biasing current, I's = I + f(V;). This improves
linearity and a specific implementation is the adaptive bias transconductor.
Another option is to explore the concept utilizing different source voltages
for the input transistors (Vg1 <> Vsa). One possible child of this concept
correlates the difference in source voltages to I, and can be specifically im-
plemented through either resistive or active source degeneration topologies. If
none of the designs represented in the concept structure offer adequate per-
formance, concept combination can be attempted to relax constraints. For
example, combining the features of the adaptive bias and source degenera-
tion transconductors can produce a highly linear design [32].

The concept structure of the flow is the main data structure used to learn,
combine, and re-use design features. It is produced based on comparing struc-
tural, behavioral, and performance attributes of circuits, as presented in the
next section.

4.4 Systematic Comparison of Analog Circuits

Comparing the nodal behavior and performance of two analog circuits com-
prises of two activities: (i) relating the electrical behavior of the circuit nodes
and sub-circuits in the two circuits, and (ii) understanding how commonalities
and differences in the nodal behavior impact performance. The two activi-
ties require a dual topological-symbolic matching to find nodes connected in
similar structures and with similar electrical behavior. Topological matching
alone is insufficient as it only identifies the circuit nodes with similar connec-
tivity (to other devices) and the node groups (clusters) with same structure,
but does not perform any analysis of the electrical behavior. It is known that
similar topological structures can produce different signal flows depending on
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biasing, output sensing, and connectivity with other structures. The litera-
ture presents several topological matching approaches, including clan-based
matching [12] and string-based matching [21].

Two circuit nodes (in different circuits) have similar electrical behavior, if
there are conditions under which the transfer function (TFs) between the
nodes and inputs can be matched, such that the two TFs represent the
same mathematical expressions. Examples of such conditions include require-
ments that certain device parameters are equal (matching), some device val-
ues are much larger (smaller) than others, certain device parameters can
be neglected, and so on. Characterizing the performance differences of two
circuits must capture how topological and behavioral changes modify perfor-
mance attributes with respect to the following key aspects of a design: (i) new
trade-offs, (ii) availability of free (orthogonal) variables to control specific per-
formance attributes, (iii) achievable performance values, and (iv) hardness to
find the parameter values that set a desired performance value.

The circuit comparison procedure performs the following four steps to
quantify the above key aspects. The first step, topological matching, relates
the structural features of the two circuits, e.g., it identifies maximal sets
of nodes with similar poles and connectivity to other nodes. The second
step, symbolic matching, matches the electrical behavior of the circuit nodes
using the topologically matched nodes as a reference. It computes transfer
functions Heomm and Hg;r¢ expressing the similarities and differences in the
electrical behavior of the circuit nodes. Constraint generation, the third step,
creates constraints defining how functions Hcomm and Hg;py impact per-
formance, such as the resulting ADC gain, Abandwidth, Anoise, ACMRR,
and Asensitivity. Finally, the performance characterization step describes the
capability of a design to meet the generated constraints, and thus achieve cer-
tain performance and trade-off values. The four steps are detailed next.

4.4.1 Topological Matching

We define that two nodes are topologically matched if they have the same
number and kind of devices connected to the nodes. Two clusters of connected
nodes (pertaining to two circuits) are topologically matched if all nodes in
the clusters are also topologically matched.

Topological matching finds the maximal node clusters with similar struc-
ture. Given two circuits C; and Cs, the topological matching algorithm starts
by identifying for every node ¢ in circuit C; the list of nodes in Cy that are
candidates to be topologically matched with node i. Then, it exhaustively
considers for every node in (' every matching candidate in C'; while maxi-
mizing the size of the matched clusters that are found using the candidate.

Figure 4.3(a) shows the superimposed schematics of a compensated two-
stage amplifier and a class AB two-stage amplifier [19]. The two topologies
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Fig. 4.3 Schematic and macromodel for simple OpAmp and class AB two-stage
OpAmp [19]

have all nodes matched with the exception of nodes V3, and V. The matched
clusters of the two circuits include all nodes but these two nodes.

4.4.2 Symbolic Matching

Given two circuits, symbolic matching finds the nodes with similar electrical
behavior, including any constraints on the device parameters that make the
behavior similar. The proposed method identifies the similarities and differ-
ences in the behavior of two nodes by computing the following TFs: (i) Heomm
defines the common symbolic parts of the TFs of the compared nodal voltage,
and (ii) Hg;sy expresses the distinguishing symbolic terms of the two TFs.
Figure 4.4(a) illustrates the TFs of the two structures shown as signal-flow
graphs. The topologically matched nodes are highlighted.

The electrical behavior is described in the proposed method through
macromodels, which are built using the technique in [29]. The uncoupled
models are structural and represent all circuit nodes. Based on the nodal for-
mulation, frequency domain behavior is expressed at the circuit nodes using
parameters of connected devices. The voltage at each node V; is characterized
by a pole expression (R; and C;) and the couplings from other nodal volt-
ages in the circuit in the form of voltage-controlled current sources (VCCS).
For MOS transistors, a decoupled model is used, obtained from an error free
transformation of the hybrid-7 representation. Considered device parameters
include terminal transconductances (gmg, gmd, and gms) and capacitances
(Cyd, Cys, Cgp, Cap, and Cyp). For example, the drain terminal voltage Vp in
the decoupled MOS model is determined by pole components Rp = 1/g,,q in
parallel with Cp = Cyq+ Cqgp and the parallel coupling (VCCS) from the gate
(sCya — gmg) Ve and source g,sVs terminals. Similar forms are expressed for
the gate and source voltages in the decoupled MOS model [29].

Figure 4.3(b) presents the superimposed macromodels of the two ampli-
fiers. The encircled nodes and edges correspond to the unmatched nodes. All
circuit nodes V; are represented in the model. Coupling between nodes can
be direct (expressions F(i,7)), or equivalent, after removing feedback con-
nections (expressions E(k,j)). The voltage at any node V; is expressed as
follows:
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Vi = 1+5RC (ZF”V+ZEM>;M#J. (4.1)

Terms R; and Cj are the resistive and capacitive components of the pole at
node j, and depend on the transconductances and capacitances of the devices
connected at node j. For example, for V; in Figure 4.3, Ry = 1/(gms1+gms2+
gmas) and C1 = Cys1 + Csp1 + Cys2 + Copz + Cyas + Caps.

Direct coupling has the general form:

F(i,5) = $Cpm £ G (4.2)

C,, and G, are the junction capacitances and terminal transconductances
of the MOS devices connected to nodes ¢ and j. For example, at node V; in
Figure 4.3, F(—,1) = sCys1 + Gmg1-

The equivalent coupling results by decoupling and eliminating all feedback
relations from the initial coupled model and replacing them with equivalent
edges:

Ek,j) = (sCm £ Gm) X Vi ¢q- (4.3)

k denotes the circuit node where the (eliminated) feedback originated and j is
the influenced node. C},, and G,, are the junction capacitances and terminal
transconductances of the devices connected to nodes k and j. Vi ¢4 is the
equivalent voltage of node k after removing the feedback to node j.

The decoupling sequence is performed following the input-output signal
path to order the nodes of the coupled model and identify which Vj ¢4
needs to be solved first. Each equivalent voltage is then expressed in the
general s-polynomial form, in terms of the circuit inputs. The symbolic ex-
pression is explored from lower to higher order with controllable accuracy.
The algorithm exploits the pattern of each coefficient of s* in the expression,
ar = S (1" Co TTV % Gin), where N is the total number of nodes. An op-
timization method identifies the combination of model parameters for each
coefficient aj such that the cumulative error between the original coupled
and current uncoupled models is minimized across the frequency range and
different operating points [29].

The symbolic matching step analyzes separately each set of topologically
matched clusters, so that the effect of the unmatched nodes is kept locally
to the cluster. It computes for every topologically matched pair of nodes in
the clusters the TEFs H omm of the common part, and Hi q;75 and Hy g;55 of
the unmatched nodes in each of the two circuits. TFs Heomm and Hg;rr are
using the following expression:

t Ft
H= Z Hl_[(1+sR )C ) |- (44>

]
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Fig. 4.4 (a) Symbolic matching and (b) constraint generation

p are the signal paths of a structure (including matched and unmatched
nodes), j represents all nodes of a path with pole components R; and Cj,
and F; are the edge labels in the signal flow graphs of the macromodel.
Ezample: The following TF's exist for the two structures in Figure 4.4(a).
TF H.pmm = g}f},j + 1511; , where P; are the symbolic expressions of the

pole in node 4. F; ; is the symbolic expression defining the connection between
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4.4.3 Constraint Generation

The impact on performance attribute P; (e.g., DC gain, bandwidth, noise,
CMRR, and sensitivity) due to topological and TF differences are esti-
mated using Heomm and Hg;¢s for every matched cluster of the circuits.
Each TF generates a set of constraints that must be met to satisfy perfor-
mance P;. Figure 4.4(b) shows the constraint sets corresponding to the TFs in
Figure 4.4(a).

1. DC gain. Series connection of TFs Heomm and Hg;rr produces a DC
gain of DCgaing,,,,, X DCgaing,,,,. Parallel connection creates a DC gain
of DCgaing,,,,, + DCgaing,,,,.

2. Bandwidth. The relation between the TFs Hcomym and Hgirp and band-
width can be estimated based on Loop-Gain-Poles product (LP) [27]:

Wiz & (|1 = DC gain| [ [ pi) (4.5)

i=1

Wmag 18 the estimated maximum bandwidth, and n is the number of dominant
poles p;. The set of considered dominant poles (usually n < 2) is selected
from the total number of poles, given by the number of circuit nodes in the
matched cluster. Then the bandwidth corresponding to TF H pmm has the
following upper bound:
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m
i 1
wee™ % (|1 = DC gaing,,,,.| [T pe)™ (4.6)
k=1

where pi are the m dominant poles of the common TF.

The difference TF, Hg;rp, modifies the bandwidth expression wp,q, de-
pending on how Hcomm and Hg;rr are connected with each other, e.g., series
or parallel.

For series connection, the bandwidth corresponding to TF Heomm X Hairs
is equal to the following value:

m—+n
HeommHai . X 1
Wmaa'™ " ~ (|1 = DC gaing.,,. DC Gaing,, | H i) mn (4.7)
k=1

where TF Hg;r¢ has n dominant poles that are not among the m dominant
poles of TF Hcopmm. The change in bandwidth due to TF Hg;rr is equal to
the expression:

~

(4.8)

~

Heomm Hai . 1

Wmaz I (DC gaing,,,, [1,pi)™ } m(m+n)

H , ‘
wWmaz"" (DC gaing,,,,,. [1,,pi)"

For m = n, a sufficient condition for increasing the resulting bandwidth is if

the DC gain of Hg;zy is higher than that of Hcomm and the distance of the

dominant poles to the origin is higher for TF Hg; ¢y than for TF Heomm.
For parallel connection, the bandwidth change due to Heomm + Haifp can

be estimated when assuming that each TF is expressed as H; = %’ ;J , where

z; are zeros and p; are poles. The two bandwidths can then be related as in
the next expression:

) DCgainm,, m(riJrn)
wgfzoxmm—"_Hdlff - [(1 + chainHC‘Z;fz'rfn ) Hn pi)}m (4 9)
Wine™ (DC gaing,,p,, [1,, pi)" '

Expressions (4.8) and (4.9) are used repeatedly for generalized products and
sums of TFs.
Similar constraints are formulated for CMRR and noise.

4-4.4 Performance Characterization

Let R;(H,p1,p2,...,px) be the constraint introduced on performance at-
tribute ¢ through TF H with parameters p;. The difficulty in meeting con-
225 .
Tii opson;
A

an estimation of the minimum rate of convergence when optimizing constraint

straint R; can be approximated by the value Rate(i, H) = max |
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PROCEDURE (Set of constraints) IS

(1) FOR every equation ej DO

(2) FOR every variable xi DO

(3) compute sensitivity of ej with respect to variable xi;
(4) FOR every equation ej DO

(5) find sets FVj of free variables and TVj of trade-off variables;
(6) bind variables in sets TVj and FVj;

(7) FOR every equation ej DO

(8) Fl = Fl + cardinality of set FVj;

(9) FOR every variable xi in FVj DO

(10) Diffj = Diffj * Ratei;

(11) Diff = Diff + Diffj;

END PROCEDURE;

Fig. 4.5 Procedure to estimate the flexibility and convergence of a design

Ri:(H,p1,p2, ..., pr) over the domains of parameters p;. If circuit C; is defined
by transfer functions Heomm and H; g;¢f then the difficulty in optimizing a
set of performance attributes m is approximated as ), Rate(m, Heomm) +
> Rate(m, Hy aify).

The flexibility in meeting a set of constraints depends on the maximum
number of free variables that intervene in the constraints. The difficulty in
meeting the constraints can be estimated depending on the value Rate. Fig-
ure 4.5 presents the algorithm for estimating the flexibility and difficulty of
optimizing a design. First, the algorithm computes for every equation e; the
sets F'V; and T'Vj of free and trade-off variables. A variable z; is free, if it has
the same kind of sensitivity for all equations, e.g., only positive or only neg-
ative. A variable x; is a trade-off variable if it has both positive and negative
sensitivities. Some trade-off variables are removed from sets 7'V} by binding
free variables in sets F'V}, such that they cancel out the effect of the trade-
off variables. The number of remaining free variables describes the available
flexibility in deciding the performance values described through constraints.
The product of the variable rates indicates the difficulty of a gradient-based
optimization algorithm to find the solution.

4.5 Experiments

This section presents the symbolic comparison of two circuits to understand
the design trade-offs and performance changes introduced by the dissimilar
topological features of the circuits.

Figure 4.6 shows two low-voltage amplifier circuits, named AM P; and
AMP,. The first design is a two-stage class-AB topology [19]. The second
circuit is a three-stage amplifier with positive feedback compensation [20].

First, topological matching found the similar and distinct nodes of the two
circuits with respect to their structure and electrical behavior. Figure 4.7 il-
lustrates the nodes and couplings of the two amplifiers. Nodes Vi1, Vin—
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(signal inputs), V1, and V, (output) have identical symbolic pole expressions
in both designs. Similarly, the couplings between nodes, Fe¢; (i = 1,9), are
the same in both circuits. Nodes V3 and V7 are only partially-matched due
to small differences in their symbolic pole expressions. Enforcing that nodes
V3 have comparable pole components in both circuits results in the follow-
ing two constraints: gmgslampr, = gmsslamp, and (Cyss + Copz)|lamp, =
(Cyss + Csps)|amp,, when device My parameters are matched between the
two circuits, and transistors M3 and My are functionally matched in AM Py
(current mirror). The constraints imply that device parameters of M3 in cir-
cuit AM Py are paired with those of device Mg in circuit AM Ps.

Similar matching constraints exist for the pole at node V7: (gmar +
Imgr)|avp, = (Gmdiz + gmais)|amp, and (Capr + Cysr + Copr)|amp, =
(Cgar2 + Capi2 + Cyar3 + Cap13)|amp,, when devices M7 and capacitances
Cy = (2 are matched between the two designs. The two constraints link
the parameters of device Mr in AM P; to the combined parameters of two
devices, M15 and M3, in AM P». The second circuit has a greater flexibility
in meeting the matching of the above conditions.

In Figure 4.7, the input and output blocks of circuits AM P; and AM P,
are matched and express similar electrical behavior. The distinguishing sub-
structures are at nodes Vo, Vy, V5, and Vs with couplings between the nodes
given by symbolic expressions Fd;, j = 1,5. For example, the additional
nodes Vy and Vi in AM P, impose different model graph edges: F'd; and F'ds
for the input block, and F'd4 and F'ds for the output block. The extra block
in circuit AM P, has no equivalent in AM P;.

Finally, the set of symbolic transfer functions for each circuit block are
generated: (i) Heomm defines the common symbolic parts of the blocks in
both circuits, and (ii) Hy; sy expressing the distinguishing symbolic terms for
the blocks in each circuit.

The transfer functions of the input blocks of circuits AM P, and AM P,
respectively, to node V5, are as follows:

MR _ [
Vb1 }FﬁMS

Fig. 4.6 Two low-voltage differential amplifiers: (a) class-AB 2-stage AM Py [19]
and (b) positive feedback compensation 3-stage AM P [20]
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Fig. 4.7 Model graphs
and sub-blocks for cir-
cuits AM P, and AMP,

3 : 3 V3 g
g
= = g
& *\ © R [FOF

"""" Vine  Vin-  Vin+  Vin-

AMP, AMP,

AMP; : Hy = I‘Icomm1 X Hdiffl + Hcomm2 X Hdiff27 (4.10)
AMP; : Hy = I’Icomm1 X Hdiff3 + Hcomm2 X Hdiff47 (4.11)

where Heomm, and Heomm, are the common signal paths in both designs and
Hgyirs, (i =1,4) define the differences of the two input blocks:

Rs Ry Fd,
Hyisr, = JHairr, = , 4.12
diffr 14+ sRsCy diff 1+ sRyCy ( )
Ry RoR,FdiFds
Hyisr. = JHyirs, = . 4.13
GITs T 4 sRyCy I T (1 4 sRyCo) (1 + sR4CY) (4.13)

Expressions (4.10)-(4.13) indicate that the input blocks of circuits AM Py
and AM P, differ because of the poles at nodes V5 and Vj, and the coupling
between nodes V3 — V5 and V3 — Vi — V5.

The extra block of design AM P> has no equivalent in circuit AMP; (see
Figure 4.7). Its transfer function to circuit node Vs is defined only by un-
matched components:

RsFds

. 4.14
1+ SR5C5 ( )

Hs = Hyfy, =

The matching illustrated in Figure 4.7 shows that the output block of AM Py
is composed of only matched nodes. Only AM P, exhibits differences in this
circuit block with a transfer function to node V, defined as follows:

Ho = Hcommg + Hcomm4 X Hdiff6’ (415)
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where Hcomm, , Tepresent the common structures (also present in AMPy).
Hg;pp, is defined by the unmatched pole and edges related to node Vg,
Haipge = 8T 000
6“6

For constraint extraction, the terms of the common (Hpmm) and differ-
ent (Hg;rs) transfer functions are instantiated with their respective macro-
model symbolic expressions based on device parameters. Considering the
corresponding matched parameters constant, constraints are expressed such
that unmatched parameters of Hg;ry can be used to improve performance.

For example, in the output block of AM P», the node coupling terms of
Hyifys, from equation (4.15) are expressed as Fdy = sCyq15—gmg1s and Fds =
5C4d13 — gmg13- The pole components for node Vg are Rg = gmd10+gmd14+gmg14
and Cs = Cyq15 + Cap1s + Capra + Cys14 + Cgpra + Cgs13 + Cyarz + Cgp13.

The DC-gain of each circuit sub-structure is characterized by transfer func-
tions Heomm, (0) and Hy; g, (0). For analysis, considering Heomm, (0) constant,
the constraints on Hyg;ry, (0)’s design variables are identified, such that the
overall gain is improved. For the output block of AM P», the constraint on
different parameters is given by the following expression:

K1+ Ko Img15 . (4.16)
Imd1s + gmdia + Gmgia
— 9mg6 _ Img79mgl3
Constants Ky = Imd6+Imadr and Ky = (9mde+9mdr)(gmdi2+3gmdis) correspond

to the parameters of common transfers Heomm, , from equation (4.15). Note
that we also consider constant parameters for M3 in the expression of F'ds

as it contains device parameters topologically matched for the pole at V7.
The gain-poles product (GPP) is used to estimate bandwidth [27] in
each circuit block by selecting at most two dominant poles. Any remain-
ing poles of the block are considered non-dominant and their constraints
are expressed. For the output block of AM P,, the only valid dominant pole
set is P, and P, introducing two constraints on distinguishing parameters,
! N and K3+ Cyqis + Capis + Capra +Cysia + Cypia . Then

9md15+9mdi14+9mg1a ]
the gain-pole product increases when:

9Imgl5s
. 4.17
4gmd15 + gmdia + Gmgla 4 ( )

The constants for this case are expressed as K3 = Cys13 + Cgq13 + Cgp13 and
K Img79mgl3

4= gmd12+gmd13

Noise is modeled for each circuit block of the two circuits using the method

n [29]. Considering the common path noise fixed, constraints are extracted
such that the noise contribution of the differences is diminished. The relevant

. 9mgls
constraints for the output block of AM P, are gmd15+gm314+gmg14 N\ and K3+

Cyars + Capis + Capra + Cys1a + Cgpia /5 OF Gmis = Gmid-

With respect to CMRR, both circuits include only matched design pa-
rameters. The relation between the parameters of devices M5, My, and My
controls this performance. The differences impact DC-gain and CM-gain in
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the same way. This implies that similar CM performance can be expected in
AM Py and AM P, when common signal path variables are precisely matched.

Constraints are extracted in the same manner for all circuit blocks [30].
Table 4.1 summarizes the required trends (except equality relations) for the
distinguishing design variables of circuit AM P, across the entire amplifier,
including input, extra, and output blocks. The trends were determined using
the extracted constraints. For example, increasing the output block’s DC-
gain in AM P, by satistying constraint (4.16) can only be performed by de-
teriorating noise performance. Parameters of device Mjy have two variations
for dominant poles and bandwidth, with respect to each feasible set. Design
variables gmg15 and gpq15 are bound by conflicting trade-offs. However, both
parameters are determined by device M;s, as is the case of Cyq15 + Capis,
and the common dependence of both transconductance and capacitance on
W5 correlates these parameters.

Table 4.1 Desired variable trends with respect to performance in circuit AM P,

Variables Gain CM Noise Pole GPP
gmd1o \1 - / /‘7\1 \H_
Cya1o + Capio - - / o/ -\
gmgls / - ¢ - /!
gmdi15s \x - / /‘ /
Cya1s + Cap1s - - N N -
Cys1s + Cyars + Cgp1s - - v N -
Jmdia + gmgia N - / e e
Capra + Cgs14 + Cgpra - - N N -
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The procedure further investigates these parameter correlations and per-
formance trade-offs by evaluating the model of each individual circuit block.
We vary the widths of devices identified by parameters in Table 4.1 across a
predefined range and characterize the normalized performance trends. Com-
mon parameters and branch bias currents through matched devices are con-
sidered constant. This allows us to estimate the performance sensitivities to
distinguishing circuit parameters and provides insight about the most appro-
priate relative sizing strategy that can improve performance.

For the input block of circuit AM P, design parameters related to de-
vice Mg, i.e. gmaro and Cyg10 + Capio, influence the resistive (R4) and
capacitive (Cy) components of the pole at node Vj. Figure 4.8 shows the
correlations between Wiy and gain, pole frequency (fp4), unity-gain fre-
quency (fo), and total block output noise (P,,). The normalized performances
are presented for two scenarios: when the common path parameters are
(i) large or (ii) small with respect to those of Mjg. For either case, Py is
the first dominant pole. We observe that parameters of device Mig have
virtually no impact on the circuit block’s gain. This is due to the constant
branch current imposed by the matched devices. The total noise exhibits the
same sensitivity to Mo parameters regardless of the constant parameter val-
ues and is minimized for relatively small transistor widths. The variation of
50% across the investigated range suggests that when the common parame-
ters are matched between the two designs, M1(’s width should be kept low.
This would be required to attempt comparable noise performance in both
AM Py and AM P,. For pole and unity-gain frequency, Wig is again best kept
low especially in the case of small common parameters. There is a deterio-
ration in first dominant pole frequency (equivalent to the -3dB point) of up
to ~ 70% from the maximum. Impact on unity-gain frequency is reduced,
but can still decrease with up to = 35% as the size increases. The opposing
trends between total noise and pole frequencies suggests that g.,,10 is a domi-
nant parameter for noise. Cyq10 + Cap1o best controls bandwidth performance
and has limited impact on total noise. In terms of sensitivity, all impacted
performances provide a more pronounced variation within the first third of
the width range. As Wiy is further increased, the impact on performance is
reduced.

Considering the output block of circuit AM P;, Figure 4.9 depicts the nor-
malized performance plots based on the width of device M5 when My, is
kept constant. The analyzed parameters are gpq15 and Cyqis + Capis con-
trolling the non-dominant pole at node Vi (Ps) and sCyq15 — gmg15 defining
the coupling between nodes V5 and Vi. Gain follows the same increasing
trend for both common parameters cases, showing that the impact of W5
on this performance is dominant. Furthermore, the increase in gain across
the entire analyzed range suggests that g, 415 is the dominant parameter and
compensates for the smaller increase in ¢,,q415. Unity-gain frequency also fol-
lows similar trends in either case. While fj is dominated by the common path
attributes, it can still be increased by up to 20% for the maximum analyzed
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Fig. 4.9 Output block
performance trade-

offs for comparing cir-
cuits AM P, and AM P,
with respect to W15 when
W4 is constant

Fig. 4.10 Output block
performance trade-

offs for comparing cir-
cuits AM P, and AM Py
with respect to Wis and
W4 with opposing varia-
tion
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value of Wis. Factoring in the total noise for the output block of AM Ps,
the scenario of large common parameters becomes favorable. This allows for
increasing gain and fy, while reducing noise. An optimal point is reached
when Wis is maximum. For small common parameters, this advantage is lost
after the first tenth of the analyzed range, when gain is &~ 70% less than the
maximum. In addition, beyond this point, noise exhibits a more pronounced
variation and deteriorates faster than gain increases.

An interesting situation occurs when Wiy is also varied, but in opposition
to Wis, illustrated in Figure 4.10. The added parameters of device My, are
Imd1a + gmg1a and Cgap1a + Cys14 + Cgp14 influencing the pole at node Vi (Fs).
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As in the previous scenario, a limited variation in unity gain is observed,
which increases as W15 increases and W4 decreases. Similarly, gain increases
across the range. However, the impact is now more pronounced in the last
third of the interval, when Wjs is significantly larger than Wi4. For noise
performance, it is now possible to minimize the impact for both large and
small common path parameters. However, this minimum is no longer achieved
when the gain and fy are maximized. This suggests that in this scenario gain
is sacrificed in the output block of AM Ps in order to reduce the noise impact
of distinguishing features. Closer inspection shows that the achievable noise
minimum is still better for the case of large common parameters.

Overall, the analysis of AM P, suggests that compared to the structures
of AM P; this topology can exploit the distinguishing attributes through dif-
ferent sizing schemes and offer performance improvements.

4.6 Conclusion

This chapter presents a novel circuit synthesis flow based on concept com-
parison, combination, learning, and re-use. A technique for systematically
producing comparison data between two analog circuits is introduced. The
comparison data refers to DC-gain, bandwidth, noise, CMRR, and sensitiv-
ity. The nodes with similar electric behavior in the two circuits are found
through a dual matching approach of circuit topologies and symbolic ex-
pressions. Dissimilarities are also identified in the process. Next, the method
computes the constraints that relate the electrical behavior to changes of the
performance attributes. Using the constraints, the final step produces the
comparison data, which includes modification of design trade-offs, availabil-
ity of free design variables, achievable performance values, and hardness to
find optimized design parameters.
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