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Foreword

This book introduces contributions to the topic of systematic design of analog, RF
and mixed signal circuits. In my view, the material represents a significant step to-
wards advancing the state-of-the-art in the field of robust analog and mixed signal
design automation. Although The topic has been researched for many years primar-
ily for pure analog circuits, it is quite evident that extending the research effort to
include mixed signal and RFIC design is very timely and relevant in light of the ever
increasing complexity of complete Systems-on-Chip (SoCs) which include analog,
RF and mixed signal on the same die with Ultra large scale digital. Such SoCs are
also widely recognized as the “More-than-Moore” scaling extending the end of the
silicon roadmap for many years to come. The field of systematic circuit design has
long been a mature science area for many years for digital circuits but has repre-
sented a formidable challenge to analog circuits. However, the analysis and synthe-
sis techniques and flows presented in this book provide practical solutions to meet
the challenge. Not only does the material address some of the traditional bottlenecks
of analog and RF design automation such as device sizing and layout generation,
but also incorporates tools and methodologies to deal with worst case corners and
random process variations. This will indeed result in automated and robust design
solutions that lend themselves naturally to implementations in deep nanometer pro-
cess nodes and with enhanced yields. Automation of these More-than-Moore SoCs
will also help with meeting narrow market windows and with reducing development
costs of complex nano-scale chip sets.

The material is organized in two parts and presented in 16 chapters. It strikes a
good balance between theory and practice and includes case studies or design exam-
ples to reinforce understanding of basic concepts. The book is highly recommended
for mixed signal, RF and SoC design engineers and practitioners in the semiconduc-
tor industry as well as researchers and graduate students in electrical and computer
engineering with a major in circuit design and design automation.

November 2012 Mohammed Ismail

Mohammed Ismail
Ohio State University, Columbus, USA
Currently with Khalifa University of Science, Technology and Reserach (KUSTAR), UAE



Preface

Advances in electronics technologies have led to a kind of a ‘boom’ in a very wide
range of fields, such as, informatics, bioengineering, communications, electronic
gadgets, to name a few.

Despites the fact that in the digital domain, designers can take full benefits of
IPs and design automation tools to synthesize and design very complex systems,
the analog designers’ task is still considered as a ‘handcraft’, cumbersome and very
time consuming process. This is mainly due to the lack of support by computer-
aided design programs, which has led to a so-called ‘productivity gap’ (difference
between what technology can offer and what can be manufactured). Thus, tremen-
dous efforts are being deployed by researchers, R/D engineers, etc. to develop new
design methodologies in the analog/RF and mixed-signal domains.

Actually, the analog/RF and mixed signal fields rely on three major areas, namely
Synthesis, Design and Optimization. These domains form a trilogy in this realm of
analog/RF and mixed-signal circuit and system design. Endeavors are being made to
develop new synthesis techniques (building novel active circuits, for instance), de-
sign methodologies (proposing new circuits) and sizing/optimization techniques (of-
fering more complex functionalities with advanced performances, higher frequency
operating ranges, less power consumption, etc.).

On this basis, this book collects in sixteen Chapters, recent theories, synthesis
techniques and design methodologies, as well as new sizing approaches. It high-
lights their application to the design of high performance analog/RF and mixed-
signal circuits and systems. This book is intended to researchers and R/D engineers,
as well. The book encompasses two parts: Methodologies and Techniques.

The first part, Methodologies, is composed of seven Chapters, very briefly intro-
duced in the following:

Chapter 1, entitled ‘Towards Automatic Structural Analysis of Mixed-Signal
Circuits’, is proposed by M. Eick and H. Graeb. It presents a new method for
the automatic structural and functional analysis of analog, digital and mixed-signal
circuits.

Chapter 2, ‘Efficient Synthesis Methods for mm-wave Frequency Passive Com-
ponents and Amplifiers’, authored by B. Liu and G. Gielen, deals with an efficient
high-frequency synthesis methods for integrated passive components as well as for
the synthesis of mm-wave-frequency linear amplifiers, using the memetic machine
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learning-based differential evolution method and the efficient machine learning-
based differential evolution method, respectively.

Chapter 3, entitled ‘Self-Healing Circuits Using Statistical Element Selection’
and proposed by V. H.-C. Chen, G. Keskin, and L. T. Pileggi, analyzes the statistical
element selection methodology for the implementation of low-power self-healing
circuits and systems.

Chapter 4, ‘Improving Design Feature Reuse in Analog Circuit Design through
Topological-Symbolic Comparison and Entropy-based Classification’, authored by
C. Ferent and A. Doboli introduces a novel circuit synthesis methodology based on
concept comparison, combination, learning, and re-use.

Chapter 5 that is entitled ‘Graph-based symbolic and symbolic sensitivity analy-
sis of analog integrated circuits’ and proposed by S. Rodriguez-Chavez, A.A. Palma-
Rodriguez, E. Tlelo-Cuautle, and S.X.-D. Tan, describes a graph-based technique for
the solution of a system of equations for analog ICs formulated by applying sym-
bolic NA and for symbolic sensitivity analysis.

Chapter 6 titled ‘A Designer Centric Analog Synthesis Flow’, which is authored
by F. Javid, S. Youssef, R. Iskander, and M.-M. Louërat, presents a designer centric
analog synthesis flow that is fully controlled by the designer and offers an intuitive
design approach that is composed of a sizing tool and a layout generation tool.

Chapter 7; ‘Analog Circuit Design based on Robust POFs using an Enhanced
MOEA with SVM Models’ by N. Lourenço, R. Martins, M. Barros, and N. Horta
highlights a multi-objective design methodology for automatic analog integrated
circuits synthesis, which enhances the robustness of the solution by varying techno-
logical and environmental parameters, and by the inclusion of corner cases.

The second part of the book, Techniques, encompasses the nine following
Chapters:

Chapter 8; ‘Applications of symbolic analysis in the design of analog circuits’
by F. Grasso, A. Luchetta, and M. C. Piccirilli, describes the use of symbolic tech-
niques in the realization of efficient automatic tools for designing analog circuits.
In particular three phases of the design cycle of an integrated circuit are considered:
the simulation phase, the design centering phase and the fault diagnosis phase.

Chapter 9, titled ‘Synthesis of Electronically-Controllable Signal Process-
ing/Signal Generation Circuits using Modern Active Building Blocks’, is authored
by R. Senani, D. R. Bhaskar, A. K. Singh, and V. K. Singh focuses on the synthesis
of various electronically-controllable signal processing/signal generation circuits.
The coverage includes the basics and hardware implementation of various build-
ing blocks mentioned above and includes some elegant representative applications
using them.

Chapter 10, entitled ‘Synthesis of Generalized Impedance Converter and
Inverter Circuits Using NAM Expansion’ by A. M Soliman proposes the use of
the nodal admittance matrix expansion technique to generate all possible voltage
generalized impedance converter and the current generalized impedance converter
circuits, and the realizations of two types of the generalized impedance inverter
circuits.
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Chapter 11; ‘Fractional Step Analog Filter Design’, by T. Freeborn, B. Maundy,
and A. Elwakil outlines the process to design, analyze, and implement continuous-
time fractional-step filters, and presents new methods and design equations for the
physical realization of these filters using fractional capacitors, SABs, FPAA hard-
ware, and FDNR topologies.

Chapter 12, entitled ‘The Flipped Voltage Follower: Theory and applications’
and that is authored by J. Ramirez-Angulo, M. R. Valero-Bernal, A. Lopez-Martin,
R. G. Carvajal, A. Torralba, S. Celma-Pueyo, and N. Medrano-Marqués, exposes
and summarizes in a tutorial way, the most relevant information published to date
on the FVF, and presents several improved FVF cells and structures and gives a
comparison of their performances and characteristics.

Chapter 13, titled ‘Synthesis of Analog Circuits using only Voltage and Cur-
rent Followers as Active Elements’, by R. Senani, D.R. Bhaskar, A.K. Singh, and
R.K. Sharma, presents a brief account of some prominent works done on the analog
circuit design using VFs and CFs as active elements, together with the design of
VFs and CFs themselves.

Chapter 14; ‘Design of Setable Active Lossy Inductors’, proposed by
M. Pierzchala, and M. Fakhfakh is concerned with transformation of passive LC
filters into active RC-circuits using signal-flow graphs in the two-graph by using
exclusively RC-elements and the newly introduced ‘active switches’. The Chapter
also deals with the reduction of the complexity of the constructed active circuits.

Chapter 15, entitled ‘MIDAS: Microwave Inductor Design Automation on
Silicon’ by L. Aluigi, F. Alimenti, L. Roselli, D. Pepe, and D. Zito emphasizes a
methodology to automate the design of microwave inductor on silicon and presents
the implementation of an auxiliary CAD tool for Microwave Inductor Design
Automation on Silicon.

Chapter 16; ‘LC-VCO Design Challenges in the Nano-Era’ authored by P.
Pereira, H. Fino, M. Fakhfakh, F. Coito, and M. Ventim-Neves exposes an optimiza-
tion based methodology for the design of LC-VCOs whose efficiency is granted
by the use of analytical models to characterize the behavior of active and passive
elements.

Finally, we want to use this opportunity to thank all the authors for their high
quality contributions, and the reviewers for their valuable help. We are also thank-
ful to Prof. Mohamed Ismail (Ohio State University, Columbus, USA. Currently
with Khalifa University of Science, Technology and Reserach (KUSTAR), UAE)
for writing the foreword of the book. Our thanks go also to the SPRINGER team for
his support and assistance.

Mourad Fakhfakh
Esteban Tlelo-Cuautle

Rafael Castro-López
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Chapter 1
Towards Automatic Structural Analysis of
Mixed-Signal Circuits

Michael Eick and Helmut Graeb

Abstract. A new approach for the structural analysis of integrated circuits is pre-
sented in this chapter. As a unique feature this approach can handle circuits that
contain analog and digital components at the same time. Such a situation occurs,
e.g., in mixed–signal circuits. First, the approach analyzes the circuit for basic ana-
log and digital building blocks. Next, a structural signal flow analysis partitions the
circuit into an analog and digital part. It is also used to determine true pass–gate di-
rections and break feedback loops. Finally, the logic functions of the building blocks
as well as the complete digital circuit part are extracted. The chapter presents ap-
plication examples for digital standard cell libraries and mixed–signal circuits. For
industrial grade standard cell libraries more than 95% of the contained cells are
analyzed correctly. The mixed–signal examples include a charge pump as well as
voltage–controlled ring oscillator.

1.1 Introduction

Mixed–signal circuits play an important role in most modern integrated circuits.
Typical examples are analog–to–digital and digital–to–analog converters, voltage–
controlled ring oscillators and charge pumps. Like pure analog circuits, mixed–
signal circuits are subject to several constraints, e.g., certain MOSFET transistors
must work in saturation region and special layout styles must be applied to some
devices to achieve good matching. The availability of such constraints in machine–
readable form is an indispensable prerequisite for the automation of design steps
such as sizing and layout synthesis. Usually such a machine–readable documenta-
tion is not available, which requires algorithms to extract these constraints from the
schematic.

Michael Eick · Helmut Graeb
Institute for Electronic Design Automation, Technische Universität München,
Munich, Germany
e-mail: {eick,graeb}@tum.de

M. Fakhfakh et al. (Eds.): Analog/RF & Mixed-Signal Circuit Sys. Design, LNEE 233, pp. 3–25.
DOI: 10.1007/978-3-642-36329-0_1 c© Springer-Verlag Berlin Heidelberg 2013
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analog digital

netlist

preprocessing (Sec. 2)

building block recognition (Sec. 3)

structural signal flow analysis (Sec. 4)

logic function extraction (Sec. 5)

logic functionstructural information

Fig. 1.1 Overall structural analysis flow

Previous work has shown that such constraints can be generated automatically
for analog circuits [6, 7, 14]. The authors of [14] use building block recognition
to identify analog blocks such as current mirrors. The available building blocks are
defined through a library, which can contain CMOS and bipolar structures. Ambigu-
ities are resolved using a dominance graph. The authors of [6, 7] compute symmetry
in analog circuits using the recognized building blocks. Based on detected building
blocks and symmetries, constraints for sizing and placement are generated.

These methods cannot be applied to mixed–signal circuits. This is because
mixed–signal circuits consist of common analog components, such as current mir-
rors, common digital components, such as inverters and logic gates, as well as pass–
gates and pass–transistors. In addition, continuous time and signal values can be
assumed for analog circuits, for mixed-signal circuits time and signal values can be
discrete.

Current approaches for the structural analysis of digital circuits can be divided
into two classes. The first class assumes a CMOS structure and analyzes the parallel
and serial connections of the transistors using special algorithms, e.g., [4, 5, 9, 11,
20]. These approaches can handle nearly all digital CMOS circuits but are limited
to this type of circuit, which makes them infeasible for mixed–signal circuits. Some
approaches can generate a graph representing the circuit structure, e.g., [11, 20].
The second class compares a netlist to a given library using subgraph isomorphism
algorithms, e.g., [13, 16, 21, 22]. They are applicable for a wide range of circuit
types but are limited to the provided library. Both approaches can yield a logic
function for each identified subcircuit, which in turn allows to compute the overall
logic function.

In this book chapter, we will present a new method enhancing the approaches
of [7, 14] to handle mixed–signal circuits. The overall analysis flow is shown in
Fig. 1.1. First, a netlist is read and some preprocessing is performed. After that, a
building block recognition algorithm is executed. Compared to the state of the art,
it provides the following new features,
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• a versatile building block library for analog, digital and mixed–signal circuits,
• a corresponding dominance relation,
• a new recognition algorithm that can handle this library.

The approach uses a hierarchical library combining the benefits of library based
approaches and algorithmic approaches. Next, a structural signal flow analysis is
performed. It enhances the analysis presented in [6, 7] for analog circuits to handle
digital and mixed–signal circuits. Algorithms to assign pass–gate directions and to
break feedback loops are added. Finally, the logic function of the digital circuit part
is extracted.

Preprocessing, enhanced building block recognition and structural signal flow
analysis are discussed in Sections 1.2, 1.3 and 1.4, respectively. Section 1.5 intro-
duces the logic function extraction algorithm. Application examples are shown in
Section 1.6. Section 1.7 concludes the chapter.

1.2 Preprocessing

The netlist can contain parasitic resistors and capacitors which inhibit a correct
building block recognition. Therefore parasitic devices are replaced by short–
circuits and open–circuits as appropriate.

In addition, the source and drain assignment of MOSFETs in the netlist does
not always match the actual assignment during operation. The actual assignment is
required for correct building block recognition. It is determined by traversing the
netlist from Vdd– to Vss–nets nets and vice versa.

1.3 Building Block Recognition

In the following, an algorithm is presented that recognizes basic building blocks,
e.g., simple current mirrors (in analog circuits) and inverters (in digital circuits).
This is done by comparing the circuit netlist to a given library of building blocks.
A library for analog, digital and mixed–signal circuits is presented after some for-
mal definitions. Next, a dominance relation is presented, which is used to resolve
recognition ambiguities. Finally, the recognition algorithm is discussed.

A circuit consists of several devices such as MOSFETs. The set of all devices
is D . Each device d ∈ D has several attributes associated with it. We denote these
attributes using a pseudo object–oriented notation, e.g., d.a is attribute a of device d.
A device d has the following attributes:

type t The type d.t ∈ TD = {trans, res,cap, . . .} describes whether the device
is a transistor (trans), a resistor (res), a capacitor (cap), etc.

subtype s The subtype d.s ∈ {none,nmos,pmos} is used to distinguish between
NMOS and PMOS transistors.
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Fig. 1.2 Stack chain con-
sisting of three stacks

st22
st12

st32

N2

N1

N3

N4

pins p Pins are used to connect the device to nets. The set d.p lists the avail-
able pins, e.g., d.p = {gt,dn,sc} for a mosfet-transistor with gate (gt),
drain (dn) and source (sc).

Definition 1 (building block). A building block b∈B consists of several devices or
other building blocks, where B is the set of all building blocks. It has the following
associated attributes:

children c A tuple b.c ∈ (D ∪B)nc,s listing the included building blocks or de-
vices, where nc,s is the number of children.

type t A type b.t ∈ TB similar to the type defined for devices. The available
building block types depend on the used library.

subtype s A subtype b.s similar to the type defined for devices.
pins p A set of pins b.p similar to the type defined for devices.

Devices and building blocks connect to the nets n ∈ N of the circuit using their
pins.

Definition 2 (Connectivity function η)
The connectivity function η(x, p) ∈ N ,x ∈ (D ∪B), p ∈ x.p describes the con-
nectivity of a circuit. A device or building block x connects to a net n by pin p
iff n = η(x, p).

1.3.1 Analog, Mixed-Signal and Digital Building Block Library

The recognition algorithm is based on the building block library shown in Fig. 1.3.
The unshaded part covers analog building blocks, the gray shaded part covers digital
building blocks and the gray striped part covers building blocks used in analog and
digital circuits. The figure does not show the complete library of analog building
blocks, which can be found in [14].

The library is based on three different generic building blocks.

pair A pair consists of two building blocks or devices, e.g., a simple current
mirror or a stack.

array An array consists of n building blocks or devices connected in parallel, e.g.,
a diode transistor array.

chain A chain consists of pairs y1, y2 to yn, where two pairs yi, yi+1, i = 1 . . . (n− 1)
share one child. Figure 1.2 illustrates this for a stack chain consisting of
stacks st12 to st32. Stacks st12 and st22 share N2, stacks st22 and st32 share N3. A
chain can have a single child only.
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For a part of the building blocks, all children have the same subtype, i.e., they are
either all nmos or all pmos. For these building blocks only the nmos variant is
shown in Fig. 1.3. Examples are simple current mirror and stack. Other building
blocks consist of children with nmos and pmos type. Examples are logic gate and
pass–gate.

The library is organized into different hierarchy levels. Building blocks from one
hierarchy level are built out of building blocks from lower hierarchy levels. The low-
est hierarchy level, hierarchy level 0, is formed by the transistors from the netlist.
The overall number of hierarchy levels nL depends on the circuit and is automati-
cally determined by the recognition algorithm.

Hierarchy level 1 contains building blocks that group parallel transistors to-
gether. For example, a diode transistor array, consists of parallel diode connected
transistors.

Hierarchy level 2 contains the analog building blocks simple current mirror (scm),
voltage reference II (vrII), differential pair (dp) and level-shifter (ls). Simple current
mirror and level–shifter consist of a diode transistor array connected to a normal
transistor array. The other building blocks consist of normal transistor arrays only.
Stack, pass–gate and cross–coupled pair can be used for analog as well as digital
circuits. Logic gate, logic array and stack chain are useful for digital circuits only.
The current hierarchy level is used as index for stack, logic gate, logic array and
stack chain because they are repeated on higher hierarchy levels. The gate pins of
the logic gate can be connected to an inverter or independently controlled.

Hierarchy Level 3 contains a stack chain which is needed for digital circuits only.
It is constructed from multiple stack building blocks that overlap at one transistor.

The analog part of hierarchy level 4 contains the cascode current mirror, which is
formed from a simple current mirror and a level–shifter as well as the wide–swing
current mirror, which is formed from a voltage reference II and a stack from level 2.
For digital circuits the tristate base block is defined. It consists of a pass–gate and a
logic array.

For all even hierarchy levels starting from 4 up to nL digital building blocks are
defined recursively. A logic array on hierarchy level k = 4,6, . . . can be formed by
stack chains from lower hierarchy levels as well as normal transistor arrays. At
least one of the stack chains must be from hierarchy level k − 1. The same prin-
ciple applies to stacks which are formed out of logic arrays and normal transistor
arrays. A logic gate combines a logic array, stack chain or normal transistor array
with PMOS–subtype and a logic array, stack chain or normal transistor array with
NMOS–subtype.

All odd hierarchy levels starting from 5 up to nL −1 contain a stack chain which
is formed from stacks from the hierarchy level before.

The analog part of hierarchy level 6 defines the differential stage, consisting of a
current mirror and a differential pair. In addition to the recursively defined building
blocks, the digital part of hierarchy level 6 contains the tristate control block, which
consists of two tristate base blocks. It is needed to handle one type of tristate buffers
correctly.
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0 0
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building blockshierarchy
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level-shifter
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cascode
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tristate control
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)
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Fig. 1.3 Library for building block recognition of analog, mixed-signal and digital circuits.
The analog part shows a subset from the library presented in [14].
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la1
4

la1
2

st12/sc1
3

st14/sc1
5

lg1
6

st22
P3

P2

N1

N2

N3

P1

N1 N2 N3 P1 P2 P3

nta1 nta2 nta3 nta4 nta5 nta6

la1
2st12 st22

sc1
3

la1
4 st14

sc1
5

lg1
6

Fig. 1.4 And-nor gate [18] with recognized building blocks

Figure 1.4 illustrates how this library can be used to recognize the building blocks
of the and-nor gate from [18]. First, normal transistor arrays nta1 to nta6 are recog-
nized for every transistor in the circuit. After that, a stack st12 covering N1, N2 and
a logic array la1

2 covering P1, P2 are found. For the third hierarchy level a stack
chain (sc1

3) is formed out of stack st12. In hierarchy level four a logic array (la1
4) and a

stack (st14) are recognized. Stack st14 becomes part of a stack chain sc1
5 on hierarchy

level five. Finally, logic gate lg1
6 is recognized on hierarchy level six.

Comparing the netlist to the library does not unambiguously yield this result.
Additional building blocks can be recognized, e.g., the stack st22. Normal transistor
array nta5 would be part of la1

2 and st22 at the same time. In the following, we will
show how such ambiguities can be resolved by determining a dominating building
block, i.e., one building block is kept and one is removed.

1.3.2 Recognition Conflicts and Their Resolution

For pairs used in analog circuits an ambiguity resolution concept was presented
by [14]. An enhanced version, capable of handling chains and arrays as well, is
described in the following.

For ambiguity resolution two building blocks are considered together with their
transitive children. The set of transitive children C�(x) of a building block x contains
the children x.c of x as well as all elements of their sets of transitive children, i.e.,

C�(x) =

{⋃
y∈x.c

({y}∪C�(y)
)

x ∈ B
/0 x ∈ D

. (1.1)

Set Ci(x) is the set of transitive children limited to the i-th child x.ci of x, i.e.,

Ci(x) = {x.ci}∪C�(x.ci) (1.2)

The ambiguity resolution is based on a dominance graph (Fig. 1.5).
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(lgnL
,�)

(stnL
,1)(stnL

,2)

(lanL
,�)

(pg,�)

digital

Fig. 1.5 Dominance graph for the library shown in Fig. 1.3. The analog part is based on [14].

Definition 3 (Dominance Graph). A dominance graph GD is a directed graph
GD = (NGD ,EGD). The nodes are pairs (t, i) ∈ NGD = TB ×{1,2,�}, where t is a
building block type and i refers to one of the set of transitive children defined above.
The edges are pairs of nodes, i.e., EGD = N2

GD
.

Definition 4 (Dominance). A building block x1 dominates a building block x2 iff

∃(i, j)∈{1,2,�}2

(
Ci(x1)∩Cj(x2) �= /0

)∧ reachableGD((x2.t, j),(x1.t, i)) . (1.3)

The first part checks if there is a common transitive child using one of the sets C1, C2

and C�. The second part checks if the node in the dominance graph corresponding
to x2 is reachable from the node corresponding to x1. Function reachableGD(μ ,ν) is
true if node μ is reachable in GD from node ν . This definition is based on [14].

The dominance graph for the building block library for analog, digital and mixed–
signal circuits is shown in Fig. 1.5. The left, non–shaded part handles conflicts be-
tween analog building blocks. It is based on the graph presented in [14]. The right,
gray shaded part handles conflicts between digital building blocks. It has to consider
the recursive nature of the library. Inside each hierarchy level the following holds:
Transistors that are part of a logic array must not be part of a stack. The upper
transistor of a stack must not be part of a logic gate. In the example (Fig. 1.4) this
prevents recognition of a false logic gate consisting of N1 and P3. A logic gate from
a higher hierarchy level will always dominate logic gates from a lower hierarchy
level. This means, in case that multiple logic gates are detected only the largest one
is kept. This includes transitive relations, e.g., a stack from level 4 will dominate a
logic gate from level 2. In case a transistor is part of a pass–gate it must not be part
of another building block.
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i ← 0; B ← ∅
i ← i + 1; Bi ← ∅
for t ∈ Li

pair array chain

t is a

Bi ← Bi ∪ findPairs(t) Bi ← Bi ∪ findArrays(t) Bi ← Bi ∪ findChains(t)
B ← resolveConflicts(B ∪ Bi )

until
(
(B ∩ Bi ) = ∅

)
∧
(
i = 6, 8, ...

)
B ← removeBlocksWithoutFunction(B)

Fig. 1.6 Building block recognition algorithm

This allows to resolve the conflict from the example (Fig. 1.4). Building block
nta5 is a child of la1

2 and second child of st22, i.e., C�(la1
2)∩C2(st22) = {P2,nta5}.

Since node (st2,2) is reachable from (la2,�), logic array la1
2 dominates stack st22.

1.3.3 Recognition Algorithm

The recognition algorithm for analog, digital and mixed-signal circuits is shown in
Fig. 1.6. It is based on the algorithm presented in [14]. It was enhanced to handle
the recursive library, recognize arrays and chains as well as recognize pairs faster.

The algorithm iterates over all hierarchy levels Li ⊆ TB , i = 1,2 . . .nL of the
library. In each iteration, pairs, arrays and chains are found by calling functions
findPairs, findArrays and findChains, respectively. These functions are discussed
below. All building blocks recognized for the current hierarchy level are collected
in set Bi. Conflicts are resolved in each hierarchy level, leading to an update of the
overall set of recognized building blocks B. In contrast to a conflict resolution at the
very end as suggested by [14], this has the benefit that the overall number of build-
ing blocks is kept low. Consequently, less components must be considered during
subsequent steps. According to Definition 4, it is sufficient to check for each new
building block x1 ∈ Bi,

• if it is dominated by some other building block x2 ∈ Bi ∪B, or,
• if it dominates some other building block x2 ∈ Bi ∪B.

The outer loop ends if the following two conditions are met,

• no new building blocks were found in this iteration or all found building blocks
were dominated, and,

• the current hierarchy level number is even and greater or equal to six.

Finally, building blocks are removed that do not have a function if they are not part
of a bigger building block. For example, voltage references II, which are not part of
a wide–swing cascode current mirror, are removed.
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Fig. 1.7 Function findPairs findPairs(t)

B ← ∅
X ← candidatePairs(t)

for (c1, c2) ∈ {(c1, c2) ∈ X |rt (c1, c2)}
B ← B ∪ {newPair(t , c1, c2)}

return B

1.3.3.1 Finding Pairs

Function findPairs is shown in Fig. 1.7. First a set of candidate pairs X ⊆ (B∪D)2

is determined. Below, this will be described in more detail. Next, a rule function rt

is evaluated for each of these candidate pairs. In case the function is true for a pair, a
new pair is created and added to the set of found pairs, which is returned in the end.
The rule function rt is specific for each pair type t. It can contain conditions about
type, subtype, required and forbidden connections as well as existence of parents.
For example, the rule function rstk

(x1,x2) for stack type stk on level k contains the
following conditions,

(x1.t,x2.t) ∈
{
(lak−2,nta), (lak−2, la2), · · ·)
(nta, lak−2), (la2, lak−2), · · ·)

}
(type)

∧ x1.s = x2.s (same subtype)
∧ η(x1,dn) = η(x2,sc) (required connection)
∧ η(x1,sc) �= η(x2,dn) (forbidden connections)
∧ parents(x1) = parents(x2) = /0 (no parents)

(1.4)

The type condition requires one component to be a logic array from hierarchy
level k− 2. The other component can either be a normal transistor array or another
logic array from any hierarchy level. Both components must have the same subtype.
The required connection condition requires the drain of the first building block to
connect to the source of the second building block. The forbidden connection con-
dition forbids a connection between source of the first building block and drain of
the second building block. Both components must have no parents.

Runtime of findPairs is dependent on the number of candidate pairs X . This num-
ber can be kept low by including some of above conditions in the candidate pair
computation. The authors of [14] use all pairs of devices and building blocks that
are of correct types. The authors of [8] use all pairs that are at least connected by one
net. We combine both methods. For the stack at level k candidate set X is computed
as follows,

X1(n) =
{

x1 ∈ D ∪B|x1.t ∈ {nta, la2, la4, . . .})∧η(x1,dn) = n} (1.5a)

X2(n) =
{

x2 ∈ D ∪B|x2.t ∈ {nta, la2, la4, . . .})∧η(x2,sc) = n} (1.5b)

X =
⋃

n∈N

X1(n)×X2(n) (1.5c)
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findArrays(t)

B ← ∅
X ← {c ∈ D ∪ B|rt (c)}
K ← ∪x∈X{kt (c)}
for κ ∈ K

Xκ ← {x ∈ X |kt (x) = κ}
|Xκ| ≥ t .m

true false
B ← B ∪ {newArray(t , Xκ)}

return B

findChains(t)

B ← ∅
X ← {c ∈ D ∪ B|rt (c)}
y0 ∈ {x ∈ X |γ−

X (x) 
= 1}
y ← unbranchedChain(x0, X )

B ← B ∪ {newChain(t , y )}
return B

Fig. 1.8 Function findArrays Fig. 1.9 Function findChains

Functions X1(n) and X2(n) return candidates for the first and second component
for a specific net n ∈ N , respectively. Pairs are then computed for each net n ∈ N
by evaluating X1(n) and X2(n). The resulting set X only contains pairs where the
connection condition and parts of the type condition are fulfilled.

1.3.3.2 Finding Arrays

The algorithm to find arrays is depicted in Fig. 1.8. First, the algorithm creates a
set X of candidate children by evaluating a rule function rt , which is specific for
each array type t. It can consist of conditions about type, subtype, connectivity and
existance of parents. The rule function rdta(x) for a diode transistor array contains
the following conditions:

x.t = trans︸ ︷︷ ︸
(type)

∧ η(x,gt) = η(x,dn)︸ ︷︷ ︸
(required connection)

∧ η(x,dn) �= η(x,sc)︸ ︷︷ ︸
(forbidden connection)

(1.6)

It enforces type transistor and a gate drain connection. It forbids a connection be-
tween drain and source. The key function kt maps each component in X to a tuple of
nets, such that components connected in parallel get the same key. The key function
kdta for a diode transistor array is,

kdta(x) = (η(x,dn),η(x,sc)). (1.7)

This means, for a diode transistor array all transistors are grouped together that
connect to the same net at their drain pins and their source pins. If more than a
minimum number t.m building blocks are connected in parallel then a new array
is created. For the diode transistor array dta.m = 1, i.e., an array is always created.
Finally, the set B of new arrays is returned.
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1.3.3.3 Finding Chains

Function findChains is shown in Fig. 1.9. First, the algorithm computes a set X
of candidate children using a rule function rt , which is specific for each chain
type t. It can use the conditions described for arrays. All candidate children must be
pairs. The rule function rsck(x) for a stack chain on level k contains the following
conditions:

x.t = stk−1 . (1.8)

It requires x to be a stack on level k− 1.
Next, all tuples y = (y0,y1, . . .ylast) with the following properties are found:

• γ−(y0) = |{x ∈ X |x.c2 = y0.c1}| �= 1, i.e., more than one or no candidate in X
share the second child with y0.

• yi.c2 = yi+1.c1 for yi �= ylast, i.e., the second child of each building block yi is
the first child of the next building block yi+1.

• |{x ∈ X |x.c1 = ylast.c2}| �= 1, i.e., the chain can not be continued beyond ylast.

Finally, a new chain is created for each y and returned in B.

1.3.3.4 Discussion

The analog building block recognition described in [14] is included in this algo-
rithm. It corresponds to the analog part of the library in Fig. 1.3 and the dominance
graph in Fig. 1.5. The algorithm corresponds to the algorithm of Fig. 1.6 when
all building blocks are pairs. Consequently, the results obtained for the algorithm
of [14] can be transfered to the new algorithm.

The authors of [1] suggested to recognize simple current mirrors and level-
shifters by recognizing diode connected transistors first. Application of the prin-
ciple from [1] to the library from [14] resulted in the new hierarchy level 1 shown
in Fig. 1.3. This has the advantage of faster recognition of pairs because less rules
must be evaluated.

1.4 Structural Signal Flow Analysis

After applying the building block algorithm from the previous section to a circuit,
basic building blocks such as pass-gates or simple current mirrors are known. Fig-
ure 1.10 illustrates this for a latch from [19]. It consists of logic gates lg1

2 to lg3
2

as well as pass–gates pg1
2 and pg2

2. This information is now used to generate the
Enhanced Structural Signal Flow Graph [6] (ESFG) of the circuit, which combines
qualitative behavioral and structural information. This graph is then used to assign
a direction to each pass–gate, partition the circuit into an analog and digital part and
to identify feedback loops.
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Fig. 1.10 Latch [19] with recognized
building blocks

Fig. 1.11 Generated ESFG

1.4.1 Generation

An ESFG [6] is a directed graph. The nodes of the graph are formed by the nets
of the circuit. An edge models a qualitative influence from one net to another. An
edge from net ni to n j means that a change of a branch current or voltage of ni

causes a change of a branch current or voltage of n j. The relation between edges and
the recognized building blocks is modeled by some edge attributes. Only top–level
building blocks without parents are considered. The ESFG is generated as follows.

• For a logic gate edges from each input to the output are generated.
• A pass–gate generates an undirected edge from drain to source. Directed edges

are generated from both gates to drain and source. These edges are called control
edges.

• For analog building blocks the generation is described in [6, 7]. For example, for
current mirrors one edge from the input to the output is generated.

• For each port of the circuit a port node is generated and connected to the corre-
sponding net.

For the latch example this is illustrated by Fig. 1.11. Logic gates lg1
2 to lg3

2 are
represented by edges e1 to e3. Pass–gate pg1 is represented by undirected edge e10

and control edges e11 to e14. Pass–gate pg2 is represented by edges e20 to e24. Circuit
ports E , D, Q, Q are represented by port nodes.

1.4.2 Assignment of Pass–Gate Directions

After the generation step, pass–gates are represented as undirected edges, e.g.,
edge e10 in Fig. 1.11. In reality pass–gates are only used in one direction. The prob-
lem is related to the problem of determining the signal flow direction of transistors
in switch–level simulation [2]. However, only a small part of the ESFG edges is
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undirected in our case, which allows to used a different approach which is described
in the following.

Assume e is an undirected edge connecting nodes ν and μ . It is replaced by a
directed edge from μ to ν , if the following conditions hold simultaneously.

• An output node is reachable from ν without traversing e, and,
• no edge representing a logic gate ends at ν .

Simultaneously with the assignment, edges pointing from the control inputs of the
pass–gate to μ are removed.

For the undirected edge e10, connecting nD and nQ in the example of Fig. 1.11,
output node nQ is reachable from nQ but not from nD without traversing edge e10.
Consequently the edge points from nD to nQ. The undirected edge e20 between n2

and nQ is found to point from n2 to nQ. The control edges are removed accord-
ingly (Fig. 1.12).

In some cases, it is not possible to assign directions to all pass–gates at once.
In these cases above conditions are repeatedly evaluated for all pass–gates without
assigned direction. In each iteration at least one pass–gate direction is assigned. The
algorithm needs npg iterations at maximum, where npg is the number of pass–gates.

The computation of the logic functions (see Section 1.5.1) for building blocks
can be done before this step. In this case, it can be checked whether the output of a
logic gate can be in high impedance state.

1.4.3 Analog / Digital Partitioning

For further processing, the ESFG must be partitioned into an analog and digital
part. Therefore a signal type is assigned to each node. This signal type can be either
unknown, analog or digital. The signal type for each node is determined based on
the edges of the graph and the building blocks they represent. For each building
block type a specific set of conditions for the connected nodes exists. For example,
input and output of a current mirror must be of type analog. In addition, the user can
specify the signal type of inputs and outputs of the circuit. Overall, we get a set of
conditions forming a constraint satisfaction problem which is solved by a constraint
programming method, e.g., [17].

nD nQ

nQ

nE na nb
Q

Q

E

D

nD nQ

ñQ

nE na

nb

ñ′
Q

Q

Q

E

D

Q
′

Fig. 1.12 ESFG after assignment of pass-
gate directions

Fig. 1.13 Temporal ESFG
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In some cases, this leads to conflicting requirements for a node, i.e., it must be
analog and digital at the same time. This happens in case an analog building block
was wrongfully recognized in the digital part or vice versa. Such conflicts are re-
solved by back–annotating the signal type to the nets of the circuit. Next, the build-
ing block recognition is rerun using additional rules for the signal types at the pins
of a building block.

For a pure analog or digital circuit this step has no effect. Therefore the ESFG in
Fig. 1.12 does not change.

1.4.4 Transformation to Temporal ESFG

In case of sequential circuits such as latches, the ESFG contains feedback loops. In
order to compute the logic function of such circuits, a temporal ESFG is introduced,
which is an acyclic ESFG and adds a time concept.

Definition 5 (Temporal ESFG). A temporal ESFG is an acyclic ESFG. It refers to a
virtual normalized clock with clock period 1 that is at least twice the
real clock frequency, i.e., the real clock can be sampled. Each node gets an addi-
tional clock cycle attribute, indicating if the node belongs to the current or a previous
clock cycle.

The transformation from the ESFG to the temporal ESFG is described in the follow-
ing. All loops of the ESFG are computed by finding strongly connected components
in the graph. All nodes, where an edge to a node outside the loop starts, are called
output nodes of the loop. All nodes, where an edge from a node outside the loop
ends, are called input nodes of the loop. The feedback path of a loop is the path
from an output node to an input node that does not contain any other output or input
node of the loop. Some node ns of this path, which is not an input node of the loop,
is then selected as node to represent the state of the loop. This node is split up into
two nodes ñs and ñ′s, which represent the state at the current and previous time step,
respectively. All edges going from ns to a node inside the loop are assigned to ñ′s.
All other edges are assigned to ñs. In addition, an output port node corresponding to
ñs and an input port node corresponding to ñ′s is created.

Figure 1.13 illustrates this for the example. The ESFG (Fig. 1.12) contains a loop
consisting of nQ, nQ and nb. Node nQ is an input node of the loop and nodes nQ, nQ
are output nodes. The feedback path is nQ,nb,nQ. Node nQ is split up into node ñQ

and ñ′
Q

. Input port Q
′
is created. The resulting temporal ESFG is shown in Fig. 1.13.

1.5 Logic Function Extraction

Based on the temporal ESFG the logic function of the circuit can now be computed.
This is done in two steps. First, the logic function for all recognized building blocks
is computed. Afterwards, the logic function for the complete circuit is determined.
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Unless denoted otherwise, a four valued logic [4] with 0, 1, Z (high impedance),
U (unknown) is used in the following. All logic functions are represented using
ROBDDs [3].

1.5.1 Computation of Logic Function for Building Blocks

In this step, the logic function of single logic gates is determined. For CMOS cir-
cuits this requires in general to evaluate the serial and parallel connections of the
pull–up and pull–down network [19]. Algorithmic implementations can be found
in, e.g., [4, 5, 9, 11, 20]. Our approach builds on the hierarchical recognition result
computed by the algorithm presented in Sec. 1.3.

Table 1.1 lists the logic function associated with each building block from the
library for digital circuits. It uses the operators ⊕ and �, which are defined as
follows.

a⊕ b :⇔
⎧⎨
⎩

a (a = b)∨ (b = Z)
b a = Z
U otherwise

a � b :⇔
⎧⎨
⎩

a b =U
b a =U

a⊕ b otherwise
(1.9)

The operator ⊕ is the “merge” operator from [4]. The result is a defined logic state,
i.e., zero or one, if a and b have the same value or one is high impedance. If both
are high impedance the result is “Z”, otherwise the result state is undefined. The
operator � considers in addition, that undefined states can be canceled out in case
of parallel connections, i.e., the result is a defined logic state in case a or b is 0 or 1
and the other one is undefined.

An NMOS transistor for example shows a logic “0” at the drain pin if the gate is
at logic “1” (i.e., vdd) and source is at logic “0”. The drain pin is at high impedance
state if the transistor is off. This is the case for “0” at the gate or “Z” at the source
pin. In all other cases the output is unknown (Table 1.1). The logic function for a
PMOS transistor is found analogously.

The logic function at the drain pin of a stack chain is formed out of the logic
functions f1 to fn of its children. The gate inputs of these children are described by
vectors g1 to gn. The overall logic function is the logic function fn with fn−1 substi-
tuted for the source variable. These substitutions are continued until f1 is reached.

The logic function at the output o of a logic gate are the logic functions of the p–
and the n–block combined by the ⊕ operator. This includes that the output becomes
high–impedance in case no block is on or unknown in case both blocks are on at the
same time.

The logic function of a logic array is the logic functions f1 to fn of the children
combined by the � operator. The logic function at the output o of a pass–gate is
equal to the input i in case the pass–gate is on, otherwise it is “Z”.
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Table 1.1 Logic functions for digital building blocks

n–transistor d

s
g

d = fn-t(g,s) =

⎧⎨
⎩

0 (g = 1)∧ (s = 0)
Z (g = 0)∨ (s = Z)
U otherwise

p–transistor d

s
g

d = fp-t(g,s) =

⎧⎨
⎩

1 (g = 0)∧ (s = 1)
Z (g = 1)∨ (s = Z)
U otherwise

stack chain

s
f1

f2

fn
d

g1

g2

gn

d = fsc([g1g2 · · ·gn],s)
= fn(gn, fn−1(gn−1, · · · f1(g1,s) · · ·))

logic gate

sn

fn

fp
sp

gn

gp
o

o= f ([gpgn],sp,sn) = fn(gn,sn)⊕ fp(gp,sp)

logic array

s
f1 f2 fn

d
g1 g2 gn

d = fla([g1g2 · · ·gn],s)
= f1(g1,s)� f2(g2,s)� · · · � fn(gn,s)

pass–gate
o

an

i

ap

o = f (i,ap,an) =

⎧⎨
⎩

i (an = 1)∧ (ap = 0)
Z (an = 0)∧ (ap = 1)
U otherwise

This is illustrated by the example shown in Fig. 1.14. The logic function for the
complete gate,

fNAND([a b]) = fN2(a, fN1 (b,0))︸ ︷︷ ︸
fN([a,b],0)

⊕( fP1(a,1)� fP2(b,1)
)

︸ ︷︷ ︸
fP([a,b],1)

(1.10)

is formed by the logic function fP of the logic array consisting of P1 and P2 as well
as the logic function fN of the stack chain consisting of N1 and N2. Logic function fP

is formed by the logic functions of P1 and P2 and logic function fN is formed by the
logic functions of N1 and N2, yielding

fN([a b],0) =

⎧⎨
⎩

0 (a = 1)∧ (b = 1)
Z (a = 0)∨ (b = 0)
U otherwise

fP([a b],1) =

⎧⎨
⎩

1 (a = 0)∨ (b = 0)
Z (a = 1)∧ (b = 1)
U otherwise

.

(1.11)

Logic function fN represents the output of the pull–down network, which is the drain
of N1. It is vss (“0”) in case both inputs are one, if both inputs are zero it is high-
impedance. In case one input is high–impedance or unknown fN is unknown. Logic
function fP represents the output of the pull–up network at point x1 in Fig. 1.14.

This results in the following logic function for the complete gate,

fNAND([a b]) =

⎧⎨
⎩

0 (a = 1)∧ (b = 1)
1 (a = 0)∨ (b = 0)

U otherwise
, (1.12)
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which is the logic function of a NAND gate. The unknown case occurs if one of the
inputs is in unknown or high–impedance state. Since the NAND gate is no tristate
gate, the overall logic function does not include a high–impedance case.

1.5.2 Computation of Overall Logic Function

The overall logic function is computed by assigning logic variables to each node.
We use a temporal logic, i.e., the logic variables refer to different time steps. Next,
the temporal ESFG is traversed in topological order, i.e., each node in the graph is
visited after all nodes it depends on. During this traversal, the logic functions are
substituted into each other. In case two building blocks (e.g., pass gates) have out-
puts o1, o2 on the same node, the logic function for the node is calculated as o1 ⊕ o2.
It is assumed, that the inputs of the circuit are in a defined logic state, i.e., they are
not “U” or “Z”.

For the example circuit from Fig. 1.10 and the temporal ESFG from Fig. 1.13
the assigned logic variables are shown in Fig. 1.15. Logic variables a(t), b(t), D(t),
E(t), Q(t) and Q(t) refer to the current time step. Logic variable Q(t − 1) refers to
the previous time step. It holds.

a(t) =

{
0 E(t) = 1
1 E(t) = 0

b(t) =

⎧⎨
⎩

0 Q(t − 1) = 1
1 Q(t − 1) = 0

U otherwise
(1.13)

Q(t) =

⎧⎨
⎩

0
[
(E(t) = 1)∧ (D(t) = 0)

]∨ [(E(t) = 0)∧ (Q(t − 1) = 1)
]

1
[
(E(t) = 1)∧ (D(t) = 1)

]∨ [(E(t) = 0)∧ (Q(t − 1) = 0)
]

U otherwise
(1.14)

Q(t) =

⎧⎨
⎩

0
[
(E(t) = 1)∧ (D(t) = 1)

]∨ [(E(t) = 0)∧ (Q(t − 1) = 0)
]

1
[
(E(t) = 1)∧ (D(t) = 0)

]∨ [(E(t) = 0)∧ (Q(t − 1) = 1)
]

U otherwise
(1.15)

Logic function a(t) can only become “0” or “1” because input E(t) is assumed to
be in a defined logic state. No such assumption is made for Q(t −1). Consequently,
b(t) can become unknown in case Q(t − 1) is unknown or high-impedance. Overall

o
a

b

P2
P1

N1

N2

x1

D(t)
D(t)

Q(t)

Q(t)

Q(t)

Q(t)

E(t)
E(t)

a(t)
b(t)

Q(t − 1)Q(t − 1)

Fig. 1.14 NAND gate Fig. 1.15 ESFG with assigned logic vari-
ables
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Table 1.2 Recognition results for different standard cell libraries

Library No. Cells Analysis Time Coverage
Lib 1 32 1 sec. 100.0%
Lib 2 134 4 sec. 100.0%
Lib 3 – Tech 1 ∼ 600 18 sec. 97.6%
Lib 3 – Tech 2 ∼ 550 13 sec. 99.6%
Lib 3 – Tech 3 ∼ 700 27 sec. 99.1%
Lib 4 ∼ 850 37 sec. 95.2%

logic function Q(t) is input D(t) in case E(t) is set otherwise it is the inversion of
Q(t − 1). Logic function Q(t) is the inversion of Q(t). This corresponds to a latch.

1.6 Application Examples

In the following application to digital standard cell libraries and mixed-signal cir-
cuits is discussed including experimental results.

1.6.1 Description Generation for Digital Standard Cell Libraries

The approach is used to automatically generate a library description for digital stan-
dard cell libraries. The description includes a decomposition into pass–gates and
logic gates, the ESFG, the logic function of the standard cell and a table listing
possible single input switching events together with the possible values at the other
inputs and the resulting output behavior. These events are a necessary input for au-
tomatic timing characterization of digital standard cell libraries. The decomposition
into logic gates and pass–gates corresponds to a decomposition of multi–stage gates
into single–stage gates. This is a required input for the current–source modeling
approach of [10] and the aging analysis approach of [12].

In the experiment, the building block recognition with the digital part of the li-
brary is used as well as the structural signal flow analysis and the logic function
extraction. Additional post–processing is used to generate the table of all possible
single input switching events.

We performed this analysis for 4 different standard cell libraries (Table 1.2). Li-
brary 1 is the standard cell library included in the FreePDK presented in [18]. Li-
brary 2 is the Nangate open cell library. Library 3 is an industrial standard cell
library which was available for three different technology nodes. Library 4 is an
industrial standard cell library, too.

Table 1.2 shows that these libraries contained between 30 and 850 cells. In all
cases the analysis for the complete library took less than 1 minute. All runtimes
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were normalized to an Intel R© Xeon R© 2.33 GHz computer with 4 GB RAM running
Ubuntu and using 4 of 8 cores in parallel.

Column four of Table 1.2 gives the recognition coverage of the presented method.
For libraries 1 and 2 all cells were recognized correctly. For libraries 3 and 4, the
building block analysis was not able to fully decompose all cells into pass–gates and
logic gates. Typically, these cells were not designed according to standard CMOS
principles. However, these cells can be included by extending the library accord-
ingly. Overall, more than 95% of all cells were correctly recognized for the indus-
trial libraries.

1.6.2 Structural Analysis of Mixed-Signal Circuits

The new mixed–signal capabilities of the structural analysis were evaluated using a
voltage–controlled ring oscillator (Fig. 1.16) and a charge–pump (Fig. 1.18).

The voltage–controlled ring oscillator generates a digital clock signal. The fre-
quency of the clock signal can be adjusted by the analog control voltage applied at
input c. The building block recognition computed 4 NMOS simple current mirrors,
3 PMOS simple current mirrors and 5 logic gates on level 2, i.e., inverter. It is not
possible to get the correct recognition result by computing analog and digital build-
ing blocks independently: A logic gate on level 4 consisting of N3, N4, P3, P4 would
be found, which would contradict the current mirrors formed by N1,N4 and P1,P2.

Fig. 1.17 shows the corresponding ESFG of the voltage–controlled ring oscilla-
tor. The partitioning into analog and digital part is symbolized by the node shape.
The analog control circuitry as well as the digital feedback loop are clearly visible.

The charge pump shown in Fig. 1.18 is based on [15]. The output is usually
connected to the loop filter of a PLL. Digital inputs D and U control the direction
of the output current. The building block recognition computed 2 NMOS simple
current mirrors, a PMOS simple current mirror and two logic gates. Transistors N6

and N7 as well as P5 and P6 would match a differential pair. These differential pairs
were dropped because they connect to digital inputs D and U . Transistors N7 and P6

would form a logic gate, which was dropped because output o is specified as analog.
The corresponding ESFG is shown in Fig. 1.19.

Fig. 1.16 Voltage–
controlled ring oscillator
with recognized building
blocks
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Fig. 1.17 ESFG of voltage–
controlled ring oscillator
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Fig. 1.18 Charge pump with recognized
building blocks

Fig. 1.19 ESFG of the charge pump

1.7 Conclusion

This chapter presented a new method for the automatic structural and functional
analysis of analog, digital and mixed-signal circuits. Its first step is the recognition
of building blocks such as simple current mirrors and logic gates. These results are
then used to generate an Enhanced Structural Signal Flow Graph (ESFG). Based
on that, true pass-gate directions are computed and feedback paths are broken up.
Finally, the logic function is determined for the digital circuit parts.

Experimental results show successful application of the algorithm to several dig-
ital standard cell libraries with more than 95% of correctly recognized cells. Struc-
tural analysis of mixed-signal circuits was demonstrated using a voltage-controlled
ring oscillator and a charge pump.
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Chapter 2 
Efficient Synthesis Methods for High-Frequency 
Integrated Passive Components and Amplifiers 

Bo Liu*and Georges Gielen  

Abstract. Existing design automation methods for RF ICs and microwave passive 
components often rely on parasitic-aware lumped equivalent circuit models. That 
framework is difficult to apply to synthesis tasks at high frequencies (e.g. 40GHz 
and above) due to the distributed effect. When directly embedding the computa-
tionally expensive electromagnetic (EM) simulations in the optimization loop, a 
too long synthesis time results. This chapter presents a new method for high-
frequency integrated passive component synthesis, called Memetic Machine 
Learning-based Differential Evolution (MMLDE), and the first method for  
mm-wave integrated circuit synthesis, called Efficient Machine Learning-based 
Differential Evolution (EMLDE), both addressing the problem of obtaining highly 
optimized design solutions in a very practical time. The common idea of these two 
methods is the on-line surrogate model assisted evolutionary algorithm (SAEA), 
where a computationally cheap surrogate model is constructed adaptively in the 
optimization process to replace expensive EM simulations. The differences be-
tween the two algorithms are that a memetic SAEA is built to enhance the optimi-
zation ability and efficiency in MMLDE, while a decomposition method is used to 
address the “curse of dimensionality” of SAEA in EMLDE. Experimental results 
show the effectiveness and the high efficiency obtainable with MMLDE and 
EMLDE. 

2.1   Introduction 

In recent years, design methodologies for high-frequency and mm-wave circuits 
have attracted a lot of attention. In particular, research and applications on RF 
building blocks for 40 GHz to 120 GHz and beyond are increasing drastically [1]. 
Existing RF IC synthesis methodologies, however, focus on low-GHz cases [2,3]. 
Even till now, the synthesis methodologies for mm-wave frequencies are still  
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lacking. Designers rely on experience and simulation verifications when designing 
these circuits. Due to the high-performance and tightening time-to-market re-
quirements, this “experience and trial” method or local optimization is often not 
good enough.  

The reason why existing synthesis methods cannot be extended to mm-wave 
frequencies is that they all rely on parasitic-aware equivalent circuit models for 
passive components [2,3,4]. Due to the distributed effects, however, an accurate 
equivalent circuit model is difficult to find at mm-wave frequencies. The solution 
is to include electromagnetic (EM) simulation based on the actual layout structure 
in the optimization loop. However, EM simulation is computationally very expen-
sive. When combining it directly with techniques like evolutionary computation 
(EC) [5], like at low frequencies, high-quality solutions can be obtained, but the 
time consumption is extremely large. For example, the synthesis of a transformer 
typically needs more than 20 hours, and the synthesis of a linear amplifier needs 
about 10 days. This is not practical for real-world applications. 

In this chapter, efficient synthesis method for mm-wave-frequency passive 
components and linear amplifiers will be introduced. The Memetic Machine 
Learning-based Differential Evolution (MMLDE) method [6] for the synthesis of 
integrated passive components will briefly be introduced first. The key idea of 
MMLDE is the on-line surrogate model-based memetic evolutionary optimization 
mechanism, whose training data are generated adaptively in the optimization 
process. By using the Gaussian Process with the expected improvement prescreen-
ing method and an artificial neural network with the prediction value in the pro-
posed search mechanism, surrogate models are constructed on-line to predict the 
performances. Hence, the computationally expensive EM simulations are only 
used in the necessary part of the design space, which is guided by the prediction 
and prescreening methods. Compared with directly using EC algorithms, MMLDE 
can obtain comparable results, and has approximately a tenfold improvement in 
computational efficiency. The Efficient Machine Learning-based Differential Evo-
lution (EMLDE) method [7] for the synthesis of mm-wave linear amplifiers will 
then be elaborated next. A decomposition method is used, which separates the de-
sign variables that require expensive EM simulations and the variables that only 
need cheap S-parameter circuit simulations. Hence, a low-dimensional but more 
complex expensive optimization problem is generated. By the proposed core algo-
rithm integrating adaptive population generation, naive Bayes classification, 
Gaussian process and differential evolution, the generated low-dimensional ex-
pensive optimization problem can be solved efficiently (thanks to the on-line sur-
rogate model), and global search  can be achieved (thanks to the evolutionary 
computation algorithm). A 100GHz three-stage differential amplifier in a 90nm 
CMOS technology is shown as an example. The power gain reaches 10dB with 
more than 20GHz bandwidth. The synthesis costs only 25 hours, having a compa-
rable result and a 9 times speed enhancement compared with directly using the 
EM simulator in combination with a global optimization algorithm. 

The remainder of this chapter is organized as follows. Section 2.2 reviews the 
existing works for RF IC synthesis, and motivates the construction of the EMLDE 
algorithm. Section 2.3 introduces the basic mathematical and computational  
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intelligence techniques used in this chapter. Section 2.4 briefly introduces the 
MMLDE method as a first step for EMLDE. Section 2.5 elaborates the EMLDE 
method. The experimental verifications are in Section 2.6. Section 2.7 concludes 
the chapter.  

2.2   Review of Related Works and Challenges 

2.2.1   RF Integrated Circuit Synthesis 

Existing RF IC design automation methods focus on low-GHz synthesis  
[2-4,8-14] by employing lumped equivalent circuit models for passive components 
(e.g. transformer, inductor). The framework of most of these methods is shown in 
Figure 2.1. Compared with the low-frequency analog circuit sizing flow, a key 
part is the generation of the parasitic-aware model of the passive components. In 
RF IC designs at low-GHz frequencies, a simple lumped model is often extracted 
to mimic the behavior of the key passive components (transformer, inductor).  
Regression methods are then used to fit the (calibrated) EM simulation  
results (S-parameters) to the parasitic-included equivalent circuit models. The 
generated passive component models are accurate at low-GHz frequencies and 
computationally efficient.  

To make the parasitic-aware model reliable in providing the correct perfor-
mances for different design parameters, a strictly enforced layout template is often 
necessary. [10,11] use the parasitic corner, rather than a strict layout template, to 
improve the flexibility of the generated layout for circuits below 10GHz, yielding 
good results. In the development of the optimization kernel, evolutionary algo-
rithms (EAs) are introduced in RF IC synthesis to achieve global search, getting 
very good results. [14] uses Particle Swarm Optimization (PSO) and [13] intro-
duces the non-dominated genetic algorithm (NSGA) to RF IC synthesis in order to 
achieve multi-objective optimization. 
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Fig. 2.1 Framework of parasitic-aware optimization for RF ICs (from [4]) 
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Parasitic-aware lumped equivalent circuit models for passive components that 
accurately match the EM simulation results are difficult to find at frequencies be-
tween say 40GHz and above 100GHz due to the distributed effects at these mm-
wave frequencies [6]. Hence, when employing lumped equivalent circuit models, 
available RF integrated circuit design automation methods are limited to low-GHz 
instances. Because the speed enhancement method for RF IC synthesis (using 
lumped models) cannot be extended to mm-wave integrated circuit synthesis, and 
because directly including the EM simulations in each performance evaluation is 
too CPU time intensive, no good efficient method for mm-wave integrated circuit 
synthesis exists today. The only way left to mm-wave circuit designers is the “ex-
perience and simulation verification” method, which is at odds with today’s high-
performance and tightening time-to-market requirements.  

To summarize, the goal of this chapter is to fill the blank of efficient automated 
design of mm-wave-frequency integrated passive components and integrated cir-
cuits (linear amplifiers as an instance), achieving good accuracy while knowing an 
acceptable CPU time. 

2.3   Basic Computational Intelligence Techniques  

The methods presented in this chapter are based on computational intelligence 
techniques, i.e. evolutionary computation and machine learning techniques in spe-
cific. In the following, we will introduce three basic techniques: the Differential 
Evolution (DE) algorithm, the Gaussian Process (GP) machine learning and the 
Naive Bayes Classifier (NBC), which are the fundamentals for the presented algo-
rithms MMLDE and EMLDE.  

2.3.1   Differential Evolution 

The DE algorithm [15] is selected as the search engine in MMLDE and EMLDE. 
The DE algorithm outperforms many other evolutionary computation (EC) algo-
rithms in terms of solution quality and convergence speed. DE uses a simple diffe-
rential operator to create new candidate solutions and a one-to-one competition 
scheme to greedily select new candidates.  

The i-th candidate solution in the d-dimensional search space at generation t 
can be represented as 

,1 ,2 ,( ) [ , , , ]i i i di t x x xx =   (2.1) 

At each generation t, the mutation and crossover operators are applied to the can-
didate solutions, and a new population arises. Then, selection takes place, and the 
corresponding candidate solutions from both populations compete to comprise the 
next generation. The operators are now explained in detail. 

For each target candidate solution, according to the mutation operator, a mutant 
vector is built:   

,1( 1) [ ( 1), ,iiV t v t+ = +  , ( 1)]i dv t +  (2.2) 
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It is generated by adding the weighted difference between a given number of  
candidate solutions randomly selected from the previous population to another 
candidate solution. The mutation operation is therefore described by the following  
equation (DE/best/1/bin [23]): 

1 2( 1) ( ) ( ( ) ( ))best r riV t x t F x t x t+ = + −  (2.3) 

where indices 
1
r  and 

2
r ( 1 2, {1, 2, , }r r NP∈  , NP is the size of the population) are 

randomly chosen and mutually different, and also different from the current index 
i. Parameter (0, 2]F ∈  is a constant called the scaling factor, which controls the 

amplification of the differential variation 
1 2
( ) ( )

r r
x t x t− . The base vector to be 

perturbed ( )best tx  is the best member of the current population, so that the best  

information can be shared among the population. To avoid stagnation and to im-
prove the balance between exploration and exploitation, we use the random-scale 
search DE mutation operator. In this mutation, for the scaling factor we use a vec-

tor F̂  composed of Gaussian-distributed random variables with mean value μ  

and variance σ : 
,

ˆ ( , ),
i j

F norm μ σ=   ,1, 2, NPi =   1, 2,j d=  . Equation (2.3) 

is therefore changed to equation (2.4):  

1 2
ˆ( 1) ( ) ( ( ) ( ))best r ri iV t x t F x t x t+ = + −  (2.4) 

After the mutation phase, the crossover operator is applied to increase the diversi-
ty of the population. Thus, for each target candidate solution, a trial vector is gen-
erated as follows: 

,1 ,( 1) 1[ ( 1), , ( )]i i i dU t tu t u+ = ++   (2.5) 

,
,

,

( 1), ( ( , ) )  ( ),
( 1)

( ), ,                                          

i j
i j

i j

v t if rand i j CR or j randn i
t

x t otherwise
U

+ ≤ =
+ =





 (2.6) 

where ( , )rand i j  is an independent random number uniformly distributed in the 

range [0,1]. Parameter randn(i) is a randomly chosen index from the set 
{1, 2, , }d . Parameter [0,1]CR ∈  is a constant called the crossover parameter, 

which controls the diversity of the population. 

Following the crossover operation, the selection operation decides on the popu-

lation of the next generation (t+1). In standard DE, ( 1)
i

U t +  is compared to the 

initial target candidate solution ( )ix t  by a one-to-one-based greedy selection cri-

terion. However, in MMLDE and EMLDE, we do not use this selection operator, 
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but a variant instead, because we need to minimize the number of EM simulations. 
The new selection scheme will be introduced in Section 2.4.3 and 2.5.3.  

2.3.2   Gaussian Process Machine Learning 

Gaussian Process machine learning is the main learning machine used to train sur-
rogate models in our work, due to its solid mathematical foundation. Typically, 
classification and prediction are the two main applications areas of machine learn-
ing methods. In EM simulation-based design automation, prediction is empha-
sized. In this subsection, the basics of Gaussian Process (GP) modeling and  
prediction are introduced briefly. 

GP predicts a function value ( )y x  at some design point x by modeling ( )y x  as 
a stochastic variable with mean μ  and variance σ . If the function is continuous, 
the function values of two points 

i
x  and 

j
x  should be close if they are highly cor-

related. For two points 
i

x  and 
j

x , their correlation is defined as:  

1

( , ) exp( | | )

0,1 2

d
p

i j l il jl

l

l

l l

Corr x x x x

p

θ

θ
=

= − −

> ≤ ≤


 (2.7) 

where d is the dimension of x and 
l

θ  is the correlation parameter which deter-
mines how fast the correlation decreases when 

il
x  moves in the l direction. Para-

meter lp  is related to the smoothness of the function with respect to 
il

x . The  
values of μ , σ  and θ  are determined by maximizing the likelihood function of 
the observed data. Suppose that there are n observed data 

1 2
( , , )

n

Tx x x x=  , and 
their corresponding function values are 

1 2
( , , )

n

Ty y y y=  , then the optimal val-
ues of μ  and σ  can be found by setting the derivatives of the likelihood function 
to 0: 

1

/ 2 2 / 2 1/ 2 2

1 1
exp( ( ) ( ))

(2 ) ( ) | | 2

T

n n
h y I R y I

R
μ μ

π σ σ
−= − − −  (2.8) 

where I is a 1n ×  vector of ones, and R is the correlation matrix:  

,
( , ),  , 1, 2,

i j i j
R Corr x x i j n= =   (2.9) 

By solving the equations, the μ̂  and 2σ̂  are as follows:  

1 1 1ˆ ( )T TI R I I R yμ − − −=  (2.10) 

1

2
ˆ ˆ( ) ( )

ˆ
Ty I R y I

n

μ μ
σ

−− −
=  (2.11) 
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Using the GP model, the function value ( )y x∗  at a new point *x  can be predicted 

as ( *x  should be added in R, r): 

* 1ˆ ˆ ˆ( ) ( )Ty x r R y Iμ μ−= + −  (2.12) 

where 

* * *

1 2
[ ( , ), ( , ), , ( , )]T

n
r Corr x x Corr x x Corr x x=   (2.13) 

The measurement of the uncertainty of the prediction, i.e. the mean square error 

(MSE) or 2ŝ , which is used to assess the model accuracy, can be described as: 

* 2 1 1 2 1 1ˆ( ) [ ( ) ( ) ]T T TMSE x I r R r I r R r I R Iσ − − − −= − + −  (2.14) 

2.3.3   Naive Bayes Classifier 

The naive Bayes classification [16] is a supervised learning method. It is very effi-
cient and outperforms many existing classification methods, even some newly de-
veloped methods [17]. A classifier is a machine that maps the input feature space 
F to the output class label space C. Naive Bayes classification learns from a train-
ing data set of input vectors (input features) and their corresponding classes. In the 
following, we introduce how the naive Bayes classifier works.  

Assume that the input vector is d-dimensional, so we have feature variables 
from F1 to Fd. Each input vector is classified to a class Ci ( 1, ...,i n= ). For a new 
input vector x, the class it belongs to is decided by the maximum probability of the 
hypothesis that x belongs to Ci, that is: 

1 1
( ) arg max ( | , , )

i

i d d
C

class x p C C F x F x= = = =  (2.15) 

The naive Bayes classifier assumes that each feature Fk ( 1, ,k d=  ) is condi-
tionally independent of every other feature. Hence, the conditional probability 

1
( | , , )

d
p C F F  can be simplified to: 

1 1

1
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(2.16) 

where 
1

( , , )
d

p F F  is common to all and does not affect the ranking of equation 

(2.15). In this work, we assume that the input vector values associated with each 
class are Gaussian distributed. According to the training data, the mean and  
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variance of the data associated with each class can be calculated. Using the proba-
bility density function of the Gaussian distribution and plugging equation (2.16) 
into equation (2.15), the corresponding class for a new vector x can be calculated.    

Although the basic assumption of independence of all the features is often not 
accurate enough, the naive Bayes classifier uses the maximum of posteriori rule 
[16]. Therefore, the classification is decided by the ranking, rather than by the ac-

curate estimation of 
1 1

( | , , )
i d d

p C C F x F x= = = . This is the main reason why 

the naive Bayes classifier can still be very effective, even when using such a sim-
plified assumption. 

2.4   MMLDE: Efficient Synthesis of Integrated Passive 
Components at High Frequencies 

The proposed MMLDE algorithm [6] aims at efficiently synthesizing integrated 
passive components at high frequencies. It is clear that to achieve the targets, 
MMLDE must use EM simulations (to be general for passive components at high 
frequencies), a global optimization algorithm (to obtain highly optimized solu-
tions) and most importantly, surrogate modeling techniques (to enhance the effi-
ciency). The method for the integration of the machine learning techniques into 
the global optimization and the EM simulation-based algorithm is the key of 
MMLDE. 

2.4.1   Key Ideas of MMLDE 

An initial Gaussian Process (GP)-based surrogate model is constructed first by us-
ing a small number of Latin Hypercube (LHS) [18] samples that uniformly cover 
the design space. This model can provide a very rough estimation of the perfor-
mances of the passive component. In optimization, the constructed surrogate mod-
el and the prescreening method evaluate the potential of the candidate designs. 
The candidate designs are ranked and the one with the best potential is selected to 
perform the EM simulation. The new exact point will be used to update the surro-
gate model. We iteratively repeat this process until the termination condition is 
met. An important advantage of MMLDE is the use of the on-line surrogate mod-
el, which is constructed based on the available data in the optimization process. 
The promising solutions are selected meanwhile and guide further candidate solu-
tion generation. The advantages on efficiency and reliability of on-line surrogate 
model-based optimization compared with off-line surrogate model-based optimi-
zation [19] are described and compared in [6].  

On the other hand, the challenge of on-line surrogate-model-based optimization 
is that the quality of the surrogate model is not always good, as it is improving 
gradually throughout the optimization process. If the training data is little in some 
area of the design space, especially in the beginning stage, not enough information 
can be provided to the learning machine, so the surrogate model might not be 
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good enough. When direct using the performance values predicted by the  
surrogate model to judge the potentials of the candidate designs, the search may 
go to wrong directions and can finally be trapped in a local optimal point [6,20]. 
To solve this problem, the expected improvement (EI) prescreening with a GP-
based surrogate model focusing on global search and an artificial neural network 
(ANN)-based surrogate model [21] focusing on local search is proposed. This 
combined method achieves a good ranking and a high probability of correct selec-
tion for promising candidates, even when a good enough surrogate model is not 
available. More details are in [6]. The expected improvement (EI) prescreening 
method plays a key role in MMLDE and EMLDE, and is introduced in the next 
subsection.  

2.4.2   Expected Improvement Prescreening  

This subsection introduces the expected improvement (EI) prescreening associated 
with Gaussian Process surrogate modeling. Before introducing EI, a first note is 
that the prescreening methods (besides directly using the predicted values) are on-
ly suitable for GP-based surrogate modeling, since the prescreening methods are 
also based on the Gaussian stochastic process.  

The EI prescreening is calculated as follows: 

min min

min

( ) ( )
[ ( )] ( ( )) ( ) ( ) ( )

( ) ( )

f y x f y x
E I x f y x MSE x

MSE x MSE x
φ

− −
= − Φ +  (2.17) 

where 
min

f  is the current best function value in the population (the population with 

EM simulation results, not the generated population after evolutionary operators). 
( )φ ⋅  is the standard normal density function, and ( )Φ ⋅  is the standard normal dis-

tribution function. ( )I x  is the improvement of f. EI is essentially the part of the 

curve of the standard error in the model that lies below the best function value 
sampled so far. It can be seen that the EI prescreening considers both the predicted 
value and the possible prediction error. Therefore, the quality of a new candidate is 
evaluated in a global picture. More details are in [6]. 

2.4.3   The General Framework of MMLDE 

Based on the above components, the overall MMLDE algorithm for the efficient 
synthesis of high-frequency RF passive components can now be constructed.  
The description is as follows. The parameter setting rules of MMLDE can be 
found in [6].  

 
Step 0: Initialize the parameters, e.g. the generation threshold of repeatedly us-
ing GP/ANN when no improvement is shown, the DE algorithm parameters 
(e.g. CR), the GP parameters (e.g. the correlation function), the ANN parame-
ters (e.g. the number of neurons, the training algorithm).  
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Step 1: Initialize the population by LHS sampling of the design space. The EM 
simulations are performed for the sampled design points. 

Step 2: Check if the stopping criterion (e.g. a convergence criterion or a maxi-
mum number of iterations) is met. If yes, output the result; otherwise go to step 3.  

Step 3: Judge to use the GP or ANN machine learning techniques (see [6]).  

Step 4: Train the selected surrogate model according to the available samples 
(population).  

Step 5: Use the available samples as the current population, and perform the 
mutation operation to obtain each candidate solution’s mutant counterpart  
(equation (2.4)).  

Step 6: Perform the crossover operation between each candidate solution and its 
corresponding mutant counterpart to obtain each individual’s trial individual 
(equation (2.5) and (2.6)). 

Step 7: According to the model selected in Step 3, use the EI or the predicted 
value to select the individual with the possible best potential and perform the 
EM simulation to it.  

Step 8: Update the population by adding the point from step 7 and its perfor-
mance. Update the best solution obtained so far. Update other parameters. Go 
back to Step 2. 

2.4.4   Experimental Results of MMLDE 

In this section, one example is shown to verify MMLDE. For more examples, 
please see [6].  

The example integrated passive component is a 60GHz overlay transformer 
with octagonal shape in a 90nm CMOS process. The design variables are the inner 
diameter of the primary inductor (dinp), the inner diameter of the secondary in-
ductor (dins), the width of the primary inductor (wp) and the width of the second-
ary inductor (ws). The ranges of the design variables are , [20,150]dinp dins ∈ , 

, [5,10]wp ws ∈  (all in mμ ). The design specifications are the coupling coeffi-

cient k > 0.85, the quality factor of the primary inductor 
1

Q  > 10, the quality factor 

of the secondary inductor 
2

Q  > 10. The output load impedance is 25 Ω , which is 

the input resistance of the following stage. The specifications of the input imped-

ance (at 60GHz) are Re( ) [10, 20]
in

Z ∈  and Im( ) [10, 25]
in

Z ∈  ( Ω ), which is the 

required optimal load impedance of the driver stage. The optimization goal is to 
maximize the power transfer efficiency (PTE). The transformer synthesis results 
are shown in Table 2.1. The average PTE for 10 runs are provided for each me-
thod. The EM simulation tool is ADS-Momentum.  

From Table 2.1, the results can be analyzed. MMLDE costs 2.3 hours on a sin-
gle CPU node, which is very reasonable for practical use. Moreover, the result 
quality of MMLDE is comparable with the benchmark (method of using full EM 
simulations in combination with DE), but MMLDE is more than 10 times faster. 
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The standard deviation of MMLDE on the optimization goal, PTE, is 0.25%. The 
mesh density is set to 30 cells/wavelength and the Arc resolution is set to 45 de-
grees. A typical 60GHz transformer result of MMLDE is shown in Figure 2.2. 

Table 2.1 Results of different methods for integrated transformer synthesis  

 Reference method MMLDE 

PTE 89.0% 88.8% 

N 965 87 

T 24.7 hours 2.3 hours 

 
From the experiments, it can be seen that MMLDE is an efficient method and is 

the first practical method for high-frequency (especially mm-wave) integrated 
passive component synthesis, achieving highly optimized results in a very efficient 
time. 

2.5   EMLDE: Efficient Synthesis of mm-Wave Linear Amplifiers 

The EMLDE method aims at synthesizing mm-wave circuits working at very-high 
frequencies (e.g. 100GHz). Taking amplifiers as an example, at these frequencies, 

power gain is often the main considered performance. Due to the rather limited 
T

f  

of the CMOS technologies, other performances, such as the efficiency, are often 
very low and do not make sense to be optimized. The EMLDE method is pre-
sented here for the synthesis of such amplifiers.  

 

 

Fig. 2.2 A typical 60GHz transformer result generated by MMLDE 

dins 

dinp 

ws 

wp 
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2.5.1   Overview of EMLDE 

2.5.1.1   EMLDE: Goals, Challenges, Main Structure  

EMLDE is based on combining electromagnetic (EM) simulation with evolutio-
nary algorithms. Combining these two techniques, high-quality solutions can be 
obtained. However, like the synthesis of high-frequency integrated passive com-
ponents, the challenge is that the EM simulations included in each performance 
evaluation are very CPU time expensive and that the standard EA needs more 
function evaluations compared with non-population-based optimization algo-
rithms, although the optimization capability is much higher [22]. Hence, computa-
tional efficiency becomes the main problem. To address this problem, a natural 
idea is to use the on-line surrogate model construction and prescreening from 
MMLDE. However, the challenge with circuits instead of only passive compo-
nents is the higher dimensionality. Therefore, a hierarchical machine learning-
based evolutionary optimization mechanism is designed, which is the main 
framework of EMLDE. EMLDE aims to: 

• develop the first synthesis method (layout included) for linear mm-wave RF 
amplifiers beyond 60GHz starting from a given circuit topology, specifications 
and some hints on layout (e.g. the metal layer to be used, the transistor layout 
template with different number of fingers); 

• provide highly optimized results comparable to directly using an EA with EM 
simulations in the optimization loop, which is the best known method with 
respect to the solution quality aspect; 

• use much less computational effort compared to using the standard EA, and as 
such make the computational time of the synthesis practical; 

• be general enough for any technology and any frequency in the mm-wave 
frequency range.  

 
Although MMLDE can very well solve low-dimensional computationally expen-
sive optimization problems (e.g. transformer synthesis), the synthesis of mm-wave 
RF linear amplifiers brings new challenges, which make the MMLDE algorithm 
not workable for this problem. This is also called the “curse of dimensionality” in 
surrogate model assisted evolutionary algorithms. For the problem of RF amplifier 
synthesis, one stage of the amplifier often has 10-20 design variables (Section 2.6 
provides an example). However, most GP-surrogate model assisted evolutionary 
algorithms normally can handle small-scale expensive optimization problems (e.g. 
5 dimensions) very efficiently. Many works of expensive black-box optimization 
in the computational intelligence field focus on small-scale problems (e.g. 
[20],[23]). When the number of dimensions increases, two challenges appear. (1) 
Solution quality: an initial surrogate model that can roughly approximate the  
performance of the circuit is often difficult to construct with a reasonably small 
number of initial samples. Because the initial information is very limited, promis-
ing areas in the solution space are hard to be selected correctly, even with good 
prescreening methods. (2) Efficiency: a linear increase of the number of design va-
riables causes an exponential increase of the search space, which requires more 
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training data in the on-line optimization process. This also lowers the speed of the 
synthesis considerably, because more samples and iterations are needed and each 
of them is expensive. In addition, the computational effort to construct the GP 
model itself increases drastically with the number of design variables and the 
number of training data [24].  

To address this problem, the new contributions in EMLDE focus on dimension 
reduction to transform the original high-dimensional problem to a lower-
dimensional problem and on the efficient solution of this reformulated low-
dimensional but more complex problem. The dimension reduction method is  
introduced in Section 2.5.1.4, and the proposed new algorithm to solve “hard  
to predict” low-dimensional expensive optimization problems is introduced in 
Section 2.5.2.   

The general framework of the EMLDE method for mm-wave RF linear am-
plifier synthesis is shown in Figure 2.3. The key ideas and main blocks in the flow 
will be described in the next subsection. The core algorithms will be illustrated in 
a separate subsection.  

 

 

Fig. 2.3 The framework of the EMLDE method for the synthesis of high-frequency active 
circuits 

2.5.1.2   The Active Components Library and the Look-Up Table for 
Transmission Lines  

For the active components, EMLDE uses the parasitic-aware active device model 
library. For transmission lines, we use a look-up table (LUT) to get the values of 
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the S-parameters, since the number of parameters of a transmission line is often 
not large and their S-parameters are highly linear. In the case of a linear RF am-
plifier optimizing performances according to S-parameters (e.g. power gain), the 
computationally expensive parts are: the parasitic extraction of active devices 
(transistors), the EM simulation of the long transmission lines and the EM simula-
tion of transformers and inductors. When the performance optimization is based 
on linear analysis, usually the most critical problem is the impedance matching, 
and the transistors often have clear design rules. For example, a typical method is 
to use the minimum transistor length and a fixed width, while only the number of 
fingers is changed. In addition, the transistor layout is decided before any other 
components in many high-frequency amplifier designs. Hence, we first extract the 
parasitics of the transistors with different number of fingers but with fixed width 
and length beforehand and then directly use the extracted models in full-fletched 
optimization. Although optimizing the transistors (by changing the number of fin-
gers) with already extracted models is not needed in the experiments of this chap-
ter, this method is recommended when transistor sizing is necessary in synthesis. 
The extraction consumes some computational effort, but it is a one-time invest-
ment for each technology. Note that changing the number of fingers brings a dis-
crete design variable in the optimization. A quantization technique [15] can be 
used to make the floating-point-based DE method also workable for mixed conti-
nuous and discrete optimization problems.  

For the transmission lines, their S-parameters are highly linear. We first sweep 
the transmission lines with different line widths, lengths and distances between 
two lines when using differential transmission lines, and then build a look-up table 
(LUT). Through experiments, we found that the S-parameters generated by inter-
polation from the LUT differ little compared to the EM simulation results. The 
very small difference added less than 1% error on the circuit performances in our 
experiments. Like the active components, the data generation for the transmission 
lines is also a one-time investment. This solves the efficiency problem of perform-
ing on-line EM simulations for newly generated long transmission lines. There-
fore, the most expensive part remaining in EMLDE is the EM simulation of trans-
formers and inductors, which cannot be solved by the existing methods when 
going to mm-wave frequencies. The LUT method and the artificial neural network 
have been tested, but some of the S-parameters are very difficult to be trained and 
predicted with an acceptable accuracy. The solution will be presented in the next 
subsection.  

2.5.1.3   Handling Cascaded Amplifiers 

At high frequencies, to obtain a higher gain, the amplifier often includes multiple 
stages, which are cascaded together. For example, [25] designs the first fully diffe-
rential 100GHz CMOS amplifier, which uses 6 cascaded stages to obtain about 
10dB power gain. In manual design, the designer often copies the design of one 
stage to the other stages to construct the cascaded amplifier. This result is less op-
timal because the required impedance matching of each stage is different. In con-
trast, the synthesis method proposed here optimizes the cascaded amplifier stage 
by stage according to each stage’s own impedance matching. In EMLDE, instead 
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of dividing the circuit by active components like in manual design, transformers 
and inductors are the main objects for circuit division. Even for single-stage am-
plifiers but with a complex structure, dividing the circuit by key passive compo-
nents is also workable in most cases. The division rules are: (1) one stage includes 
one and only one computationally expensive passive component; (2) the compo-
nents in each stage must be connected together; (3) there should not exist compo-
nents that do not belong to any stage, such as the input / output pads.  More details 
of the division method will be shown by the example in Section 2.6. 

2.5.1.4   The Two Optimization Loops 

We now introduce our method to reduce the number of dimensions in one stage of 
the RF amplifier. Usually, the design parameters of a stage of the RF amplifier in-
clude the parameters of the transformers or inductors, the parameters of the tran-
sistors and the parameters of the connecting transmission lines. The overall circuit 
performance is decided by all of them. But with the help of the active components 
library and the look-up table for transmission lines discussed above, only the pa-
rameters of the transformers or inductors need expensive EM simulation. In addi-
tion, the number of parameters of a transformer or inductor is not large (often 4-5). 
Hence, a natural idea is to separate these design variables. Our method to reformu-
late the overall synthesis problem is as follows and is also shown in Figure 2.3.  

The parameters of the transformers or inductors are set as the design variables 
(input), and the performances of the amplifier with the decided transformer or in-
ductor and the corresponding optimized transistors and transmission lines are the 
output variables. In this way, the GP-based machine learning can be used for the 
outer optimization loop to decrease the number of expensive EM simulations. In 
other words, the original plain optimization problem is reformulated as a hierar-
chical optimization problem. The outer loop is the optimization of the transformer 
or inductor parameters, whose function values are the optimized performances of 
the amplifier stage, which is obtained by the inner optimization loop. The inner 
loop is the optimization of the transistors and transmission lines for the decided 
transformer or inductor provided by the outer loop. Although the inner loop needs 
more computational effort (an optimization is needed, rather than a single simula-
tion), thanks to the efficient models for transistors and transmission lines, and the 
fast S-parameter circuit simulation, the evaluation of the inner function is very 
cheap. In addition, because of the independence of the candidates in the popula-
tion of DE, parallel computation is used to further decrease the computational 
time. An 8-core CPU is used in this work. We use the selection-based differential 
evolution (SBDE) algorithm [26] for the inner optimization. Details of its settings 
are described in Section 2.5.2.  

The price to pay for lowering the number of dimensions of the problem by de-
composition is that the GP prediction and the expected improvement (EI) pre-
screening of the potential of a candidate design become more difficult. The reason 
is that the original performance is explicitly correlated to 10-20 or more variables, 
while in the new problem formulation it is predicted by 4-5 variables only and 
more than 10 variables are hidden. Hence, the problem to be predicted is more 
complex. Through experiments, we have found that only using the standard GP 
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method and EI prescreening is not good enough to make the selection of the prom-
ising solutions effectively. This means that more iterations are necessary, which 
naturally leads to more EM simulations and more inner optimizations. Hence, we 
propose a new GP surrogate model assisted evolutionary algorithm: combining 
adaptive population generation, naive Bayes classification and Gaussian Process-
based differential evolution (called ABGPDE). Using the ABGPDE algorithm, 
highly optimized designs can be obtained efficiently, with a solution quality com-
parable to directly using a global optimization algorithm with EM simulations in 
the function evaluations. In the test example of a 100GHz differential amplifier, 
the total synthesis time only costs 25 hours, and the speed is 9 times faster com-
pared to directly using evolutionary algorithms with embedded EM simulations 
(needs 9 days), which makes the computational time very practical. ABGPDE will 
be described in Section 2.5.2.  

2.5.2   Key Algorithms in the EMLDE Method 

2.5.2.1   The ABGPDE Algorithm 

The proposed ABGPDE algorithm is a surrogate model assisted evolutionary algo-
rithm for low-dimensional expensive optimization problems, especially suitable 
for problems with difficult to predict data sets. In EMLDE, the ABGPDE algo-
rithm solves the outer loop optimization. The inputs are the design parameters of 
the transformer or inductor (4-5 dimensions), and the output is the performance of 
a stage of the linear amplifier with its corresponding optimized transistors and 
transmission lines. The function evaluation includes the EM simulation of the 
transformer or inductor and the entire inner optimization loop.  

2.5.2.1.1   The Structure of ABGPDE 
Due to the dimension reduction, the basic structure of MMLDE can therefore be 
used in ABGPDE. The constraint handling method is the static penalty function 
method [27]. The differences with MMLDE are: (1) The inner optimization is in-
cluded. Both in initialization and optimization, an inner optimization is performed 
for each passive component design to obtain the corresponding optimal perfor-
mance of the amplifier stage. (2) Although the EI prescreening (see equation 
(2.17)) is still used, the evaluation of the potential of the candidates is different 
from MMLDE. (3) The population setting is different. In ABGPDE, there are two 
populations: one is the population containing all the simulated candidates, which 
is the same as MMLDE; the other is adaptively constructed in each iteration as de-
scribed below.  

It can also be mentioned that the EM simulations for the initial points can be 
done beforehand for a given technology, which is a one-time investment and can 
be used in the synthesis of all the stages. Only the inner optimization loop for the 
initial points needs to be done for each stage, because the best matching can be 
different from stage to stage. 
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2.5.2.1.2   Handling Difficult to Predict Data Sets 
After lowering the original plain optimization problem with 10-20 design va-
riables to a hierarchical optimization problem with 4-5 variables, the GP model 
predictions are more difficult. Through experiments, we found that using 
MMLDE, a satisfactory solution often needs many iterations, and each iteration is 
computationally expensive. The reason is that because of the complexity of the 
prediction problem, the number of wrong selections using the EI prescreening in-
creases a lot.  

We address this problem in two ways: (1) improving the potential evaluation of 
the candidates; (2) revising the EA.  

For the EI prescreening, at the same time while achieving global search, it also 
bears the unavoidable risk of not selecting good candidates. For a candidate whose 

tail of the probability density function is smaller than 
min

f  (the smallest function 

value found so far), the possibilities exist both of the candidate being truly a prom-
ising one or being not promising but having a large estimation variance. But EI 
cannot classify them. Hence, rather than improving the EI, we add the naive Bayes 
classification to help EI for this classification. If the function is continuous, the 

function values of two points 
i

x  and 
j

x  should be close if they are highly corre-

lated. We use the naive Bayes classifier which only considers the input space x to 
make classifications. This is a good supplement to GP machine learning which 
considers both the input space and the output space. If a candidate has a high EI 
value but is classified into the unpromising points class, there is a high probability 
that the point has an unpromising function value but with a large estimation  
variance.  

In ABGPDE, we use the mean performance of the current circuit being synthe-
sized (e.g. the power gain of two stages of the circuit) for all the candidate designs 
of the current population as the threshold. The candidates with function value bet-
ter than the threshold are classified as promising points; otherwise, they are classi-
fied as unpromising points. Both of them construct the training data. For a new 
population, we select the candidate solution with the highest EI value in the prom-
ising point class as the most promising one and evaluate it.  

Although the naive Bayes classifier helps EI to evaluate the potential of the 
candidate solutions, it only contributes to the identification of promising solutions. 
On the other hand, the problem of how to make promising solutions being gener-
ated more efficiently is still not answered. The evolutionary algorithm (EA) we 
use for expensive optimization is different from the standard EAs. In standard 
EAs, the solution quality of the population is improving in the evolution process; 
so beneficial information to generate promising candidates keeps increasing in the 
consecutive populations. After some iterations, a high percentage of the informa-
tion in the current population is beneficial to generate a candidate with good quali-
ty. In contrast, for surrogate model-assisted optimization, besides the initial sam-
ples, only one or few good new individuals are evaluated and added to the 
population in each iteration to increase the efficiency. Hence, in many occasions, 
the majority of the population are the initial samples. The goal of the initial sam-
ples is to cover the design space but many of them may not be good solutions. 
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Consequently, the percentage of beneficial information in the consecutive popula-
tions increases slowly. In evolutionary optimization, the new population is gener-
ated according to the information of the previous population by evolution  
operators. If the amount of beneficial information in the previous population is 
less, generating promising candidates is more difficult.  

Our idea to solve this problem is to artificially increase the amount of beneficial 
information by constructing a new population for evolution. In each iteration, we 
rank all the candidates in the original population and select the top 75% candidates 
to enter the new population for evolution. The remaining 25% of the new popula-
tion is filled by randomly selecting the candidates from the top 75% candidates of 
the original population. This operation may sacrifice the diversity a little bit but 
causes fast convergence to a satisfactory result, which fits the needs for expensive 
optimization problems. After all, in EMLDE, because all the simulated candidates 
are included in the original population, the diversity is quite high. Hence, if we re-
place some low-quality candidates, the diversity does not decrease too much.  

Based on the above ideas, the ABGPDE algorithm is constructed. The flow dia-
gram and the entire EMLDE algorithm description will be shown in Section 2.5.3. 

2.5.3   The Embedded SBDE Algorithm 

The SBDE algorithm is used for the inner optimization loop of the synthesis sys-
tem (see Figure 2.3). The inputs are the transistor parameters, transmission line 
parameters and DC voltages. The used transformer or inductor and its EM simula-
tion result are provided from the outer loop. The output is the performance of one 
stage of the RF amplifier with optimized transistors, transmission lines and biasing 
voltages.  

The construction of SBDE is quite simple. The optimization core is the stan-
dard DE algorithm (see Section 2.3.1) with a change of the selection operator. 
Constraints (e.g. bandwidth ≥ 20GHz) are handled by using the selection rules in 
[28]. The selection rules are: (1) Given two feasible solutions, select the one with 
the better objective function value; (2) Given two infeasible solutions, select the 
solution with the smaller constraint violation; (3) If one solution is feasible and the 
other is not, select the feasible solution.  More details are in [26]. 

Although the S-parameter simulation for the circuit is fast, the inner optimiza-
tion needs to evaluate a full population in each iteration and the optimization 
needs several iterations. Because the evaluation of different candidate designs in a 
population is independent from each other in SBDE, we use parallel computation. 
In our implementation, an 8-core CPU is used. Experiments for the test circuit be-
low show that the inner optimization of one candidate transformer design can be 
finished in 5-6 minutes. This time consumption is quite general for different cir-
cuits, because the time cost of the inner loop is mainly dominated by the  
S-parameter circuit simulation, which is correlated to the size of the simulated cir-
cuit stage. Using the same hardware and the circuit division method (see Section 
2.5.1.4) based on passive components, the size of each stage often does not vary 
much, even for different amplifiers. 
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2.5.4   The EMLDE Method 

Based on the above techniques, the entire EMLDE method is now described.  

2.5.4.1   The Flow Diagram of EMLDE 

The general flow of the high-frequency linear RF amplifier synthesis system is 
shown in Figure 2.3. The flow diagram of the EMLDE algorithm is shown in Fig-
ure 2.4. ABGPDE and SBDE are included in EMLDE. The parameter setting rules 
for EMLDE can be found in [7]. 

 

 

Fig. 2.4 Flow diagram of the EMLDE method for the synthesis of high-frequency active 
circuits 

The EMLDE algorithm works as follows. 

Step 0: Decompose the problem of optimizing an amplifier stage into the hie-
rarchical optimization with outer and inner loops according to the method de-
scribed in Section 2.5.1.4.  

Step 1: Initialize the parameters, e.g. the DE algorithm parameters.  

Step 2: Initialize the population by LHS sampling of the design space and per-
form EM simulation to the samples (can be done beforehand for a given tech-
nology). Perform the inner optimization loop for the samples. SBDE, the active 
component library and the transmission line LUT are used in this step.  
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Step 3: Update the population A by adding newly generated samples and their 
performances. In the first iteration, the added samples are from step 2; after-
wards, they are from step 11. Update the best solution obtained so far. 

Step 4: Check if the stopping criterion (e.g. a convergence criterion or a maxi-
mum number of iterations) is met. If yes, output the result; otherwise go to step 5.  

Step 5: Train the GP surrogate model according to population A. 

Step 6: Construct the population for evolution (population B) as described in 
Section 5.2.1.2. 
Step 7: Use population B and perform the DE mutation operation (see equation 
(2.4)) to obtain each candidate solution’s mutant counterpart.  

Step 8: Perform the crossover operation between each candidate solution and 
its corresponding mutant counterpart (see equation (2.5) and (2.6)) to obtain 
each individual’s trial individual. 

Step 9: Calculate the EI value of all the trial individuals from step 8.  

Step 10: Use the population A as the training data, perform naive Bayes classi-
fication as described in Section 2.3.3 to all the trial individuals from step 8.  

Step 11: Select the individual with the best potential according to the selection 
rule of SBDE and evaluate it using the same way as in step 2. Go back to Step 3.  

2.6   Experimental Verification of the EMLDE Method 

2.6.1   Example and Settings 

The EMLDE method is now demonstrated for the synthesis of a 100GHz three-
stage transformer-coupled fully differential amplifier [25] in a 90nm CMOS tech-
nology. One stage of the circuit configuration is shown in Figure 2.5. Using the 
same configuration but different sizing for each stage, the different stages are cas-
caded together. The optimization goal is the power gain (S21 at 100GHz); the 
constraints are bandwidth ≥ 20GHz and the Rollet stability factors (K factors) [29] 
>1. Note that at 100GHz, design for high gain is difficult due to the limitation of 

the 
T

f  of the 90nm technology. Achieving similar performances, [25] uses six 

stages (measurement result). Although simulation results and measurement results 
cannot be compared directly, the manual design result is a good reference to verify 
the high solution quality of EMLDE.   

The transmission line used is a high-Q slow-wave coplanar transmission line 
[30]. The differential lines (CPW line) are on the top metal layer and the floating 
metal strips are on the lower metal layer. For the transformer, the top metal layer 
is used. All the transistors have the same size to make sure that each stage can 
drive the next stage. All the transistors have 1 mμ  width, 90nm length and 15  

fingers as in [25]. In a cascaded multi-stage RF amplifier with the same transistor 
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size, the optimal design parameters of the transformers often do not differ much 
from one stage to the other. Indeed, the typical manual design method of copying 
the design of one stage to construct the whole amplifier achieves less optimal re-
sults. Because of this, all the passive components need to be re-synthesized. But 
after performing the inner optimization on the initial samples in the synthesis of 
the previous stage, we can delete a few samples which have very bad perfor-
mances when synthesizing the next stage. The design variables are as follows. For 
transformers, the design variables are the inner diameter of the primary inductor 
(dinp), the inner diameter of the secondary inductor (dins), the width of the prima-
ry inductor (wp) and the width of the secondary inductor (ws) and the spacing be-
tween the two ports (sp). For transmission lines, the design variables are the metal 
width (lw), the metal length (ll), and the spacing between the differential lines (ls). 
Two DC voltages (VD and VBias) are included in each stage. The overall input / 
output load impedance is 50 Ω . The ranges for the design variables are in Table 
2.2, which are provided by the designer. There are in total 51 design variables for 
the three-stage amplifier. 

 

 

Fig. 2.5 One stage of the 100GHz amplifier (the full amplifier needs three such stages) 

The algorithm parameter settings are as follows. In ABGPDE, the parameters 
are the same as in the MMLDE settings. For the GP model used in ABGPDE, the 
DACE toolbox [31] is used. For SBDE, we set the population size to 20 and the 
number of iterations to 20. The purpose of this setting is to call for a good balance 
between the solution quality and the efficiency of the inner optimization. EMLDE 
stops when the performance cannot be improved for 20 consecutive generations or 
when the number of outer iterations reaches 90 (including initial points). The 
examples are run on a PC with Intel 2.66GHz dual Xeon 2 × 6 core-CPU (only 8 
cores are used) under the Linux operating system. All the time consumptions men-
tioned in the experiments are clock time. ADS Momentum is used as the EM 
simulator. Note that in all the methods investigated, each EM simulation is paral-
lelized automatically by Momentum using the 8 cores. Synopsys HSPICE is used 
as the circuit simulator with S-parameter models. 
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Table 2.2 Design parameters and their ranges 

Parameters Lower Bound Upper Bound 

dinp,dins ( mμ ) 30 110 

wp, ws ( mμ ) 2 10 

sp ( mμ ) 8 23 

lw ( mμ ) 1 10 

ll ( mμ ) 2 80 

ls ( mμ ) 7 23 

 
We synthesize the amplifier stage by stage, starting from the output stage for-

ward to the input stage. For the current stage being optimized, the S-parameter 
models of the passive components (transformer, transmission lines) are separated 
for HSPICE simulation, while the already synthesized stages are described by a 
single S-parameter model integrating all the passive components. For example, 
when optimizing stage 2, the transformer and the transmission lines have their 
own S-parameter models to enter the HSPICE simulation. For stage 3, which is al-
ready synthesized at that moment, the pad, transformer and transmission lines are 
connected together to perform an EM simulation, whose S-parameters result will 
be used when synthesizing stage 2. Because the overall amplifier includes four 
parts (see Figure 2.6) to synthesize, and the matching impedances of each part are 
different, four test problems are included in this example. The performance of the 
whole amplifier is affected by all of the four test problems, which shows the ro-
bustness of EMLDE.  

2.6.2   Example: Three-Stage Linear Amplifier Synthesis 

We first use the method of the DE algorithm with EM simulation for the transfor-
mers as the performance evaluation. No machine learning method is used. This 
method can provide the best result, which serves as the reference result, but this 
method is of course very CPU time expensive. Parallel computation of the 
HSPICE simulations is not included. The synthesized circuit is shown in Figure 
2.6 and the simulation results are shown in Figure 2.7. The power gain is 10.53dB 
and the time consumption is about 9 days. 

 

Fig. 2.6 The amplifier synthesized without machine learning 
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Fig. 2.7 S-parameters curve of the amplifier from Figure 2.6 from 80GHz to 110GHz (ref-
erence method – 9 days) 

 

Fig. 2.8 The amplifier synthesized by EMLDE 

 

Fig. 2.9 S-parameter curve of the amplifier synthesized by EMLDE (Figure 2.8) from 
80GHz to 110GHz (EMLDE – 25 hours) 

Then, we use the EMLDE-based synthesis system. The synthesized circuit is 
shown in Figure 2.8 and the simulation results are shown in Figure 2.9. The power 
gain is 10.41dB (i.e. slightly less than 10.53dB) but the CPU time cost is only 25 
hours. The constraints are satisfied for both methods. 
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It can be seen that the presented high-frequency RF linear amplifier synthesis 
system can achieve a result comparable to directly using the DE algorithm and 
EM simulation, which is the reference benchmark. We can also see the high solu-
tion quality from the mm-wave frequency RF IC design aspect. It is well known 
by designers that achieving 3 dB power gain per stage requires a very good match-
ing beyond 60GHz, and that the higher the working frequency, the more difficult it 
is to achieve high gain. The result shows that the average power gain of each stage 
reaches nearly 3.5 dB in the synthesized amplifier at 100GHz which is impressive 
considering the loss of the passive components and the influence of the pads. In 
terms of computational efficiency, about 9 times speed enhancement is achieved 
by EMLDE. The time cost of 25 hours is very reasonable for practical use.  

In this synthesis, a total of 48 EM simulations are used (excluding the 49 initial 
sampling points which can be done beforehand in a given technology). The time 
spent on the EM simulations is 2.5 hours. The inner loop optimization costs 22.7 
hours. When directly using the DE algorithm and EM simulation, nearly 4000 EM 
simulations are needed. It can be seen that EMLDE decreases the number of ex-
pensive EM simulations carried out by about 80 times. Although there are much 
more circuit simulations in EMLDE, the linear circuit simulation is cheap. We can 
also conclude that the more complex the key passive components, which need 
more EM simulation time, the higher the advantage of EMLDE. 

2.7   Conclusion 

This chapter has reported the efficient high-frequency synthesis methods for the 
synthesis of integrated passive components (with a method called memetic ma-
chine learning-based differential evolution (MMLDE)) as well as for the synthesis 
of mm-wave-frequency linear amplifiers (with a method called Efficient Machine 
Learning-based Differential Evolution (EMLDE)). The common ideas are to in-
troduce machine learning into evolutionary computation, in order to construct a 
surrogate model assisted evolutionary algorithm. In MMLDE, by using memetic 
computation integrating Gaussian Process machine learning with expected im-
provement prescreening and an artificial neural network with predicted values, the 
search quality and efficiency have considerably been enhanced. In EMLDE, by 
using the decomposition method, which reformulates the problem into a hierar-
chical structure, and using the ABGPDE algorithm to solve the low-dimensional 
but more complex expensive optimization problems, the “curse of dimensionality” 
of mm-wave circuit synthesis has been addressed. MMLDE and EMLDE have 
been shown to provide results that are comparable to directly using a global opti-
mization algorithm in combination with EM simulations as performance evalua-
tion, which is the best framework in terms of solution quality, but at far lower 
(nearly an order of magnitude) computational cost. The objectives of achieving 
high optimization ability, high efficiency and high generality in the automated 
synthesis of high-frequency circuits are therefore met.  
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Chapter 3 
Self-Healing Circuits Using Statistical Element 
Selection 

Vanessa H.-C. Chen, Gokce Keskin, and Lawrence T. Pileggi* 

Abstract. Due to the ongoing aggressive scaling of integrated circuit technologies, 
designers are challenged by creating robust analog and mixed-signal circuit de-
signs. The increasing random intra-die variations of small feature sizes in ad-
vanced CMOS nodes severely limit the benefits of scaling for analog/mixed-signal 
circuits with the diminishing voltage headroom. This chapter describes the details 
of the statistical element selection (SES) methodology that relies on the combina-
torial growth in number of subsets. With selectable circuit elements, the random-
ness can be used to provide post-manufacturing configuration to achieve specifications. 
The calibration methodology is demonstrated with two silicon results in 65nm 
CMOS technology. One test chip consists of an array of digitally calibrated com-
parators with built-in combinatorial redundancy. Over 99.5% of the comparators 
reach the given offset requirement compared to 15% for Pelgrom-type sizing. The 
other test chip is an 8-bit, 1.5GS/s flash ADC. The prototype achieves 37dB of 
SNDR with 1.3GHz ERBW for 35mW power consumption and 0.42pJ/conv-step 
of figure of merit. 

3.1   Introduction 

Aggressive scaling of integrated circuit technologies has created significant chal-
lenges for robust design of analog and mixed-signal circuits. The digitalization of 
mixed-signal blocks benefits most from the technology scaling; however, large-
size transistors are needed in analog/mixed-signal circuits to address matching is-
sues for nano-scale devices using traditional sizing methods [1]. In the presence of 
large-scale random variations, mismatch becomes a significant design challenge 
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and alternative device sizing approaches must be considered. Manufacturing varia-
tions can generally be classified into two categories, systematic and random. 
Many of the dominant systematic variations can be predicted and addressed by us-
ing careful circuit design and layout techniques. However, random variations of 
the identically designed devices are unpredictable and can cause significant mis-
match among devices. 

The traditional approach for reducing the local random mismatch is to increase 
the device size following Pelgrom’s seminal paper [1]. The standard deviation of 
random mismatch characterized by the Pelgrom model is inversely proportional to 
the square root of the device area, which corresponds to increased area and current 
for improved matching. With increased device sizing, the power consumption in-
creases due to the larger currents, but can increase further due to the additional 
power required to achieve the bandwidth targets with the increase in device load-
ing capacitance. For some designs, a better tradeoff between power consumption 
and device mismatch is achieved using digital calibration techniques, such as re-
dundancy [2]. Redundancy was demonstrated for flash ADCs in [2], for example, 
as an implementation with extra comparators followed by selection of the best 2N 
comparators for an N-bit design. 

With the additional variability, particularly that due to random threshold mis-
match, that is incurred with scaling to and below the 65nm CMOS node, even dig-
ital calibration and redundancy methods can require significant overhead costs. 
Statistical Element Selection (SES) was recently proposed to alleviate the impact 
of extreme random variability via a combinatorial implementation of redundancy 
[3]. The basic concept is to choose one subset from among 2 1 available sub-
sets. Each analog component that is to be matched is formed from N identically-
designed subcomponents (e.g., branches of input transistors in a comparator). But 
rather than grouping the branches into predetermined blocks for redundancy selec-
tion, each pair is allowed to be individually selected. The combinatorial redundan-
cy (CR) can be implemented efficiently when the subcomponents are enabled by 
digital selection. The search space of combinatorial redundancy is much larger 
than that of redundancy, and the exponential increase in the number of combina-
tions results in a significant improvement in matching at the increased cost of sta-
tistical selection.  

In this chapter the SES methodology is analyzed in detail and described for the 
implementation of low-power self-healing circuits and systems. Two silicon re-
sults in 65nm CMOS bulk process demonstrate the potential for improved power 
efficiency with SES. The primary sources of variation in modern CMOS processes 
and their effects on analog circuits are first reviewed in the following section. 

3.2   Process Variations 

Manufacturing variations are a significant problem for both digital and analog cir-
cuits in advanced CMOS process nodes and are expected to grow in importance 
with each new generation. Variations in modern CMOS nodes can generally be 
classified into two categories: systematic and random. Many of the dominant  
systematic variations can be predicted and addressed by using careful circuit  
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design and layout techniques. Random variations are unpredictable and can cause 
significant mismatch among devices on the same die. It is the randomness of mis-
match that is actually exploited by the CR/SES approach to tune the circuits after 
manufacturing. 

3.2.1   Systematic Variations 

Systematic variations can be broadly classified into two sub-groups [4]: 

• Across-field effects that are caused by lithography or etching: Location of the 
die on the wafer can lead to a systematic shift in device parameters. All devices 
in the same vicinity are affected the same way due to these effects. 

• Layout dependent effects that result in different characteristics of identical de-
vices in the same vicinity in the wafer: An example is variation due to the well 
proximity effect where threshold voltage of a MOSFET close to an n-well can 
be different from an identical MOSFET far away from n-wells. Other major 
sources include those due to the polysilicon surrounding of the gates and STI 
stress [5]–[7]. 

Restricted design rules with fixed gate lengths, high regularity in diffusion, 
poly and metal layers, single poly orientation and lithography solutions such as 
double patterning and optical proximity correction are already proposed tech-
niques to alleviate the systematic effects in leading-edge CMOS processes 
[8][9]. Although these methods are mainly discussed for logic gates and memo-
ries, analog circuits will ultimately require similar patterning rules for control-
ling variations. 

3.2.2   Random Variations 

Random variations are due to unpredictable and unrepeatable sources of variation 
in manufacturing. Random dopant fluctuation (RDF) in the transistor channel is an 
example [10]. Several new technologies such as undoped channels, high-k metal 
gates, thin SOI, and Fin-FETs are being evaluated, but tens of millivolts of varia-
tion in threshold voltage is still expected [11]–[15]. 

Another source of random variation is line edge roughness (LER). Micro-
scopic deviations in the poly line forming the gate can lead to uneven channel 
length across the width of the device. These variations can lead to an effective 
difference in the conductance constant and adversely affect matching. 

3.2.3   Mismatch Correction Methods 

Random sources of variation cannot be alleviated by following restricted de-
sign rules, and hence become the primary challenge in matching-limited  
designs. Minimization of mismatch is desirable in order to scale more aggres-
sively and at the same time to improve the power efficiency. Increasing the  
device size is the conventional way to reduce the local random mismatch. The 
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standard deviation of input offset of a differential pair is characterized by the Pel-
grom model as .

                      (3.1) 

where AVT and Aβ are process-related coefficients, W and L are width and length 
of the differential pair.  

Assuming that the input offset of the differential pair is dominant, the input off-
set is inversely proportional to the square root of the device area. However, large 
area and hence more current are required for better matching property. Therefore, 
the power consumption increases rapidly as the number of analog circuit elements 
increases. 

In order to achieve better tradeoff between power consumption and device 
mismatch for an input differential pair, digital calibration techniques with redun-
dancy elements or digital-to-analog converters (DACs) are used. Redundancy was 
demonstrated for flash ADCs as the implementation of an excess of comparators 
followed by selection of the best comparator [2] as shown in Fig. 3.1. K identical 
comparators are implemented, each with a unique offset taken from the normal 
distribution. The comparator with the minimum offset found within the set of K 
comparators is used. Redundancy can be extended to using more than 1 compara-
tor from the set of K comparators. In flash ADCs the redundant comparators must 
be spread out across the range of reference voltages. If the comparators have 

 on the order of 1 LSB, the probability distribution functions (PDFs) of  
the offsets of comparators with neighboring reference voltages will overlap consi-
derably. The overlapping PDFs allow for comparator reassignment, where a  
comparator nominally designed for one reference voltage is chosen to act as the 
comparator for a second reference voltage. This method significantly increases the 
probability that at least one redundant element with small area can satisfy the giv-
en input offset specification. 

 

Fig. 3.1 Redundancy for comparators: choosing 1 of K comparators 

DAC-based calibration can be implemented with low overhead by adding a 
thermometer-coded current DAC tapping into the A and B nodes as shown in Fig. 
3.2 [16]. The injected current changes the offset voltage. Each unit cell could con-
sist of only three near-minimum size transistors: two switches to control polarity 
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and a current source. The DAC used in DAC-based calibration must be able to ca-
librate the comparator to a given accuracy. The calibration requirements result in a 
range and resolution specification for the DAC. To provide a high yield, the DAC 
must provide enough full scale range to correct for the expected range of random 
input offsets. 

 

Fig. 3.2 Current DAC calibrated comparator 

3.3   Statistical Element Selection 

3.3.1   Basis 

The basic concept of Statistical Element Selection (SES) [3] is to use N identically 
laid-out elements for a critical circuit block (e.g., branches of input transistors in a 
comparator) and choose one subset from among the 2 1 available subsets 
such that will satisfy the desired specification (e.g., input offset voltage). Consider 
the differential amplifier in Fig. 3.3, with N pairs of input NMOS transistors that 
are labeled as \  through \ . Each pair has its own tail NMOS 
transistor with gates tied to digital control signals:  through . Each pair 
can be turned on or off as desired by 1: . Each transistor has different 
characteristics due to the random variations, and the mismatches between the pair 
transistors result in non-ideal effects such as input offset voltage. 

With sizing for random variations based on the approach in [1], all branches 
from 1 to N are selected. All signals 1:  are connected to the same line 
during the design phase. The larger area by the selection of all mismatched 
branches results in a lower amount of effective variation, and yields an improve-
ment of 1 √⁄  in matching standard deviation [1]. For the redundancy technique, 
branches are grouped into predetermined identical blocks during the design phase. 
Only one block can be selected at a time during post-manufacturing calibration. 
For example, assume that each pair in Fig. 3.3 forms one block as a result of total  
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Fig. 3.3 SES-based differential amplifier 

N blocks. Among the available N combinations, the one with the best offset speci-
fication is selected. If 2⁄  branches form one block, there are only 2 combina-
tions to select from during calibration. 

Rather than grouping the branches into predetermined blocks, each pair is al-
lowed to be individually selected in CR/SES.  This is essentially a finer grain re-
dundancy that can be used for efficient digital selection of the “elements.” If total 

of 2⁄  pairs are desired, the selection can be made among the 2⁄  subsets, 

which are formed using the control signals. The search space is much larger than 
that of the component redundancy described in [2]. If 16 and 8 pairs form 
one block, only two blocks are available for selection with redundancy elements. 
However 12,870 combinations are available as any subset of size 8 can be selected 
with SES. The subset size is not constrained to 2⁄ , and any subset among 2 1 can be selected. This exponential increase in the number of combinations 
results in a significant improvement in finding a low offset combination. 

Assume that the input offset of ith input pair is ,  and the transconductances 
of all pairs are the same, then the input offset voltage of the differential amplifier is: ∑ ,                         (3.2) 

where ,  is the input offset of the ith input pair. If we consider the case that on-
ly a subset of the N pairs is chosen (N times redundancy), the resulting input offset 
voltage is: 

∑ ∑ ,                         (3.3) 

where 1 if the ith pair is chosen, and 0 otherwise.  
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 mismatch generally dominates the input offset of the differential pair, and 
we can write , ∆ ,  [17]. In addition, assume that the input transistors are 
the dominant source of mismatch, and that the ,  distribution is centered at 0 
and can be estimated as a Gaussian normal distribution with 0, , . Using 
(3.3), we can determine that the input offset voltage of the amplifier is 0, , 

where , ∑⁄ . This follows a close resemblance to the result found 
in [1], where matching of MOS devices in close proximity has been shown to im-
prove by 1 √⁄ . 

As in all circuit designs, the main goal of SES is to achieve a target specifica-
tion such as input offset voltage with arbitrarily high probability (e.g., 99.5%) with 
lowest possible power and area. The basic parameters to determine are: 

• Total number of selectable elements (N) 
• The number of elements selected (k) 
• Size of each element 

• Total number of sets among  that will be tried, determining calibration 

time 

Since different circuits and applications require different trade-offs among these 
parameters, a methodology to determine the values of the basic parameters is de-
scribed in the following section. 

3.3.2   Methodology 

Figure 3.4 shows a latch type SES-based comparator where the dark sections are 
replicated N times [18]. Assume that each selectable element on Fig. 3.4 has an 
offset distribution that follows normal 0, ,  and only one element among 
the N is selected. The probability that this element has an absolute offset smaller 
than a given specification spec is 

, √ 1                  (3.4) 

 denotes the probability that this element will fall out of the given offset spe-
cification (spec). To ensure good linearity of the ADC, spec should be less than 
±0.5LSB. Since the offset of each element is independent, one can calculate the 
probability that each and every one of the available N elements will fall out of the 
desired offset specification as: 

,                            (3.5) 

This is a classical example of the N-time redundancy method. Let us now consider 
that all N elements are chosen. In this case, the offset distribution follows 0, , / . The probability that the offset is within spec (denoted by , ) 

can be calculated simply by substituting ,  in (3.4) with , √⁄ . This 
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is a classical example of Pelgrom-type sizing to reduce random variability and re-
sults in lower failure probability than using only a single element. 

Redundancy and Pelgrom-type sizing are the two extremes for SES. Rather 
than selecting one at a time (redundancy), or all at once (sizing), k elements 
among N are selected at a time (1 ). Fig. 3.5, which is generated using 1 10  Monte Carlo samples in MATLAB, shows the failure probability 
( , ) as k is varied as 20, , 1 and offset specification (spec) is 10 . In other words, an absolute offset less than 1/100 of the standard deviation 
of each element is tried to achieve.  for each element can be calculated from 
(3.4) using , 1 and 10 . 

 

Fig. 3.4 SES-based latch type comparators 

The leftmost point in the contour shows the case of redundancy, where we have 
20 independent subsets of only one element each ( 1). The failure probability 

at this point in the contour can be calculated simply by , . The 
rightmost point corresponds to the case where we have only one subset of 20 ele-
ments (select all elements, 20). Probability of failure for this subset, 

, can be calculated from (3.4) again, with 10  and , 1 √20⁄ ; 

because we know that standard deviation decreases by 1 √⁄ . The failure 
probability at the right end of the contour is simply , , since there 
is only one subset of size 20. This point corresponds to Pelgrom-type sizing 
( 20). Clearly, orders of magnitude of improvement in failure probability 
is achievable compared to both redundancy and Pelgrom-type sizing if we allow k 
to be anywhere between these two extremes; i.e. 1 . 
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Fig. 3.5 Failure probability for 20, , 1, 10  

Minimum failure probability is observed as 4; however, this may not be 
the optimum point because 16 unused elements are contributing to the parasitics. 
In the comparator example, that would slow down the circuit. In most cases it is 
desirable to minimize the number of unused elements, or simply maximize the /  ratio while achieving the required offset specs. 

Fig. 3.6 shows the plots when both N and k are varied. Each blue contour cor-
responds to a different N value (1 20), and the x-axis shows how many 
elements (k) are selected among N ( ). As the previous case, each selectable 
element follows 0,1  and 10 . A good way to visualize the im-
provement in failure probability is to look at a vertical line at a given k (shown for 10), and determine the intersection points between this line and each contour. 
We increase N until we reach the failure probability target ,  (shown for , 10 ). In this example, target is reached when 18. Any N above 
18 can be chosen, but it results in the expense of increasing the number of unused 
elements. 

A MATLAB script can search through the data, find the appropriate ,  
pairs, and produce the highest /  ratio for each k. In Fig. 3.6, these points have 
been marked with circles for each k where the ,  specification can be met. 
Although not fully monotonic due to the discrete nature of the problem, we ob-
serve higher /  ratios as k increases. In other words, red circles to the right 
have, in general, better utilization of elements compared to the ones on the left. 

Fig. 3.7 shows a comparison of these methods as N (normalized area unit) is 
varied. Each selectable element offset is assumed to follow a normal distribution 0,90  with 2 . Only half of all elements are allowed to be se-
lected for CR/SES ( /2). For the redundancy method, each element forms 
one block (N redundant blocks). The yield for CR/SES can be estimated by 
MATLAB Monte Carlo simulation (10,000 samples). The yield for DAC-based 
calibration is 
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, √                     (3.6) 

where is the target offset,  is the calibration step size, and n is the DAC 
resolution.  as discussed in [19]. The others are calculated from 
their yield equations. Dramatic improvement in success probability can be seen 
with CR/SES compared to the other methods. 

 

Fig. 3.6 Failure probability for 1  20, , 1, 10  

 

Fig. 3.7 Comparison of SES, redundancy, scaling and DAC-based calibration 

Although the previous scenario is informative, it might not be completely realis-
tic. In most cases, designers are not restricted to choose a fixed element size; they 
can choose among fewer but larger elements (e.g., 0 and , 1). For the comparator example, assume that all transistors in the replicated 
section have a minimum length (L). Consider the following two cases: 
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• Case 1:  total elements; in each element, all the transistors have width , 
giving a standard deviation of . We are selecting  elements among . 

• Case 2:  total elements; in each element, all the transistors have width , 
giving a standard deviation of . We are selecting  elements among . 

For a fair comparison, assume that the total area in two cases is the same; i.e. 
, ignoring routing area and the storage for configuration bits. 

We want to determine which case has better resource utilization (has higher /  
ratio). In order to achieve this goal, we first regenerate the plot in Fig. 3.6 for  
different /  ratios to normalize it to spec. Fig. 3.8 shows these indi-
vidual plots forming the slices of a “decision cube.” Using the decision cube, the 
designer can evaluate tradeoffs between differing element sizes for a given spec. 
Each slice of the cube corresponds to a different element size. 

 

Fig. 3.8 The decision cube. 

The decision cube is built only once for a predetermined range of (normalized) /  ratios (where spec is the offset specification). Each /  
plot forms one slice of the cube. Since the cube is built on the normalized values 
(the /  ratio), it only needs to be built once. The same cube can be 
used for different designs with different resolutions or process technologies. In 
most practical applications, desired /  ratios would be from 10  to 10 . An arbitrary number of slices can be formed between these points, but 100 
slices are generally enough to converge on a decision of , ,  triplets that will 
satisfy the failure probability ( , ) target. A simple design recipe is: 

1. Specify the offset specification spec.  
2. Specify the failure probability target ,  for each comparator. For ex-

ample, if we would like to find a configuration that will satisfy the spec 
99.5% of the time, , 5 10 .  

3. Specify the standard deviation of the offset for each type of selectable ele-
ment ( , ). For example, assume that the basic selectable element is a 
single transistor. The first selectable element could be a transistor with width 

 and standard deviation , , and the second selectable one could 
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be with width  and standard deviation , . These values can be 
determined by running circuit simulations for the design in the given process 
technology. 

4. Calculate the ratio ,  for each selectable element type. 
5. Input the results in steps 2 and 4 to a MATLAB script. For each selectable 

element type ( , ), the script will produce all the ,  pairs that 
will satisfy the requirements in steps 1 and 2 using the cube in Fig. 3.8. 
Since the decision cube is pre-built, this is an efficient process step.  

6. Now choose between the , , ,  triplets that satisfy the require-
ments in steps 1 and 2 for the specific application. We have observed that in 
many cases, selecting half the total available elements ( /2) results in a 
good trade-off between resource utilization and the number of configuration 
bits. 

The decision cube in Fig. 3.8 assumes that all available subsets are searched for a 
given set of N elements. If there is enough on-chip processing power available to 
perform an intelligent search, it is possible to search through all 2 1 available 
combinations. An easier but less optimal option is a greedy search, where random 
combinations are uploaded to the differential amplifier until a successful combina-
tion is found. We can limit the number of trials to ensure that calibration time is 
not very long. The maximum allowable trials can be added as a fourth dimension 
to the decision cube on Fig. 3.8, allowing the designer to evaluate the calibration 
time trade-off in addition to the , , ,  triplets. 

3.4   Comparator Array in 65nm Bulk CMOS Technology 

3.4.1   Design Architecture 

A test chip consisting of comparators in 65nm bulk CMOS was designed and  
fabricated to verify the modeling results. The comparator in Fig. 3.3 with 32 se-
lectable elements has been used as the basic building block, out of which 16 are 
chosen. Each die includes 255 comparators, intended to be used for an 8-bit ADC. 
The architecture of the test chip and the timing diagram for calibration is given in 
Fig. 3.9. 

The number of available selectable elements, the subset size and the size of 
each element are determined by using the methodology in the previous section. 
Maximum allowed calibration steps per comparator is chosen as 10,000. The full 
scale range (FSR) of the intended 8-bit ADC is 1V, giving a least significant bit 
(LSB) of 3.9mV. A comparator is defined as “within the specification” if at least 
one combination among the 10,000 steps results in an input offset voltage ampli-
tude smaller than 0.5LSB. The design point is chosen so that all 255 comparators 
will be within the specification with 99.5% probability. During the design of  
the comparator, transistors in the shared block are sized such that their effect on 
the overall offset is much smaller than the replicated transistors. It results in  
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efficiently controlling the offset of the comparator with the selection of the input 
differential pair. 

The configuration bits for the 255 comparators are stored in flip flops. The dif-
ferential output (2 bits) of each comparator is stored in 2 scan flip-flops. The  
timing diagram of the calibration process is also shown in Fig. 3.9. In region 1, 
configuration bits are scanned into the select flip-flops by using Scan In input and 
running Select Clk. Scan Enable is held low during this period. After all the selec-
tion bits are scanned in, Core Clk for the latch type comparator runs a few times to 
allow the outputs of the comparators to settle and clear any metastability in the 
latches (region 2). Comparator outputs are then loaded to the output scan flip-
flops, which are subsequently put into scan-out mode by raising the Scan Enable 
signal (region 3). The differential output for each comparator is then read from 
Scan Out by toggling Scan Clk. The inputs ( ) are swept in small steps and the 
outputs of the comparators are read approximately 50 times through the output 
scan chain. At each input step, the number of times that each comparator outputs a 
value of 1 is collected. The input voltage vs. number of 1's curve is then fitted to a 
Gaussian cumulative distribution function. The mean of this distribution is used as 
the input offset voltage of the comparator for the given configuration. 

 

Fig. 3.9 Comparator array test chip architecture 

3.4.2   Testing Setup 

The test setup for the measurements is shown on Fig. 3.10. The setup is automated 
using built-in MATLAB toolboxes on the PC. Keithley 2400 sourcemeters with 
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high precision are used for input voltages, and Agilent E3648A DC sources are 
used to supply the power to the core, I/Os, and the voltage references for the resis-
tor ladder on the die. Core power supply is set at 0.8V and both ends of the resis-
tor ladder are set at 0.4V. The chip is bonded in a QFN package and connected to 
a PCB using a compatible socket. Using the test socket, packaged die can be 
changed easily for statistical data collection. 

 

Fig. 10 Testing setup for the comparator array 

Only a maximum of 10,000 calibration steps per comparator is allowed among 
more than 600 10  available combinations for each comparator. Since it is not 
possible to go through each of the 10,000 combinations per comparator due to 
measurement time constraints, the following method is applied to find the best 
sets: 

1. Randomly determine 10,000 subsets of size 16 that each comparator 
can be configured to. These are the same for all comparators. 

2. Determine a number of these subsets (X among 10,000) to be loaded to each 
comparator. Store these subsets in a selection matrix: 

• 

, , ,, , ,
, , ,

                    (3.7) 

Each row of the matrix contains the configuration bits for each of the 32 elements. If element e of subset s is selected, , 1, and 0 oth-
erwise. The sum of each row is 16. 

3. Measure the offset for each subset in the selection matrix and store it in a 
measured offset vector: 
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                             (3.8) 

4. Find the estimated offset of each element in each comparator using the least 
squares solution in MATLAB: · ·                     (3.9) 

5. Use the estimated offsets of each element to find the T best subsets among 
the 10,000 subsets that are predicted to have less than 0.5LSB offset. 

6. Upload the T subsets for each comparator to the test chip, and record the 
measured offset for each trial. For each comparator, select the subset that 
gives the lowest measured offset. 

One can select the number of training sets (X) greater than the number of unknown 
variables (N) to build a linear model approximating the response. Although the li-
near model has error associated with it, X can be increased to build a more robust 
fit. Furthermore, using T best guess combinations for each comparator greatly in-
creases the probability of finding a good combination. 

3.4.3   Measurement Results 

The chip photo of the comparator array fabricated in a 65nm CMOS technology is 
shown in Fig. 3.11. Comparator offsets from 13 different die (3315 comparators) 
were measured and calibrated using the methodology described above. 100 
training sets and 20 best guess combinations for 32 elements are used. 
Measurement results show that over 85% of the tested best guesses satisfy the 
specification. Using this result, the probability that all 20 guesses will fail for one 
comparator is 1 0.85 10 , verifying that the offset estimation proce-
dure outlined in the previous section is practically feasible. 

Fig. 3.12 shows the histograms before and after SES has been applied to the 
comparators. Fig. 3.12(a) shows the offset histogram when all 32 laid out elements 
are turned on (scaling). Fig. 3.12(b) shows the resulting histogram after SES has 
been applied to find the best subset among 10,000 allowable sets for each compa-
rator and the subset size is 16. Close to two orders of magnitude of im-
provement in  is observed, from 11.21mV to 0.35mV. Figure 3.13 shows 
the histograms for 2X and 4X redundancy as applied to the comparators. For 2X 
redundancy, 32 elements in each comparator are divided into two blocks of 16 (the 
first 16, and the last 16). The block with the lower offset is selected. For 4X re-
dundancy, 32 elements are divided into four blocks of 8 elements, and the lowest 
offset combination among the 4 is selected. Although improvement is observed 
compared to selection of all elements (32/32), component-level redundancy lags 
behind SES in terms of performance. Redundancy results are collected from 5 dies 
(1275 comparators).  
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Fig. 3.11 Die photo of the comparator array in 65nm CMOS 

 

Fig. 3.12 Measured offset histograms (a) before and (b) after SES (3315 comparators) 

 

Fig. 3.13 Measured offset histograms for (a) 2X and (b) 4X redundancy (1275 comparators) 

Success probability, defined as the number of comparators that have less than 
0.5LSB offset, is 15% for “select all” (32/32). Success probability for 2X and 

4X redundancy is 25% and 28%, respectively. SES attains 99.5% success for se-
lect 16 over 32 as expected by modeling. Figure 3.14 shows the SES success  
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Fig. 3.14 Measured Success Probability for SES, N=16 to 32 (3315 comparators) 

probability and 95% confidence intervals as N is varied from 16 to 32. /2 
for each N. Number of tested comparators is 3315. Success probability increases 
monotonically with increasing N, and above 98% success is observed for all cases. 

3.5   An 8-bit 1.5-GHz Flash ADC in 65nm CMOS Process 

3.5.1   Flash ADC Architecture 

An 8-bit flash ADC was designed in the same process as the test chip in Section 4 
but using a slightly different comparator topology [20]. Figure 3.15 shows the 
flash ADC architecture, depicted as single-ended for clarity. The front-end T/H 
consisting of a bootstrapped NMOS switch [21], a hold capacitor, and a well-tied 
NMOS source follower buffer as shown in Fig. 3.16 minimizes sampling time er-
rors caused by clock and input distribution skew. The bootstrapped switch pro-
vides constant-VGS while sampling, avoiding distortion caused by input-dependent 
charge injection. Two copies of the T&H are used pseudo-differentially. A well-
tied NMOS source follower was chosen to meet the > 8-bit distortion requirement. 
The reference ladder is a single string of polysilicon resistors and folded once. The 
thermometer-to-binary encoder design is a bubble detector followed by an OR-
gate one-hot-to-binary encoder and provides the 8-bit output. The bubble detector 
was chosen because it is lower cost than more complex encoders—such as the 
ones-counter—and accommodates individual high-offset comparators with a max-
imum error of 1 LSB. The bubble detector works well with the distribution of off-
sets after selection. 255 SES-based comparators convert the sampled analog signal 
to digital thermometer code. The CR/SES-based comparators are designed with 16 
elements. Selection was performed using scan chains similar to Fig. 3.9. 
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Fig. 15 8-bit flash ADC architecture 

 

Fig. 3.16 Front-end track-and-hold 

3.5.2   Comparator Design 

The comparator design is a pseudo-differential NMOS-input latch-based dynamic 
comparator, as shown in Fig. 3.17. The design was chosen to reduce kickback 
from the comparator at the expense of common mode and power supply rejection. 
Identical copies of transistors M1 to M4, which are the dominant sources of offset, 
are connected in parallel, each branch forming a selectable element. M15 and M16 
are added to select/deselect elements by the Select signals. M5 to M14 are shared, 
as they have minor offset contribution in simulation. All transistors in the selecta-
ble elements (M1 to M4, M15, and M16) are designed with minimum length. 
Widths are slightly larger than the minimum available by the process to optimize 
the manufacturability of the design. Other transistors (i.e., M5 to M14) are sized to 
balance speed and power while minimizing their contributions to offset. The unse-
lected elements in this design have little effect on power or speed: in pre-layout 
simulation, removing the unused elements changes the delay and the power by 
less than 1%. The comparison time is primarily controlled by the pulldown cur-
rent, which is set by the sizing of M1 to M4 in the standard comparator or by the 
number of selected elements in the SES-based comparator. 

This comparator is designed with 16-choose-5 elements to achieve very low 
offset with minimal area and a reasonable balance of speed and power. As a  
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consequence of the small size of input transistors (M1–M4), estimated individual 
element 92mV. Combinatorial redundancy meets tight offset specifica-
tions even with extremely small devices, and helps limit the amount of input para-
sitic capacitance due to the unused branches. A major advantage of this topology 
is the drastically reduced kickback into the ADC input and the reference ladder. 
Drain voltages of the unused pairs do not swing during normal operation, and the 
kickback due to the parasitic gate to drain capacitance of input transistors in un-
used pairs is not significant. After SES, the simulated yield is > 99.9% for offset < 
2mV and 0.3mV. 

 

Fig. 3.17 NMOS-input comparator 

3.5.3   Measurement Results 

The 8-bit flash ADC is fabricated in 65 nm digital CMOS process and occupies an 
active area of 0.5 mm2 as shown in Fig. 3.18. Probe testing was conducted at 1.5 
GS/s and 1-V power supply on the test chip. The FSR is 1.06 Vppd. The total pow-
er consumption (excluding I/O) is 35 mW, the T/H using 20 mW and the ADC 
core 15 mW. 

After selection, the INL is 1.32 LSB and the DNL is 1.23 LSB as shown in Fig. 
3.19. 232 of 255 comparators (91%) have offset of < 0.5LSB. The comparator 
yield is slightly lower than expected and may be due to error from comparator 
noise. For offset of < 1LSB, the yield is 250 of 255 comparators (98%). The ADC 
is monotonic with minimal-sized comparators. Fig. 3.20 shows the measured 
SNDR and SFDR with respect to variant input frequencies at 1.5 GS/s. The SNDR 
is 37 dB at low frequency, corresponding to 5.8 bits ENOB. Average comparator 
noise is 5 mVrms (1.3 LSB), significantly degrading SNDR. The ERBW is 1.3 
GHz, and the SFDR is 43 dB at Nyquist rate. 
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A commonly used figure of merit (FoM) is 

,                         (3.9) 

where ENOB is the effective  number  of bits, fs is the sampling rate, and ERBW 
is the effective resolution bandwidth [22]. To avoid overstating the capabilities of 
the ADC, , 2  is used. The FoM is 0.42 pJ/conv-step. Compared 
to other recently-published ≥ 1GHz flash ADCs, this work has comparable per-
formance to state-of-the-art averaging, interpolating, and folding flash ADCs de-
spite having a basic flash ADC architecture with the digital-like sized comparator 
design. The limiting factors on the performance of this ADC are the comparator 
noise and the T/H power consumption. From the model and the previous noise  
simulations, the comparator noise is responsible for a loss in ENOB of approx-
imately 1.7 bits. The noise severely limits the ENOB and can be improved by  
redesigning the comparator. A noise-robust thermometer-to-binary encoder can 
improve the ENOB by approximately 0.8 bits without changing the comparator 
noise. The T/H is a simple, power-hungry design and more complex designs have 
been proposed with the potential of reduced power. As the T/H consumes 57% of 
the total power, a significant improvement in power is possible.  

3.6   Conclusion 

A digital calibration methodology based on statistical element selection offers an 
effective approach to coping with random variation impact on mismatch. While 
SES has been demonstrated in this chapter for comparator offset calibration in 
flash ADCs, it is a general approach that can be applied to matching of any two or 
more components on a chip. Monte Carlo simulation of the CR/SES approach for 
any matching design problem can offer similar orders of magnitude of improve-
ment as compared to other calibration schemes. 

The 65 nm digital bulk CMOS testchips validated the mathematical models, 
and the benefits from random process variations will only be more pronounced at 
45 nm nodes and beyond. The efficacy of CR/SES will increase as more focus and 
effort is placed on the co-design of the circuits and the combinatorial redundancy 
sub-components. 
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Chapter 4

Improving Design Feature Reuse in
Analog Circuit Design through
Topological-Symbolic Comparison and
Design Concept Combination

Cristian Ferent and Alex Doboli

Abstract. This chapter presents a novel circuit synthesis flow based on con-
cept comparison, combination, learning, and re-use. The discussion overviews
a technique for systematically comparing two analog circuits. The compari-
son data presents the similar and distinguishing performance characteristics
of two circuits with respect to DC-gain, bandwidth, common-mode rejection
ratio (CMRR), noise, and sensitivity. The comparison data is important for
getting insight about the common and unique benefits of a circuit, selecting
fitting circuit topologies for system design, and circuit topology refinement
and synthesis. The technique matches the topologies and nodal symbolic ex-
pressions of the compared circuits to find nodes with similar electric behavior.
The impact on performance of the unmatched nodes is used to express the
differentiating characteristics of the circuits. Experiments illustrate the com-
parison technique for a pair of analog circuits.

4.1 Introduction

Analog and mixed-signal (AMS) systems and circuits are important com-
ponents in many modern systems integrated or interacting with the physi-
cal world, such as applications in telecommunication, environmental sensing,
healthcare, and smart infrastructures. The time and cost effort to design and
verify AMS systems is expected to grow due to insufficient CAD support
for designing, optimizing, and validating the systems. Recent studies suggest
that the current productivity gap is around 100x, and sometimes as high as
1000x, as compared to what is needed to design next-generation electronic
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systems [14]. It has been also observed that validation and verification of
new designs is more difficult because automated tools create solutions that
are less similar in style to what human designers develop. Generating solu-
tions that are more “readable” by human designers is not a main priority for
many current synthesis and optimization tools. Some of the envisioned solu-
tions to address the productivity gap challenges include developing (i) novel
design methodologies and techniques based on higher levels of abstractions,
(ii) design methods utilizing parameterized topologies and modules, (iii) new
synthesis, evaluation/simulation, and layout design algorithms capable of bet-
ter optimization results in shorter time, and (iv) novel techniques to enable
superior design reuse. Design feature reuse in analog circuit design has been
arguably less studied as compared to the other avenues.

CAD tools for design reuse must automatically identify the design intent,
strategies, and improvements that are embedded in previously developed so-
lutions, and then analyze how improvements can tackle a new application’s
performance requirements and/or constraints of the utilized fabrication pro-
cesses. This insight can then be reused to produce novel design solutions.
Design feature reuse is envisioned to be very effective as many industrial
companies and research groups already possess large sets of previous designs,
including IPs. Besides, many modern tools for transistor sizing, layout de-
sign, and circuit topology selection and synthesis use design constraints to
increase the likelihood of creating feasible solutions and/or to improve the
convergence of the algorithms. The insight extracted from the available de-
signs can be also utilized as constraints for existing synthesis tools, or as
templates to guide a manual design process. A central component for getting
the needed insight to enhance design feature reuse is developing a procedure
to systematically compare the topological and performance attributes of ana-
log circuits to understand how similar and different circuit features introduce
new design variables and trade-offs.

This chapter introduces a novel circuit synthesis methodology based on
concept comparison, combination, learning, and re-use. A central compo-
nent of the methodology is a technique to systematically compare two ana-
log circuits. Using a dual topological and symbolic matching scheme, the
comparison method identifies the similar and distinguishing design features
of an analog circuit as compared to another circuit, and how the features
impact the nodal behavior and performance attributes, like DC-gain, band-
width, noise, CMRR, and sensitivity. A set of constraints relate the behav-
ioral descriptions to performance attribute modification. The final step of the
comparison method characterizes how topological and behavioral differences
modify trade-offs in a design, availability of free (orthogonal) variables to set
performance attributes, achievable performance values, and hardness to find
the design parameters. The chapter also overviews some of the current AMS
synthesis methods, and argues for the need of developing novel approaches
that can understand and learn new design features from existing solutions
and designs created during the synthesis process.
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In addition to AMS synthesis, the symbolic comparison technique could
also be useful in various other design activities, like incremental circuit topol-
ogy design, circuit design retargeting for new fabrication processes, circuit
parameter sizing, and topology selection.

The chapter has the following structure. Section 4.2 overviews related
work. Section 4.3 presents the synthesis flow. Section 4.4 details the pro-
posed method for circuit comparison. Section 4.5 offers experimental results.
Conclusions end the chapter.

4.2 Related Work

An overview of analog synthesis tools based on their architecture selection
approach is presented in [18]. Tools are analyzed with respect to four cri-
teria: (i) the abstraction level at which design decisions are made, (ii) the
flexibility to tackle various kinds of circuits, (iii) the coverage of the overall
design space defined by the possible topologies, and (iv) the capability to
optimize the parameters of a circuit topology. Based on the four criteria, the
authors suggest that current synthesis tools can be categorized into four main
classes: (i) tools that select a topology based on designer experience or input
from knowledge-based expert system, (ii) methods that decide the topology
in parallel with parameter sizing based on circuits and sub-circuits stored
in a library, (iii) tools that produce a topology through top-down synthesis
starting from high-level descriptions, and (iv) bottom-up techniques that cre-
ate architectures through systematic rules or stochastic evolution to connect
devices into structures. This section reviews some of the existing synthesis
tools in every category and then explains the need for novel approaches in
circuit synthesis.

Synthesis tools that mimic knowledge-based expert systems utilize a static
library of design rules that can tackle a certain family of circuits. IDAC [5] is
an interactive design tool for a range of circuits, like OTAs, OpAmps, volt-
age and current amplifiers, comparators, and oversampling ADCs. The design
methodology utilizes three types of knowledge, specific to the schematic, gen-
eral circuit theory, and related to the circuit family. For instance, for OTA
design, the first step performs worst-case distortion analysis due to varia-
tions of temperature and bias currents to derive the acceptable, nominal
gain-bandwidth product, gain, slew rate, noise and phase margins. The sec-
ond step sizes the devices based on a pre-specified design plan. Finally, the
third step evaluates the correctness of the design, such as the resulting phase
margin. Another expert-system for analog circuit design, BLADES [9], im-
plements a given set of inference steps in which specification requirements
and design knowledge is used to reason out the circuit topology and device
dimensions. The topology selection algorithm in FASY [26] uses fuzzy rules
based on specification requirements. OPASYN [15] utilizes a decision tree to
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select circuit topologies. A decision tree distinguishes the common topologies
from special circuits based on requirements like area, open-loop gain, power
supply rejection ratio, and fully differential structure.

Template-based analog circuit synthesis can be viewed as an extension
of knowledge-based design methods. They use a set of invariant, circuit-
specific constraints (e.g., design templates) to find performance optimized
AMS topologies, thus perform simultaneously topology selection and param-
eter sizing. Design templates usually describe implicitly an entire family of
solutions, out of which the synthesis method identifies the best solution for
the current specification. OASYS [11] utilizes a hierarchical set of templates,
in which the top level corresponds to a certain type of circuits, like successive
approximation ADC, the next level defines the structure of the circuits out of
building blocks, i.e. comparator, sample-and-hold, D/A converter, the third
level defines the structure of each building block including OpAmps and their
RC networks, and the fourth level presents possible structures of OpAmps.
A different kind of templates has been used to synthesize ΔΣ ADCs [24]
and reconfigurable ΔΣ ADCs [28]. In this work, a template is a set of mixed
integer nonlinear programming (MINLP) equations that express the alter-
native structures and parameters of the converters as well as the impact of
circuit nonidealities on performance, e.g., finite gain, bandwidth, and noise.
The MINLP equations of a template are solved to find the ADC structure,
including its order, feedback and feedforward loops, and the coefficients of
the structure.

Top-down synthesis flows transform high-level descriptions of circuits or
systems into implementations optimized for the specification requirements.
The transformation process includes steps for selecting the topology and siz-
ing its parameters in addition to placement and routing the design. Various
high-level descriptions have been explored, including state-space model [1]
and signal-flow graphs [7, 13]. Using VHDL-AMS as a specification language
for AMS synthesis is discussed in [8]. The transformation steps are realized
based on predefined rules [1], exploration [8], or constraint transformation [3].

More recently, stochastic evolution has been proposed to synthesize AMS
circuits and systems. The method in [22] utilizes genetic programming to
evolve CMOS OpAmps utilizing basic devices and building blocks. Current
flow analysis is employed to verify basic electrical requirements of an evolved
topology, such as having current flow through the component lists of a cir-
cuit, operating all transistors in their correct regions, and avoiding floating
and isolated devices. The approach in [17] performs variation-aware struc-
tural synthesis of analog circuits to produce decision trees that indicate the
topologies that implement better a set of requirements. Decision trees par-
tition the performance space such that every internal node describes a per-
formance constraints, like power consumption, area, gain, dynamic range,
etc., and every leaf node is a circuit topology. A path through the decision
tree describes a circuit (leaf) and the set of requirements that are met by
the circuit (the reunion of the leaf node constraints). The synthesis approach
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utilizes hierarchical specified analog building blocks representing one and two
stage OpAmps, various inputs (e.g., single-ended, differential, stacked, folded
cascode, etc.) and loads (i.e. cascode, noncascode, resistor), different current
mirror circuits, and outputs. Structural homotopy avoids early elimination of
attempts to create new topologies by attaching a maximum age for the indi-
viduals of each layer of the evolutionary synthesis algorithm. The technique
proposed in [4] creates topologies bottom-up starting from devices and gradu-
ally creating, based on rules, blocks of more complex functionality. Blocks are
stored for re-use in a library together with information about their neighbors,
which are blocks placed adjacently.

In addition to the criteria enumerated at the start of the section, we con-
sider that circuit synthesis tools can be also distinguished based on their
capability to “understand” and “learn” from the features of previous solu-
tions, such as to use the explored design space to extract new knowledge
on effective design decisions (e.g., to use some structures together and to
size parameters according to specific constraints), to identify design space
regions that have not been explored yet, and to produce design strategies,
i.e. parameter optimization plans, of superior quality, shorter design closure,
and higher transparency with respect to the selected decisions. Higher trans-
parency helps designers understand easier the purpose of the selected design
decisions, thus aids in design validation. Traditional reuse-based methodolo-
gies rely exclusively on static libraries of circuits, design rules and equations,
circuit models, and layout templates [2]. This chapter argues that understand-
ing and learning new design features produced dynamically during synthesis
requires incorporating into synthesis flows the capability to automatically
identify, characterize, and reuse design features created dynamically during
synthesis. [25] indicates that reusing automatically mined constraints on de-
sign parameters significantly improves convergence of synthesis and reduces
synthesis time.

Automatically understanding and learning the useful features in circuits
requires to find the similarities and differences between the electrical behav-
ior and performance of the circuits. Simulating and/or modeling individually
each circuit gives some insight but understanding in detail the links between
topological changes and performance differences requires complicated man-
ual analysis. Previous work suggests that two circuits can be compared using
their performance space descriptions [6, 16, 23]. Performance space descrip-
tions specify the performance trade-offs of a circuit, like DC gain, 3db fre-
quency, and slew rate [23], by abstracting away all design variables. However,
they give little insight into how topological differences in two circuits intro-
duce new design variables that create novel trade-offs and new opportunities
(flexibility) to improve performance. Also, there is no indication about how
design-specific constraints can improve performance, such as certain pole-zero
placements, or constraints on device parameters, like transconductances. This
insight is important for circuit topology selection and design reuse, including
circuit resizing for new requirements, incremental topology changes for novel
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Fig. 4.1 Synthesis flow based on design concept comparison, combination, learn-
ing, and re-using

applications, and design migration to different fabrication processes. The next
section presents a synthesis method based on design feature comparison and
combination.

4.3 Circuit Synthesis Based on Concept Comparison
and Combination

This section presents a novel circuit synthesis flow based on design concept
comparison, learning, combining, and re-using. The main premise of the syn-
thesis flow is that solving a circuit design problem requires to identify a
set of design steps, so that every step is justified by the fact that it im-
proves performance (i.e. at least one performance attribute) or relaxes design
constraints (e.g., at least one constraint). Every synthesis step attempts to
address the performance bottlenecks of a circuit topology by changing the re-
lations between the design variables of the bottlenecks. Relations are changed
by (i) searching for previous designs with related bottlenecks and then com-
bining their features with the current solution, or by (ii) exploring orthogonal
ways of relating the variables of the bottlenecks through new ways of inter-
connecting circuit nodes. Circuit comparison is a main step of this synthesis
flow as it identifies the commonalities and differences among circuit features
and their importance.

The proposed synthesis flow is shown in Figure 4.1. The concept structure
used in design is constructed based on a set of existing circuits, e.g., circuit1
to circuitk in the figure. The circuits are compared pairwise with regard
to their topology, electrical behavior, and performance. Section 4.4 details
the comparison procedure. The information about the similar and dissimilar
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features of the circuits is used to construct a concept structure in which leaf
nodes represent circuit designs, and intermediate nodes express the common
design features of the children. Hence, the children of an arbitrary node n
describe a sampling of the conceptual space represented by node n. Similar
to [10], a classification method based on entropy can be used to create the
concept structure that maximizes the amount of common design features of
the intermediate nodes and minimizes the number of common features across
different intermediate nodes. This concept structure optimizes the partition-
ing of the different circuit features depending on their impact on performance.
Note that the lower level concepts of the structure represent more complex
and detailed solutions while the higher level concepts correspond to more
abstract (conceptual) designs.

The synthesis flow starts by selecting a concept of the design structure,
such that its performance attributes are closest to the problem description
and its bottlenecks do not conflict with the description. This design is likely
to be efficiently refined and modified to accommodate the requirements of
the specification. Next, the iterations of the synthesis flow attempt to min-
imize the miss-matching between the design performance and the specifica-
tion requirements by conducting the following steps. First, it analyzes the
nature of the performance bottlenecks of the current solution and then finds
bottom-up in the design structure the first parent node that does not have
the bottlenecks. The parent node is found by comparing the current node
with the nodes placed bottom-up in the structure. Then, a child without the
features that cause the bottleneck is used to further synthesize the solution.
Alternatively, the method attempts to remove the current bottlenecks by
adding (combining) features that are present in other designs (of the concept
structure) that do not have the bottlenecks. The new features are structural
connections between the circuit nodes that create the current bottlenecks.
This changes the relations among the nodal currents and voltages. The pro-
duced performance modifications are evaluated by comparing the modified
and original circuits. The third option is to exhaustively create new ways of
relating the nodal variables of the bottlenecks, so the bottleneck is changed
and a better matching to the problem description is possible. The perfor-
mance improvement of the explored structures is characterized by comparing
the original and the modified circuits. Any new solutions created during the
steps of concept combination or new feature generation are added to the
concept structure.

A case study example for designing differential MOS transconductor cells
based on the concept structure is detailed in [31]. The problem requirements
are to improve linearity and input range. The simplified concept structure is
shown in Figure 4.2. The top level concept, common to all circuits, guaran-
tees that the transconductor functionality is implemented, Io = f(Vi), where
Io and Vi are the differential output current and input voltage, respectively.
Child concepts add details to the structure. One alternative is to use the
same source voltage for both input MOS devices (VS1 = VS2) and a direct
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Fig. 4.2 Simplified
concept structure for
transconductor designs
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implementation is the simple differential pair transconductor. If linearity
and/or input range of this solution are insufficient for the given specifica-
tion, another child concept of the parent node can be selected for synthesis.
This alternative concept maintains the same source voltage, but adds an in-
put dependence to the tail biasing current, IS = I ′S + f(Vi). This improves
linearity and a specific implementation is the adaptive bias transconductor.
Another option is to explore the concept utilizing different source voltages
for the input transistors (VS1 <> VS2). One possible child of this concept
correlates the difference in source voltages to Io and can be specifically im-
plemented through either resistive or active source degeneration topologies. If
none of the designs represented in the concept structure offer adequate per-
formance, concept combination can be attempted to relax constraints. For
example, combining the features of the adaptive bias and source degenera-
tion transconductors can produce a highly linear design [32].

The concept structure of the flow is the main data structure used to learn,
combine, and re-use design features. It is produced based on comparing struc-
tural, behavioral, and performance attributes of circuits, as presented in the
next section.

4.4 Systematic Comparison of Analog Circuits

Comparing the nodal behavior and performance of two analog circuits com-
prises of two activities: (i) relating the electrical behavior of the circuit nodes
and sub-circuits in the two circuits, and (ii) understanding how commonalities
and differences in the nodal behavior impact performance. The two activi-
ties require a dual topological-symbolic matching to find nodes connected in
similar structures and with similar electrical behavior. Topological matching
alone is insufficient as it only identifies the circuit nodes with similar connec-
tivity (to other devices) and the node groups (clusters) with same structure,
but does not perform any analysis of the electrical behavior. It is known that
similar topological structures can produce different signal flows depending on
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biasing, output sensing, and connectivity with other structures. The litera-
ture presents several topological matching approaches, including clan-based
matching [12] and string-based matching [21].

Two circuit nodes (in different circuits) have similar electrical behavior, if
there are conditions under which the transfer function (TFs) between the
nodes and inputs can be matched, such that the two TFs represent the
same mathematical expressions. Examples of such conditions include require-
ments that certain device parameters are equal (matching), some device val-
ues are much larger (smaller) than others, certain device parameters can
be neglected, and so on. Characterizing the performance differences of two
circuits must capture how topological and behavioral changes modify perfor-
mance attributes with respect to the following key aspects of a design: (i) new
trade-offs, (ii) availability of free (orthogonal) variables to control specific per-
formance attributes, (iii) achievable performance values, and (iv) hardness to
find the parameter values that set a desired performance value.

The circuit comparison procedure performs the following four steps to
quantify the above key aspects. The first step, topological matching, relates
the structural features of the two circuits, e.g., it identifies maximal sets
of nodes with similar poles and connectivity to other nodes. The second
step, symbolic matching, matches the electrical behavior of the circuit nodes
using the topologically matched nodes as a reference. It computes transfer
functions Hcomm and Hdiff expressing the similarities and differences in the
electrical behavior of the circuit nodes. Constraint generation, the third step,
creates constraints defining how functions Hcomm and Hdiff impact per-
formance, such as the resulting ΔDC gain, Δbandwidth, Δnoise, ΔCMRR,
and Δsensitivity. Finally, the performance characterization step describes the
capability of a design to meet the generated constraints, and thus achieve cer-
tain performance and trade-off values. The four steps are detailed next.

4.4.1 Topological Matching

We define that two nodes are topologically matched if they have the same
number and kind of devices connected to the nodes. Two clusters of connected
nodes (pertaining to two circuits) are topologically matched if all nodes in
the clusters are also topologically matched.

Topological matching finds the maximal node clusters with similar struc-
ture. Given two circuits C1 and C2, the topological matching algorithm starts
by identifying for every node i in circuit C1 the list of nodes in C2 that are
candidates to be topologically matched with node i. Then, it exhaustively
considers for every node in C1 every matching candidate in C2 while maxi-
mizing the size of the matched clusters that are found using the candidate.

Figure 4.3(a) shows the superimposed schematics of a compensated two-
stage amplifier and a class AB two-stage amplifier [19]. The two topologies
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Fig. 4.3 Schematic and macromodel for simple OpAmp and class AB two-stage
OpAmp [19]

have all nodes matched with the exception of nodes V3, and Vy. The matched
clusters of the two circuits include all nodes but these two nodes.

4.4.2 Symbolic Matching

Given two circuits, symbolic matching finds the nodes with similar electrical
behavior, including any constraints on the device parameters that make the
behavior similar. The proposed method identifies the similarities and differ-
ences in the behavior of two nodes by computing the following TFs: (i)Hcomm

defines the common symbolic parts of the TFs of the compared nodal voltage,
and (ii) Hdiff expresses the distinguishing symbolic terms of the two TFs.
Figure 4.4(a) illustrates the TFs of the two structures shown as signal-flow
graphs. The topologically matched nodes are highlighted.

The electrical behavior is described in the proposed method through
macromodels, which are built using the technique in [29]. The uncoupled
models are structural and represent all circuit nodes. Based on the nodal for-
mulation, frequency domain behavior is expressed at the circuit nodes using
parameters of connected devices. The voltage at each node Vi is characterized
by a pole expression (Ri and Ci) and the couplings from other nodal volt-
ages in the circuit in the form of voltage-controlled current sources (VCCS).
For MOS transistors, a decoupled model is used, obtained from an error free
transformation of the hybrid-π representation. Considered device parameters
include terminal transconductances (gmg, gmd, and gms) and capacitances
(Cgd, Cgs, Cgb, Cdb, and Csb). For example, the drain terminal voltage VD in
the decoupled MOS model is determined by pole components RD = 1/gmd in
parallel with CD = Cgd+Cdb and the parallel coupling (VCCS) from the gate
(sCgd − gmg)VG and source gmsVS terminals. Similar forms are expressed for
the gate and source voltages in the decoupled MOS model [29].

Figure 4.3(b) presents the superimposed macromodels of the two ampli-
fiers. The encircled nodes and edges correspond to the unmatched nodes. All
circuit nodes Vi are represented in the model. Coupling between nodes can
be direct (expressions F (i, j)), or equivalent, after removing feedback con-
nections (expressions E(k, j)). The voltage at any node Vj is expressed as
follows:
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Vj =
Rj

1 + sRjCj
×
(∑

i

F (i, j)Vi +
∑
k

E(k, j)

)
; i, k �= j. (4.1)

Terms Rj and Cj are the resistive and capacitive components of the pole at
node j, and depend on the transconductances and capacitances of the devices
connected at node j. For example, for V1 in Figure 4.3, R1 = 1/(gms1+gms2+
gmd5) and C1 = Cgs1 + Csb1 + Cgs2 + Csb2 + Cgd5 + Cdb5.

Direct coupling has the general form:

F (i, j) = sCm ±Gm. (4.2)

Cm and Gm are the junction capacitances and terminal transconductances
of the MOS devices connected to nodes i and j. For example, at node V1 in
Figure 4.3, F (−, 1) = sCgs1 + gmg1.

The equivalent coupling results by decoupling and eliminating all feedback
relations from the initial coupled model and replacing them with equivalent
edges:

E(k, j) = (sCm ±Gm)× Vk eq. (4.3)

k denotes the circuit node where the (eliminated) feedback originated and j is
the influenced node. Cm and Gm are the junction capacitances and terminal
transconductances of the devices connected to nodes k and j. Vk eq is the
equivalent voltage of node k after removing the feedback to node j.

The decoupling sequence is performed following the input-output signal
path to order the nodes of the coupled model and identify which Vk eq

needs to be solved first. Each equivalent voltage is then expressed in the
general s-polynomial form, in terms of the circuit inputs. The symbolic ex-
pression is explored from lower to higher order with controllable accuracy.
The algorithm exploits the pattern of each coefficient of sk in the expression,
ak =

∑
(±∏k Cm

∏N−k Gm), where N is the total number of nodes. An op-
timization method identifies the combination of model parameters for each
coefficient ak such that the cumulative error between the original coupled
and current uncoupled models is minimized across the frequency range and
different operating points [29].

The symbolic matching step analyzes separately each set of topologically
matched clusters, so that the effect of the unmatched nodes is kept locally
to the cluster. It computes for every topologically matched pair of nodes in
the clusters the TFs Hcomm of the common part, and H1,diff and H2,diff of
the unmatched nodes in each of the two circuits. TFs Hcomm and Hdiff are
using the following expression:

H =
∑
p

⎛
⎝ ∏

t Ft(s)∏
j

(1+sRjCj)
Rj

⎞
⎠. (4.4)
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Fig. 4.4 (a) Symbolic matching and (b) constraint generation

p are the signal paths of a structure (including matched and unmatched
nodes), j represents all nodes of a path with pole components Rj and Cj ,
and Ft are the edge labels in the signal flow graphs of the macromodel.

Example: The following TFs exist for the two structures in Figure 4.4(a).

TF Hcomm =
F1,3F3,4

P1P3P4
+

F1,4

P1P4
, where Pi are the symbolic expressions of the

pole in node i. Fi,j is the symbolic expression defining the connection between

nodes i and j. TF H1,diff =
F1,2F2,3F3,4

P1P2P3P4
is the difference between the top and

bottom structure, and TF H2,diff =
F1,3F3,2F2,4

P1P2P3P4
distinguishes the bottom

from the top structure.

4.4.3 Constraint Generation

The impact on performance attribute Pi (e.g., DC gain, bandwidth, noise,
CMRR, and sensitivity) due to topological and TF differences are esti-
mated using Hcomm and Hdiff for every matched cluster of the circuits.
Each TF generates a set of constraints that must be met to satisfy perfor-
mance Pi. Figure 4.4(b) shows the constraint sets corresponding to the TFs in
Figure 4.4(a).

1. DC gain. Series connection of TFs Hcomm and Hdiff produces a DC
gain of DCgainHcomm ×DCgainHdiff

. Parallel connection creates a DC gain
of DCgainHcomm +DCgainHdiff

.
2. Bandwidth. The relation between the TFs Hcomm and Hdiff and band-

width can be estimated based on Loop-Gain-Poles product (LP) [27]:

ωmax ≈ (|1−DC gain|
n∏

i=1

pi)
1
n . (4.5)

ωmax is the estimated maximum bandwidth, and n is the number of dominant
poles pi. The set of considered dominant poles (usually n ≤ 2) is selected
from the total number of poles, given by the number of circuit nodes in the
matched cluster. Then the bandwidth corresponding to TF Hcomm has the
following upper bound:
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ωHcomm
max ≈ (|1−DC gainHcomm |

m∏
k=1

pk)
1
m , (4.6)

where pk are the m dominant poles of the common TF.
The difference TF, Hdiff , modifies the bandwidth expression ωmax de-

pending on how Hcomm and Hdiff are connected with each other, e.g., series
or parallel.

For series connection, the bandwidth corresponding to TF Hcomm ×Hdiff

is equal to the following value:

ω
HcommHdiff
max ≈ (|1−DC gainHcommDC gainHdiff

|
m+n∏
k=1

pi)
1

m+n , (4.7)

where TF Hdiff has n dominant poles that are not among the m dominant
poles of TF Hcomm. The change in bandwidth due to TF Hdiff is equal to
the expression:

ω
HcommHdiff
max

ωHcomm
max

≈
[
(DC gainHdiff

∏
n pi)

m

(DC gainHcomm

∏
m pi)n

] 1
m(m+n)

. (4.8)

For m = n, a sufficient condition for increasing the resulting bandwidth is if
the DC gain of Hdiff is higher than that of Hcomm and the distance of the
dominant poles to the origin is higher for TF Hdiff than for TF Hcomm.

For parallel connection, the bandwidth change due to Hcomm +Hdiff can

be estimated when assuming that each TF is expressed as Hi =
∏

j zj∏
i pi

, where

zj are zeros and pi are poles. The two bandwidths can then be related as in
the next expression:

ω
Hcomm+Hdiff
max

ωHcomm
max

≈
⎡
⎣ [(1 + DCgainHdiff

DCgainHcomm
)
∏

n pi)]
m

(DC gainHcomm

∏
m pi)n

⎤
⎦

1
m(m+n)

. (4.9)

Expressions (4.8) and (4.9) are used repeatedly for generalized products and
sums of TFs.

Similar constraints are formulated for CMRR and noise.

4.4.4 Performance Characterization

Let Ri(H, p1, p2, ..., pk) be the constraint introduced on performance at-
tribute i through TF H with parameters pi. The difficulty in meeting con-

straint Ri can be approximated by the value Rate(i,H) = max |
∑

i,j
∂2Ri

∂pi∂pj∑
i

∂Ri
∂pi

|,
an estimation of the minimum rate of convergence when optimizing constraint
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(2)   FOR every variable xi DO 
(3)    compute sensitivity of ej with respect to variable xi;
(4) FOR every equation ej DO
(5)   find sets FVj of free variables and TVj of trade−off variables;
(6)   bind variables in sets TVj and FVj;
(7) FOR every equation ej DO

(9)   FOR every variable xi in FVj DO
(8)   Fl = Fl + cardinality of set FVj;

(10)     Diffj = Diffj * Ratei;
(11)  Diff = Diff + Diffj; 
END PROCEDURE;

PROCEDURE (Set of constraints) IS
(1) FOR every equation ej DO

Fig. 4.5 Procedure to estimate the flexibility and convergence of a design

Ri(H, p1, p2, ..., pk) over the domains of parameters pi. If circuit Ci is defined
by transfer functions Hcomm and Hi,diff then the difficulty in optimizing a
set of performance attributes m is approximated as

∑
mRate(m,Hcomm) +∑

m Rate(m,Hi,diff).
The flexibility in meeting a set of constraints depends on the maximum

number of free variables that intervene in the constraints. The difficulty in
meeting the constraints can be estimated depending on the value Rate. Fig-
ure 4.5 presents the algorithm for estimating the flexibility and difficulty of
optimizing a design. First, the algorithm computes for every equation ej the
sets FVj and TVj of free and trade-off variables. A variable xi is free, if it has
the same kind of sensitivity for all equations, e.g., only positive or only neg-
ative. A variable xi is a trade-off variable if it has both positive and negative
sensitivities. Some trade-off variables are removed from sets TVj by binding
free variables in sets FVj , such that they cancel out the effect of the trade-
off variables. The number of remaining free variables describes the available
flexibility in deciding the performance values described through constraints.
The product of the variable rates indicates the difficulty of a gradient-based
optimization algorithm to find the solution.

4.5 Experiments

This section presents the symbolic comparison of two circuits to understand
the design trade-offs and performance changes introduced by the dissimilar
topological features of the circuits.

Figure 4.6 shows two low-voltage amplifier circuits, named AMP1 and
AMP2. The first design is a two-stage class-AB topology [19]. The second
circuit is a three-stage amplifier with positive feedback compensation [20].

First, topological matching found the similar and distinct nodes of the two
circuits with respect to their structure and electrical behavior. Figure 4.7 il-
lustrates the nodes and couplings of the two amplifiers. Nodes Vin+, Vin−



4 Improving Design Feature Reuse in Analog Circuit Design 91

(signal inputs), V1, and Vo (output) have identical symbolic pole expressions
in both designs. Similarly, the couplings between nodes, Fci (i = 1, 9), are
the same in both circuits. Nodes V3 and V7 are only partially-matched due
to small differences in their symbolic pole expressions. Enforcing that nodes
V3 have comparable pole components in both circuits results in the follow-
ing two constraints: gmg3|AMP1 ≡ gms8|AMP2 and (Cgs3 + Cgb3)|AMP1 ≡
(Cgs8 + Csb8)|AMP2 , when device M1 parameters are matched between the
two circuits, and transistors M3 and M4 are functionally matched in AMP1

(current mirror). The constraints imply that device parameters of M3 in cir-
cuit AMP1 are paired with those of device M8 in circuit AMP2.

Similar matching constraints exist for the pole at node V7: (gmdR +
gmgR)|AMP1 ≡ (gmd12 + gmd13)|AMP2 and (CdbR + CgsR + CgbR)|AMP1 ≡
(Cgd12 + Cdb12 + Cgd13 + Cdb13)|AMP2 , when devices M7 and capacitances
Cb ≡ Cm2 are matched between the two designs. The two constraints link
the parameters of device MR in AMP1 to the combined parameters of two
devices, M12 and M13, in AMP2. The second circuit has a greater flexibility
in meeting the matching of the above conditions.

In Figure 4.7, the input and output blocks of circuits AMP1 and AMP2

are matched and express similar electrical behavior. The distinguishing sub-
structures are at nodes V2, V4, V5, and V6 with couplings between the nodes
given by symbolic expressions Fdj , j = 1, 5. For example, the additional
nodes V4 and V6 in AMP2 impose different model graph edges: Fd1 and Fd2
for the input block, and Fd4 and Fd5 for the output block. The extra block
in circuit AMP2 has no equivalent in AMP1.

Finally, the set of symbolic transfer functions for each circuit block are
generated: (i) Hcomm defines the common symbolic parts of the blocks in
both circuits, and (ii) Hdiff expressing the distinguishing symbolic terms for
the blocks in each circuit.

The transfer functions of the input blocks of circuits AMP1 and AMP2,
respectively, to node V2 are as follows:

Vin− V1
M1 M2

M3 M4 M6

M7
M5

Vb1

Vo

V2

Vin+

V7

V3

MR

Cb

Cc

V1
M1 M2

M5
Vb1

Vb2
M9

M8

M4 M14 M13M3

M15

M10 M11
M12

M7

M6Vin− Vin+

V3 V2

V4
V5

V6 V7
VoCm2

Cm1

Fig. 4.6 Two low-voltage differential amplifiers: (a) class-AB 2-stage AMP1 [19]
and (b) positive feedback compensation 3-stage AMP2 [20]
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Fig. 4.7 Model graphs
and sub-blocks for cir-
cuits AMP1 and AMP2
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AMP1 : H2 = Hcomm1 ×Hdiff1 +Hcomm2 ×Hdiff2 , (4.10)

AMP2 : H2 = Hcomm1 ×Hdiff3 +Hcomm2 ×Hdiff4 , (4.11)

where Hcomm1 and Hcomm2 are the common signal paths in both designs and
Hdiffi (i = 1, 4) define the differences of the two input blocks:

Hdiff1 =
R2

1 + sR2C2
, Hdiff2 =

R2Fd1
1 + sR2C2

, (4.12)

Hdiff3 =
R2

1 + sR2C2
, Hdiff4 =

R2R4Fd1Fd2
(1 + sR2C2)(1 + sR4C4)

. (4.13)

Expressions (4.10)-(4.13) indicate that the input blocks of circuits AMP1

and AMP2 differ because of the poles at nodes V2 and V4, and the coupling
between nodes V3 → V2 and V3 → V4 → V2.

The extra block of design AMP2 has no equivalent in circuit AMP1 (see
Figure 4.7). Its transfer function to circuit node V5 is defined only by un-
matched components:

H5 = Hdiff
5
=

R5Fd3
1 + sR5C5

. (4.14)

The matching illustrated in Figure 4.7 shows that the output block of AMP1

is composed of only matched nodes. Only AMP2 exhibits differences in this
circuit block with a transfer function to node Vo defined as follows:

Ho = Hcomm3 +Hcomm4 ×Hdiff6 , (4.15)
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where Hcomm3,4 represent the common structures (also present in AMP1).
Hdiff6 is defined by the unmatched pole and edges related to node V6,
Hdiff6 = R6Fd4Fd5

1+sR6C6
.

For constraint extraction, the terms of the common (Hcomm) and differ-
ent (Hdiff ) transfer functions are instantiated with their respective macro-
model symbolic expressions based on device parameters. Considering the
corresponding matched parameters constant, constraints are expressed such
that unmatched parameters of Hdiff can be used to improve performance.

For example, in the output block of AMP2, the node coupling terms of
Hdiff6 from equation (4.15) are expressed as Fd4 = sCgd15−gmg15 and Fd5 =
sCgd13−gmg13. The pole components for node V6 are R6 = 1

gmd15+gmd14+gmg14

and C6 = Cgd15 + Cdb15 + Cdb14 + Cgs14 + Cgb14 + Cgs13 + Cgd13 + Cgb13.
The DC-gain of each circuit sub-structure is characterized by transfer func-

tionsHcommi(0) andHdiffi(0). For analysis, consideringHcommi(0) constant,
the constraints on Hdiffi(0)’s design variables are identified, such that the
overall gain is improved. For the output block of AMP2, the constraint on
different parameters is given by the following expression:

K1 +K2
gmg15

gmd15 + gmd14 + gmg14
↗ . (4.16)

Constants K1 =
gmg6

gmd6+gmd7
and K2 =

gmg7gmg13

(gmd6+gmd7)(gmd12+gmd13)
correspond

to the parameters of common transfers Hcomm3,4 from equation (4.15). Note
that we also consider constant parameters for M13 in the expression of Fd5
as it contains device parameters topologically matched for the pole at V7.

The gain-poles product (GPP) is used to estimate bandwidth [27] in
each circuit block by selecting at most two dominant poles. Any remain-
ing poles of the block are considered non-dominant and their constraints
are expressed. For the output block of AMP2, the only valid dominant pole
set is Po and P7, introducing two constraints on distinguishing parameters,

1
gmd15+gmd14+gmg14

↘ and K3+Cgd15+Cdb15+Cdb14+Cgs14+Cgb14 ↘. Then

the gain-pole product increases when:

K4
gmg15

gmd15 + gmd14 + gmg14
↗ . (4.17)

The constants for this case are expressed as K3 = Cgs13 +Cgd13 +Cgb13 and
K4 =

gmg7gmg13

gmd12+gmd13
.

Noise is modeled for each circuit block of the two circuits using the method
in [29]. Considering the common path noise fixed, constraints are extracted
such that the noise contribution of the differences is diminished. The relevant
constraints for the output block of AMP2 are

gmg15

gmd15+gmd14+gmg14
↘ and K3+

Cgd15 + Cdb15 + Cdb14 + Cgs14 + Cgb14 ↗; or gm15 ≈ gm14.
With respect to CMRR, both circuits include only matched design pa-

rameters. The relation between the parameters of devices M5, M1, and M2

controls this performance. The differences impact DC-gain and CM-gain in
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Fig. 4.8 Input block
performance trade-
offs for comparing cir-
cuits AMP2 and AMP1

with respect to W10

the same way. This implies that similar CM performance can be expected in
AMP1 and AMP2 when common signal path variables are precisely matched.

Constraints are extracted in the same manner for all circuit blocks [30].
Table 4.1 summarizes the required trends (except equality relations) for the
distinguishing design variables of circuit AMP2 across the entire amplifier,
including input, extra, and output blocks. The trends were determined using
the extracted constraints. For example, increasing the output block’s DC-
gain in AMP2 by satisfying constraint (4.16) can only be performed by de-
teriorating noise performance. Parameters of device M10 have two variations
for dominant poles and bandwidth, with respect to each feasible set. Design
variables gmg15 and gmd15 are bound by conflicting trade-offs. However, both
parameters are determined by device M15, as is the case of Cgd15 + Cdb15,
and the common dependence of both transconductance and capacitance on
W15 correlates these parameters.

Table 4.1 Desired variable trends with respect to performance in circuit AMP2

Variables Gain CM Noise Pole GPP

gmd10 ↘ - ↗ ↗,↘ ↘,-
Cgd10 + Cdb10 - - ↗ ↘,↗ -,↘
gmg15 ↗ - ↘ - ↗
gmd15 ↘ - ↗ ↗ ↗
Cgd15 + Cdb15 - - ↗ ↘ -
Cgs15 +Cgd15 + Cgb15 - - ↗ ↘ -
gmd14 + gmg14 ↘ - ↗ ↗ ↘
Cdb14 +Cgs14 +Cgb14 - - ↗ ↘ -
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The procedure further investigates these parameter correlations and per-
formance trade-offs by evaluating the model of each individual circuit block.
We vary the widths of devices identified by parameters in Table 4.1 across a
predefined range and characterize the normalized performance trends. Com-
mon parameters and branch bias currents through matched devices are con-
sidered constant. This allows us to estimate the performance sensitivities to
distinguishing circuit parameters and provides insight about the most appro-
priate relative sizing strategy that can improve performance.

For the input block of circuit AMP2, design parameters related to de-
vice M10, i.e. gmd10 and Cgd10 + Cdb10, influence the resistive (R4) and
capacitive (C4) components of the pole at node V4. Figure 4.8 shows the
correlations between W10 and gain, pole frequency (fP4), unity-gain fre-
quency (f0), and total block output noise (Pn). The normalized performances
are presented for two scenarios: when the common path parameters are
(i) large or (ii) small with respect to those of M10. For either case, P4 is
the first dominant pole. We observe that parameters of device M10 have
virtually no impact on the circuit block’s gain. This is due to the constant
branch current imposed by the matched devices. The total noise exhibits the
same sensitivity to M10 parameters regardless of the constant parameter val-
ues and is minimized for relatively small transistor widths. The variation of
50% across the investigated range suggests that when the common parame-
ters are matched between the two designs, M10’s width should be kept low.
This would be required to attempt comparable noise performance in both
AMP1 and AMP2. For pole and unity-gain frequency, W10 is again best kept
low especially in the case of small common parameters. There is a deterio-
ration in first dominant pole frequency (equivalent to the -3dB point) of up
to ≈ 70% from the maximum. Impact on unity-gain frequency is reduced,
but can still decrease with up to ≈ 35% as the size increases. The opposing
trends between total noise and pole frequencies suggests that gm10 is a domi-
nant parameter for noise. Cgd10+Cdb10 best controls bandwidth performance
and has limited impact on total noise. In terms of sensitivity, all impacted
performances provide a more pronounced variation within the first third of
the width range. As W10 is further increased, the impact on performance is
reduced.

Considering the output block of circuit AMP2, Figure 4.9 depicts the nor-
malized performance plots based on the width of device M15 when M14 is
kept constant. The analyzed parameters are gmd15 and Cgd15 + Cdb15 con-
trolling the non-dominant pole at node V6 (P6) and sCgd15 − gmg15 defining
the coupling between nodes V5 and V6. Gain follows the same increasing
trend for both common parameters cases, showing that the impact of W15

on this performance is dominant. Furthermore, the increase in gain across
the entire analyzed range suggests that gmg15 is the dominant parameter and
compensates for the smaller increase in gmd15. Unity-gain frequency also fol-
lows similar trends in either case. While f0 is dominated by the common path
attributes, it can still be increased by up to 20% for the maximum analyzed
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Fig. 4.9 Output block
performance trade-
offs for comparing cir-
cuits AMP2 and AMP1

with respect to W15 when
W14 is constant

Fig. 4.10 Output block
performance trade-
offs for comparing cir-
cuits AMP2 and AMP1

with respect to W15 and
W14 with opposing varia-
tion

value of W15. Factoring in the total noise for the output block of AMP2,
the scenario of large common parameters becomes favorable. This allows for
increasing gain and f0, while reducing noise. An optimal point is reached
when W15 is maximum. For small common parameters, this advantage is lost
after the first tenth of the analyzed range, when gain is ≈ 70% less than the
maximum. In addition, beyond this point, noise exhibits a more pronounced
variation and deteriorates faster than gain increases.

An interesting situation occurs when W14 is also varied, but in opposition
to W15, illustrated in Figure 4.10. The added parameters of device M14 are
gmd14+gmg14 and Cdb14+Cgs14+Cgb14 influencing the pole at node V6 (P6).
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As in the previous scenario, a limited variation in unity gain is observed,
which increases as W15 increases and W14 decreases. Similarly, gain increases
across the range. However, the impact is now more pronounced in the last
third of the interval, when W15 is significantly larger than W14. For noise
performance, it is now possible to minimize the impact for both large and
small common path parameters. However, this minimum is no longer achieved
when the gain and f0 are maximized. This suggests that in this scenario gain
is sacrificed in the output block of AMP2 in order to reduce the noise impact
of distinguishing features. Closer inspection shows that the achievable noise
minimum is still better for the case of large common parameters.

Overall, the analysis of AMP2 suggests that compared to the structures
of AMP1 this topology can exploit the distinguishing attributes through dif-
ferent sizing schemes and offer performance improvements.

4.6 Conclusion

This chapter presents a novel circuit synthesis flow based on concept com-
parison, combination, learning, and re-use. A technique for systematically
producing comparison data between two analog circuits is introduced. The
comparison data refers to DC-gain, bandwidth, noise, CMRR, and sensitiv-
ity. The nodes with similar electric behavior in the two circuits are found
through a dual matching approach of circuit topologies and symbolic ex-
pressions. Dissimilarities are also identified in the process. Next, the method
computes the constraints that relate the electrical behavior to changes of the
performance attributes. Using the constraints, the final step produces the
comparison data, which includes modification of design trade-offs, availabil-
ity of free design variables, achievable performance values, and hardness to
find optimized design parameters.
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Chapter 5

Graph-Based Symbolic and Symbolic
Sensitivity Analysis of Analog
Integrated Circuits

S. Rodriguez-Chávez, A.A. Palma-Rodriguez,
E. Tlelo-Cuautle, and S.X.-D. Tan

Abstract. A graph-based symbolic technique is introduced for the compu-
tation of fully-symbolic expressions of analog integrated circuits. The system
of equations is formulated by using nullor-equivalents of the SPICE-like cir-
cuit elements, and then by applying just nodal analysis (NA). The proposed
technique is extended to perform symbolic sensitivity analysis not only with
respect to each symbolic-element but also with respect to multi-parameters.
Several examples are presented in order to compare the performance of the
proposed graph-based symbolic technique with the already known determi-
nant decision diagram (DDD) method and with HSPICETM . As a result, it
is shown that as for the DDD method, the graph-based symbolic technique
is compact, unique and the complexity to obtain the symbolic expression
depends on the size of the graph.

5.1 Introduction

Symbolic analysis has demonstrated its usefulness to capture the dominant
behavior or derive an exact characteristic of a circuit with its variables (de-
pendent and independent) and with all or some of its circuit elements repre-
sented by symbols [4, 10, 17, 19, 23–25, 27, 30, 31, 33, 34]. Symbolic techniques
had a growing interest between 1960’s and 1980’s because of the increas-
ing computing power and that many computer analysis techniques were pro-
posed. Those contributions were adopted by the integrated circuit (IC) design
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e-mail: {srodriguez,adairpalma,etlelo}@inaoep.mx
S.X.-D. Tan
University of California at Riverside, CA, USA
e-mail: stan@ee.ucr.edu

M. Fakhfakh et al. (Eds.): Analog/RF &Mixed-Signal Circuit Sys. Design, LNEE 233, pp. 101–122.

DOI: 10.1007/978-3-642-36329-0_5 c© Springer-Verlag Berlin Heidelberg 2013



102 S. Rodriguez-Chávez et al.

community from late 1980’s. Further, that interest resulted in the successful
development of symbolic analyzers described in [10, 11, 27, 35].

Knowledge on the behavior of a circuit is very important in the design and
optimization processes for analog ICs [7,12,19,21,23,25,33]. For this reason,
symbolic simulators become a very useful design automation tool as they give
as the result the analytic expression in a closed form of the circuit present-
ing the relationships between its parameters, this being the main advantage
over repetitive numerical simulations [10, 30]. In addition, symbolic analysis
is useful when many numerical cancellations leads us to large round off error,
because one can verify accurately the behavior of a circuit through evaluat-
ing the analytical expression from a numerical simulation, i.e. the symbolic
expression is always valid even if the parameter values change, as long as the
circuit topology remains the same and the parameters have values under the
allowed variation ranges [7, 19].

Up to day, symbolic analysis techniques can be categorized in the follow-
ing approaches: Tree enumeration methods, signal flow graph methods and
determinant based methods [10]. For instance, Tree enumeration methods
were proposed by Maxwell and Kirchhoff and first used for analysis of RCL
networks represented as weighted undirected graphs. The advantage of that
method is that the expressions are irreducible. However, for extended net-
works like RLC-gm ones, the tree enumeration cannot be applied directly and
tradeoffs between sign calculation and obtaining cancellation-free product
terms are encountered [29]. Signal flow graph approaches work with weighted
directed graphs, but the product terms obtained by this method are still not
irreducible or cancellation-free [10]. Determinant-based methods are also not
cancellation-free but it has been proven that topological methods (such as
tree enumeration and signal flow graph ones) do not offer any advantage over
these methods. On the other hand, from 2000’s the symbolic technique based
on Determinant Decision Diagrams (DDDs) has been the best way to derive
exact and simplified symbolic expressions [10]. Besides, it is well suited just
for sparse matrices [16, 26].

Exploiting the success of DDDs, this chapter introduces a graph-based
symbolic approach that computes the solution of a system of equations by
graph manipulations and applying some DDD properties. In this manner,
as for DDD-based approaches, the proposed graph representation was devel-
oped to work with the nodal admittance matrix [24], which should be sparse
to highlight its usefulness in deriving analytical expressions that very often
shares many sub-expressions. Henceforth, the determinant representation by
applying our proposed graph-based symbolic technique is compact, unique
and the complexity to obtain the symbolic expression depends on the size
of the graph. Additionally, this chapter highlights its suitability to compute
sensitivities with respect to one or many parameters, provided that a sym-
bolic transfer function exists [2, 5, 8, 13, 15]. Indeed, sensitivity analysis is
very important in IC design since it helps us to optimize the behavior of a
given circuit by showing us which components of the entire systems are more
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sensitive [7, 20]. That way, it can help to reduce costs of production given
that an IC designer can replace the less sensitive components with cheaper
ones and critical components with high quality components.

5.2 Nullor Circuit Equivalents

The Nullator and Norator are abstract elements which together not only
model the ideal characteristics of an operational amplifier [10], but also by
manipulating them along with linear passive elements it is possible to syn-
thesize a wide variety of analog ICs [9]. More recently, other pathological
elements called current mirror and voltage mirror have been applied to for-
mulate compact systems of equations of analog ICs, as shown in [14,24,28,32].
Those formulation methods are used herein, and the solution is performed
by applying the proposed graph-based symbolic technique.

The properties of the nullator are that the voltage across its terminals
is zero and does not allow current flowing through it. Even though it has
some properties of an open circuit, and it does not have an immittance or a
scattering representation. For the norator, the voltage between its terminals
is arbitrary and an arbitrary current can flow through it. The circuit repre-
sentations of the nullator and norator are shown in Fig. 5.1, where V1=V2
and Ix=0 for the nullator, and V1=V2=Ix=undefined or arbitrary for the
norator.

Fig. 5.1 Nullator (left), and norator (right) representations

One can combine these two elements in order to obtain a four-terminals
element called Nullor. The nullor can also be described as a two port element,
where its input port is the Nullator and the output port the Norator. That
is why the Nullator-Norator pair models the ideal behavior of an operational
amplifier, and they receive the name of Nullor, as introduced by Carlin [6].
The nullor element has proven its usefulness in areas like symbolic analysis
[10], and circuit synthesis [9].

One of the main advantages of the Nullor element in symbolic analysis
is its suitability to performing pure nodal analysis (NA) for an analog IC
consisting of any kind of active devices [24]. In the same way, the behavior of
the MOSFET can not only be modeled using nullors but also one can include
parasitics as the gate-source and gate-drain capacitances, as shown in Fig.
5.2. From this model, one can derive the Nullor equivalents for a wide variety
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Fig. 5.2 Nullor representation of the MOSFET

Fig. 5.3 Nullor equivalent of a three stages OTA

of amplifiers. For example, the three stages operational transconductance
amplifier (OTA) has the Nullor equivalent shown in Fig. 5.3 [22].

Using nullor equivalents to describe analog ICs, the guidelines for obtaining
the nodal admittance matrix by applying nodal analysis is summarized below
[22, 24].

The nullator properties are associated to manipulating the ROWs of the
admittance matrix, and the norator properties to its COLs. Therefore, two
sets of pairs of nodes are formed, one for ROWs and one for COLs. These two
sets are then used to formulate the nodal admittance matrix by performing
the Cartesian product of every subset. In the ROW group a subset is formed
for every node with no Norator(s) connected to it, and a different subset for
every group of nodes connected by floating Norators. In the same way, in the
COL group a subset is formed for every node with no Nullator(s) connected
to it, and a different subset for every group of nodes connected by floating
Nullators. Two groups of admittances are formed, the first (group A) contain-
ing a subset for every node listing all the admittances connected to it, and
the other (group B) listing the floating admittances with their corresponding
pair of nodes. If a node is present in a subset in ROWs and a subset in COLs
then the corresponding subset of admittances (from group A) is summed at
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the matrix position (ROW index, COL index). If a pair of nodes is present,
one in a subset of ROWs and the other in a subset of COLs, the correspond-
ing admittance (from group B) is summed with negative sign at the matrix
position (ROW index, COL index). Further, in performing symbolic nodal
analysis (NA) of nullor circuits [24,33], the non-NA compatible elements are
replaced by their nullor equivalents. For example: the independent voltage
source is transformed to a current source equivalent circuit using one nullor,
as shown in Fig. 5.4, as well as the voltage-controlled voltage source.

Fig. 5.4 Nullor equivalents of non-NA compatible elements

5.3 Graph-Based Determinant Representation

The circuit size is a challenge in performing symbolic analysis because a large
number of symbolic terms are manipulated [10]. Fortunately, this problem is
mitigated when applying DDDs [29], and variants of it. Furthermore, the
graph-based symbolic technique has a special representation of the admit-
tance matrix as shown in this section. That graph representation is unique
and compact for a large class of analog ICs. In this sense, every determi-
nant has a unique representation, and is liable to symbolic manipulations.
To understand how this graph approach works, lets us consider the following
determinant [10] [29]:

det(M) =

∣∣∣∣∣∣∣∣
a b 0 0
c d e 0
0 f g h
0 0 i j

∣∣∣∣∣∣∣∣
= adgj − adhi− aefj − bcgj + bchi (5.1)

If the determinant’s size is n× n, we expect to have paths of n+1 levels. So
if there is a path that is not complete, i.e. that does not have n+ 1 levels or
that has a zero in any element of the path, it will be eliminated completely
since this means that this expression is multiplied by zero. This structure
is built in a depth-first search (DFS) fashion. Every element of the graph
structure corresponds to a position of the admittance matrix. As a result, for
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this particular example one obtains the graph shown in Fig. 5.5, where all
multiplications by zero were already omitted.

Fig. 5.5 Graph representation of (5.1)

Sending a prune signal if a zero is found inside the path performs path
eliminations. This prune signal is propagated all the way up until a summing
point is reached so the whole branch does not form part of the final structure
and the path is terminated to zero instead. As one sees, the implementa-
tion of this graph structure is by a tree in which the arithmetic operations
are encoded in the depth of the tree node, that is, different depth implies
multiplication while equal depth implies addition. This leads us to get the
expression:

det(M) = a [d (gj − hi) + e (−fj)] + b [c (−gj + hi)] (5.2)

A key point is related to the assignation of signs to each node in the expanded
graph. They are established by applying the rule of signs from Cramer’s rule.
When applying graph methods to evaluate a determinant, not only one can
obtain a factorized exact symbolic expression, but also derive all transfer
relationships with respect to each node, and in a post-processing step to each
branch circuit variable.

5.4 Sensitivity Analysis

Circuit sensitivity can be defined as the influence of a change in the cir-
cuit characteristics, i.e. how much a particular circuit characteristic changes
as a particular circuit-component value varies. This gives us an insight on
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how certain parameters influence in the response of a specific circuit. In this
chapter, small-signal or AC sensitivities will be treated. For instance, one of
the more popular notions used in analog IC design is the adjoint network
analysis [10], also implemented in the circuit simulator SPICE. However, the
drawback of using the numerical circuit simulator SPICE to obtain the sen-
sitivity of an analog IC with respect to a given circuit element, is that one
has to execute AC sensitivity command, then calculate the finite difference
and finally one should apply normalization to get the numerical sensitivity.
Subsequently, one needs to plot the real and imaginary parts versus the fre-
quency ω to generate the sensitivity curves. This is the main reason why we
propose to apply our proposed graph-based symbolic technique to compute
symbolic sensitivities of analog ICs [18].

For instance, given the transfer function H(s) seen as:

H(s) =
N(s)

D(s)
(5.3)

Both N(s) and D(s) can be represented by a different graph. The former by
using the solution vector y from the formulation Ax = y and by applying
Cramer’s rule. The graph for computing D(s) is simply matrix A or the
determinant of the nodal admittance matrix.

In general, the AC-sensitivity is given by the following equation:

Sens(H(s),W ) =
W

H(s)

∂H(s)

∂W
(5.4)

Substituting (5.3) into (5.4) and applying the chain rule we have:

Sens (H(s),W ) =

(
WD(s)

N(s)

)( ∂N(s)
∂W D(s)−N(s)∂D(s)

∂W

D2(s)

)
(5.5)

Regrouping similar terms in (5.5) we get to the expression

Sens(H(s),W ) = W

(
1

N(s)

∂N(s)

∂W
− 1

D(s)

∂D(s)

∂W

)
(5.6)

Equation (5.6) is quite suitable to perform symbolic sensitivity computation
of analog ICs by applying the graph-based symbolic technique. For instance,
one advantage is that in the resulting sum of symbolic product-terms, one can
derive each product with respect to the desired variable, directly. Moreover,
that desired symbolic variable in the generated tree can be replaced by 1 in
the paths it is contained, while eliminating those paths that does not contain
the symbolic variable, as introduced in [20].

For example, performing the sensitivity analysis with respect to h in (5.2),
the resultant graph is shown in Fig. 5.6. It is clear that from Fig. 5.5, those
paths including h survive, and 1 replaces the nodes containing h.
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Fig. 5.6 Resulting graph by applying the derivative

5.5 Graph-Based Symbolic Technique

The graph-based symbolic technique is applied to compute the solution of
a determinant that is associated with the nodal admittance matrix. The
technique starts off with a SPICE netlist as input, from which the nodal
admittance matrix is formulated as described in Sect. 5.2. The elements im-
plemented are R, C, L, V, I, E, G and M, being resistor, capacitor, inductor,
independent voltage source, independent current source, voltage-controlled
voltage source, voltage-controlled current source and MOSFET. Both inde-
pendent voltage and current sources can be DC, AC or both.

The netlist is used as a way to input the circuit topology along with the
circuit elements and numerical values. If the numerical evaluation of the
resulting symbolic expression as the transfer function is required, the small
signal values for the parasitic elements and the operating point conditions are
taken from the output listing in HSPICE. Those numerical values are used
for evaluating the symbolic expressions to verify correctness, as well as a way
to rank the sensitivity with respect to each symbolic-element. In general, the
flow of the graph-based symbolic technique is shown in Fig. 5.7, where one
can appreciate the module called DerivativeModule. This module computes
the derivative required for performing sensitivity analysis. Obviously, there
is an algorithm to evaluate the required symbolic derivatives with respect to
different variables. The details of the module DerivativeModule in Fig. 5.7,
are shown in Fig. 5.8, where DFS stands for depth first search, as described
in Sect. 5.3.



5 Graph-Based Symbolic and Symbolic Sensitivity Analysis 109

Fig. 5.7 Graph-based symbolic technique flow

5.5.1 Parsing the Netlist

The first step in formulating the nodal admittance matrix is devoted to pars-
ing the netlist (from HSPICE), and building suitable data structures for each
group of circuit elements. The symbolic name given to every composed cir-
cuit element like the MOSFET, is tracked to the one associated to its name.
In this manner, to keep consistency, the symbol name is taken exactly as
specified in the netlist (ex. R name, C name, M name, etc) input, it is not
case sensitive and is parsed as lowercase. For instance, the circuit elements
are first grouped into one of four different tables: conductances, independent
sources, controlled sources and Mosfet, as shown in Table 5.1.

Table 5.1 Elements Tables

Table Type Fields

Conductances Name, Node 1, Node 2, Value

Independent Sources Name, Node 1, Node 2, DC, AC

Controlled Sources Name, Node 1, Node 2, Node 3, Node 4, Gain

MOSFET Name, Drain, Gate, Source, Bulk, Width, Length, ModelName
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Fig. 5.8 Details of the module DerivativeModule in Fig. 5.7

Values for the circuit elements and independent sources are considered
strings of characters, so that the graph-based symbolic tool is agnostic of
whether they are actually numbers or functions until the numerical evaluation
of the output is performed.

The network relationships of the different elements are codified in their
node connections. Because it is a lot easier to treat nodes as indexes, a map-
ping is created first by building an array with all the nodes as they appear in
the netlist and any duplicate occurrences are removed. The tool is intended to
perform AC analysis so it is of no use to keep independent sources with only
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DC value, as they are only valid in a DC or transient context. When removing
DC voltage sources their nodes are collapsed, while for DC current sources
their nodes are left floating. Collapsing two nodes in a circuit is equivalent to
assigning to both nodes the same mapping and so is done in this step. If the
numerical evaluation of the resulting symbolic expression or transfer function
is to be performed, the output listing (.lis file for HSPICETM ) is read and
the values from the operating point analysis are parsed and stored in an array
with the same index correspondence as the element symbol array so that the
mapping between the symbols and their numerical values is direct.

Up to this point the elements are separated in groups according to their
type, nodes are collected in a single array and are mapped to indexes to
facilitate their treatment, and DC sources are removed.

5.5.2 Small Signal Models and NullOr Equivalents

In a previous section it was explained why symbolic modeling is intended
to give an insight into certain behaviors and tendencies of the circuit under
design. With this in mind, it is now evident that the more complex the
small signal model of a device the more accurate is the resulting simulation
but at the cost of increasing machine operation time. A compromise can be
reached where the qualitative behavior is roughly preserved at the expense
of numerical accuracy.

In the introduced graph-based symbolic technique we have implemented
three levels of parasitic elements for the small signal model for the MOSFET:

• Level 0 has no parasitic elements and models only the voltage-controlled
current source (VCCS) with gate-source as the controlling branch voltage
and transconductance gm.

• Level 1 accounts for level 0 plus Cgs, Cgd and gds.
• Level 2 accounts for level 1 plus the voltage-controlled current source whose

controlling branch voltage is bulk-source with transconductance gmb.

From this first stage the elements are classified as NA compatible or NA
incompatible ones, according to their small signal models. Incompatible ele-
ments are then treated as their respective Nullator/Norator (Nullor) equiva-
lents as shown before in Fig. 5.4.

There are two reasons why elements can be incompatible. Firstly, if the
dependent variable of the function for a given element is voltage, as is the case
for voltage sources and secondly, if the independent variable for the element
function is current. The reason behind this as the reader may already be
aware is that in symbolic nodal analysis [24], the unknown vector is composed
of voltages (node voltages) while the independent vector is formed just by
current sources. Then, the need arises to apply a manipulation such that
those conditions are preserved while maintaining a physical equivalence.



112 S. Rodriguez-Chávez et al.

On the other hand, a fully differential OTA can be modeled as a single
VCCS, which in turn can be viewed as a pair of MOSFET transistors in
differential input configuration, as shown in Fig. 5.9.

Fig. 5.9 Nullor Equivalent of the MOSFET Differential Pair

The ideal conditions for each of the two MOSFETs are kept: infinite input
impedance (zero branch current in input Nullator), zero output impedance
(arbitrary voltage) and ideal gm. Parasitic elements can then be attached
around this basic or generic nullor equivalent block.

As explained before, pairs of Nullator-Norator equivalents are arranged to
account for the intrinsic VCCS of the small signal model of the MOSFET
shown in Fig. 5.2, voltage sources and controlled sources shown in Fig. 5.4.

In most cases, the basic building blocks for the nullor equivalents are the
Voltage Follower shown in Fig. 5.10a and the Current Follower shown in Fig.
5.10b [9].

(a) Voltage Follower (b) Current Follower

Fig. 5.10 Nullor based (a) Voltage and (b) Current Followers

When replacing a certain active device with its NullOr equivalent there
are three basic operations that have to be performed:

1. Add an element to the proper array (nullator, norator, conductance or
independent source)

2. Add extra nodes if required (MOSFET, Voltage Source, etc.)
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3. Assign a unique name to the element and the extra nodes (as required)

Adding a new element is as easy as appending the new entry to the corre-
sponding structure (conductance, independent source, nullator or norator)
and updating the number of elements for the given structure. As a list of
the nodes originally read from the netlist is kept, it is easier to keep track
of the nodes added afterwards if any new node is appended at the end of
the structure containing the numerical mapping. When adding an element it
is useful if the name is associated to the name of the original element it is
bound to. For instance, if we are including Cgs to a MOSFET named M1,
the name of the new capacitor can be Cgs1. In this way, it becomes easier to
know to which netlist element a given symbol belongs.

Now that we have a mapping of unique node elements, we can proceed to
replace elements for their corresponding Nullor equivalents. For the case of
the MOSFET we assign the desired small signal model and corresponding
parasitic elements.

5.5.3 Matrix Equations

Now that we know the node mappings we can create an adjacency matrix for
each of the circuit elements. From this adjacency matrix the NA formulation
is performed by following the method introduced in [24], which is reproduced
here in a short form for convenience in Algorithm 1.

This procedure is shown for a simple common source circuit as the one
shown in Fig. 5.11.

Fig. 5.11 Nullor equivalent of the common source amplifier

The formulated groups are shown in Table 5.2. The resulting matrix is a
2 x 2 system given by:
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Algorithm 1. NA Formulation with NullOr elements

1. Two groups of nodes are formulated, one named ROW and another named COL.
The nodal admittance matrix is formulated by performing the Cartesian product
of these two groups.

2. Formulate ROW group of nodes:

− Add a subset for each node with no Norator connected to it.
− Add a subset for every chain of nodes connected by floating Norators.

3. Formulate COL group of nodes:

− Add a subset for each node with no Nullator connected to it.
− Add a subset for every chain of nodes connected by floating Nullators.

4. Group A: Admittances seen in a node.

− A set for each node containing all admittances conected to it.

5. Group B: Floating Admittances.

− A set for each floating admittance containing its pair of nodes.

6. Formulate Matrix

− If the same node is present in a subset in ROWs and a subset in COLs then
the corresponding subset of admittances (from group A) is summed at the
admittance matrix position (ROW index, COL index).

− If different nodes are present, one in a subset of ROWs and the other in a
subset of COLs, the corresponding admittance (from group B) is summed
with negative sign at the admittance matrix position (ROW index, COL
index).

Table 5.2 NA Formulation

ROWS COLS FLOATING Y GROUNDED Y

(1) (1,2,3) (2,4) : sCgd 1 : 1Ohm

(3,4) (4) 2 : sCgs, sCgd

3 : gm

4 : sCgd, gds,
1

Rd
, sCL

[ (1, 2, 3) (4)

(1) 1 0
(3, 4) gm − sCgd −(sCgd + gds +

1
Rd

+ sCL)

] [
v(1,2,3)
v(2,4)

]
=

[
Iin
0

]
(5.7)

The solution for this system of equations becomes an application for the
graph-based symbolic tool introduced in this chapter. The system of equa-
tions is solved by using Cramer’s rule by computing n+ 1 determinants for
[v1, v2, · · · , vn]T node voltages in order to completely define the circuit.



5 Graph-Based Symbolic and Symbolic Sensitivity Analysis 115

For the system of equations Ax = b where A is an n x n matrix, the

solution by Cramer’s Rule is given as xi =
|b→Ai|

|A| .

5.5.4 Symbolic Determinant Formulation by Graph
Operations

The symbolic manipulations performed are agnostic of the origin of the nodal
admittance matrix. That is, the only conditions are that the matrix is square.
Each node in the graph structure corresponds to a matrix non-zero entry,
which in turn encapsulates the summation of one or more circuit elements.
For this purpose, three different data structures are required. The first and
most obvious is the node structure that contains the following fields:

− Node Name: A unique name for the given node. It is assigned as an index
number of type int.

− Terms: An array containing the index and sign of the element (mapping
it to the element table described in Sect. 5.5.1).

− Row and Column: The row and column of the non-zero entry that this
node represents.

− Descendants: An array of node pointers linking to the descendants of the
current node in the graph structure.

The graph is built starting with a trivial node named 0 with term value of
1. One shall remember that the multiplication is codified as the depth in the
graph. The different nodes are linked accordingly. The algorithm to build the
graph structure for the representation of |A| is shown as Algorithm 2.

Algorithm 2. buildGraph(A(i, j), Ancestor)

m ← number of Columns of A
n ← number of Rows of A
D ← set of descendants of Ancestor

Ensure: m > 0 ∧ n = m
function buildgraph(A,Ancestor)

if m > 1 then
prune = 1
for i = 1 to m do

for all Columns j that A(i, j) �= 0 do
if buildGraph(Cij, Ai, j) �= 0 then

D = D ∪Ai, j
prune = 0

else
if A(i, j) �= 0 then

prune = 0

return prune
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With the graph already built, the expression for the determinant is then
formulated as in Algorithm 3.

Algorithm 3. Symbolic Determinant from a Graph with node re-use.

1. Read the graph in a modified DFS fashion:

a. Keep track of which columns have been visited
b. Skip nodes from columns already visited

2. The symbolic expression is the product of a node times the summation of its
visited descendants

After executing those algorithms, the resulting graph makes re-use of
shared nodes from a tree graph. For example, the graph shown in Fig. 5.5
has several repeated nodes, and then they become shared as shown in the
graph sketched by Fig. 5.12.

Fig. 5.12 Graph equivalent from Fig. 5.5 with node re-use

5.5.5 Symbolic Derivative in Sensitivity Analysis

In order to obtain the symbolic derivative with respect to a given symbol,
we introduce Algorithm 4, which express the determinant as a polynomial
stored as an array of sum of products with one entry for each power of W
with non zero coefficient.
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Algorithm 4. Graph to Polynomial with respect to a desired symbol, e.g. W

1. Expand the nodes of the graph containing symbol W .
2. Read the graph in DFS fashion and preserve only those routes from root to

bottom with at least one occurrence of symbol W .
3. The number of occurrences of the symbol is the power of W for a given route.
4. Each route is then expressed as a sum of products replacing the symbol for a

one.
5. The summation of all appended routes for each power ofW forms the coefficients.

The derivative ∂|A|
∂W is straightforward as symbol W in the expression |A|

has already been factorized. The graph expansion can be performed in the
original structure generated when obtaining the determinant thus reducing
the memory footprint. Expansions for more than one symbol are possible.

5.5.6 Symbolic Multiparameter Derivative

It is possible to get a multiparameter derivative of the form ∂2f
∂W1∂W2

for
symbols W1 and W2. For this purpose we make use of the resulting symbolic
expression obtained previously. Such expression is in the form of a sum of
products, which is further separated in n coefficients (powers of W1 with
coefficient 0 are omitted) of W1. Each coefficient is expressed as a graph, thus
obtaining n graphs. The derivative procedure is repeated for all n graphs now
for the symbol W2. This is useful for some optimization problems where the
Hessian matrix needs to be computed [1].

5.5.7 Experiments

For the experimental verification the symbolic transfer function for four
CMOS and one BJT (small signal model with CCCS) circuits was computed
and time metrics were taken for matrix equations formulation, denominator,
numerator and transfer function. The test cases are the differential pair and
common source shown in Fig. 5.13, the three stages uncompensated OTA
shown in Fig. 5.3 [22], the recycling folded cascode OTA [3], and the 741
OPAMP [29], respectively, as shown in Table 5.3.

The test circuit for the UA741 is a Small-Signal model with R, C and
VCCS elements. This same circuit was tested with SCAD3 [29], which does
not support reading MOSFETs from a netlist. The running and evaluation
time reported by SCAD3 is of 2.97s while our proposed graph-based tool takes
2.7043s, a little bit difference, but sensitivity analysis is straightforward.
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(a) Common Source.

(b) Differential Pair.

Fig. 5.13 Nullor equivalents for (a) common source and (b) differential pair circuits

Numerical evaluation of the resulting symbolic expression is performed in
order to provide a comparison among the well known and mature technology
(HSpiceTM ), a DDD-based symbolic tool [30], and our graph-based symbolic
tool. The circuit under test is the Differential Pair. The AC analysis output
is shown in Fig. 5.14.
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Table 5.3 Symbolic and Numerical Evaluation of D(s), N(s) and H(s)

Circuit Features Computer Time (seg)

Circuit Elements Nodes Equations D(s) N(s) H(s)

Differential Pair 35 26 1.1235 0.122 0.1464 1.4895

RFC OTA [3] 106 56 1.6603 0.201 0.1869 2.2633

LV Amp 33 18 2.35 0.058 0.0464 2.4544

Common Source 8 6 0.8581 0.041 0.0205 0.9811

741 112 77 0.5123 1.37 0.822 2.7043
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Fig. 5.14 H(s) comparison among DDD [30] (dashed), HSpiceTM (dots) and our
Graph Based Symbolic Tool (solid) for the differential pair topology

Table 5.4 Sensitivity with respect to gm1 and RD

Symbol Symbolic Value
W Sens(H(s), W)

gm1
gm1 r1

gm1 r1−cgd1 r1 s
1.0001

RD

r1

(
gm1−cgd1 s

gds1 r1+s (cgd1 r1+cl r1)+1
− (gm1 r1−cgd1 r1 s) (gds1+s (cgd1+cl))

(gds1 r1+s (cgd1 r1+cl r1)+1)2

)
(gds1 r1+s (cgd1 r1+cl r1)+1)

gm1 r1−cgd1 r1 s
0.804

Numerical evaluations of the resulting expressions for the RFC OTA [3] are
shown in Fig. 5.15.We show the symbolic sensitivity expressions for a Common
Source topology. The sensitivity analysis is performed with respect to gm1 and
RD, and the numerical evaluation is performed as shown in Table 5.4.
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5.6 Conclusion

A graph-based symbolic technique for the solution of a system of equations
for analog ICs, formulated by applying symbolic NA, has been described.
The proposed approach is based on the use of nullor equivalents to formu-
late the nodal admittance matrix, from which exact analytical expressions
are derived. The technique has been extended to perform symbolic sensitiv-
ity analysis with respect to each symbolic-element and also with respect to
multiparameters. Several examples were summarized in the last section and
time computations were listed for the formulation and computation of the
numerator, denominator and the transfer function of a circuit under test.

Finally, our proposed graph-based symbolic technique was compared with
the already known DDD method and with HSPICETM , for the CMOS differ-
ential pair topology. From those results, it is appreciated the good agreement
of the graph-based symbolic technique with respect to HSPICETM .

It is worthy mentioning that as for the DDD method, the graph-based sym-
bolic technique is compact, unique and the complexity to obtain the symbolic
expression depends on the size of the graph. This approach highlighted the
simplicity for computing AC sensitivities of analog ICs with respect to one or
many parameters, but just before computing the symbolic transfer function,
as already shown in [20].
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Chapter 6
A Designer-Assisted Analog Synthesis Flow

Farakh Javid, Stéphanie Youssef, Ramy Iskander, and Marie-Minerve Louërat

Abstract. This chapter presents a designer-assisted analog synthesis flow that is
fully controlled by the designer and offers an intuitive design approach. The de-
signer knowledge to conceive an analog IP is the key element of the synthesis flow,
it is taken into account to automatically generate the analog IP design procedure
and the physical view. Thus both consistency and accuracy of the final design are
ensured. The presented flow bridges the gap between the two traditional approaches
related to analog synthesis, namely the simulation-based and the knowledge-based
approaches. It combines accuracy from simulation-based approaches with speed
of computation from knowledge-based approaches. The proposed analog synthesis
flow is composed of an accurate hierarchical sizing and biasing tool and a parameter-
izable layout generation tool. To demonstrate the effectiveness of the proposed flow,
a fully differential transconductor was completely synthesized in 130nm CMOS
technology to respect some performance specifications set by the designer. The ob-
tained very low runtime is due to the introduction of design knowledge during both
sizing and layout generation.

6.1 Introduction

During the past few decades, state of the art research in analog circuits syn-
thesis led to the emergence of two major schools : the first school pushing to-
wards Full Design Automation (FDA) and the second school pushing towards Full
Design Handcrafting (FDH). Several academic and commercial tools have been
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developed by the FDA school such as OASYS [9], IDAC [5], OPASYN [13],
DELIGHT.SPICE [21], ASTRX/OBLX [22], AMGIE [24], MAELSTROM [14],
ANACONDA [23], ASF [15], VASE [6], MOBU [26], WiCkEd [29], Neolinear
acquired by Cadence and Analog Design Automation Inc. acquired by Synopsys.
Except for OASYS, IDAC and AMGIE which are knowledge-based, the tools were
mainly simulation-based for its generality. On the other hand, few academic tools
have been developed by FDH school such as COMDIAC [25], PAD [28, 27] and
[2, 1], trying to provide analog designers with sufficient insight for full trade-offs
optimization.

Moreover, to further reduce the design time, automatic layout generation method-
ologies have been recently proposed [8]. In [30], an analog layout generator is used
to generate individual or matched components layout, taking into account perfor-
mance considerations. The layout parasitics are studied in [31] with a dedicated lay-
out retargeting approach. LAYGEN [4] considers designer constraints to generate
the layout using an evolutionary kernel.

Accumulating experience for several years, analog designers build sufficient ex-
pertise to analyze real complex circuits. Though for such complex circuits, FDA
tools require important preparatory effort, have large execution times and the re-
sulted design is not always optimal. Nowadays, analog designers seek to develop
structured design methodologies that provide : physics-based design, capacity to
deal with complex circuits, bridging the gap between hand analysis and simulation,
sufficient design insights, performance trade-offs exploration and analog design
assistance.

To address these principal needs, the nature of analog design knowledge and
the challenges facing today’s analog design automation will be further studied in
subsequent sections.

6.2 Problem Definition

6.2.1 Analog Design Knowledge Classification

Basically knowledge related to analog design may be classified into two types : tacit
knowledge and formal knowledge. On the one hand, tacit knowledge refers to the
designer know-how, experience, intuition, unarticulated models and implicit rules
of thumb about circuit design. It exists as the intellectual property of the designer.
It is gained over a large period of time with learning and experience. It is difficult
to express and may be transferred by the willingness of the designers to share their
experience.

On the other hand, formal knowledge is embedded in design documents, reposito-
ries, design function and structured description, problem solving routines, computer
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Fig. 6.1 The gap between tacit and formal knowledges in analog design

algorithms, expert knowledge systems, etc. These create the intellectual platform
necessary to build and manufacture a design.

It is known that each designer has his own intuition (i.e. tacit knowledge) on
how to design an analog IP, as illustrated in Fig. 6.1. Thus an interesting issue
can be stated as follows : how to bring the designer tacit knowledge to the formal
knowledge ? In other words : how to fill the gap shown in Fig. 6.1 ? A possible
solution is proposed in the following subsection.

6.2.2 Improved Knowledge-Aware Analog Design Flow

To further analyze the challenges in analog design automation, the tasks involved in
both knowledge-based and simulation-based synthesis are presented in Fig. 6.2.

Simulation-based synthesis encapsulates a simulator within an optimization
loop. Since the simulator is a verification tool, it starts with a set of sizes and bi-
ases (vector 2). Then, it computes small-signal parameters (vector 3) by evaluating
transistor models such as BSIM3V3, BSIM4, PSP and EKV. After that, linear and
nonlinear performances (vector 4) are evaluated using a set of testbenches. It is to be
noticed that model evaluation and performance evaluation are performed by the sim-
ulator. The search engine uses sizes and biases (vector 2) as optimization variables.
It leaves both model evaluation and performance evaluation to the simulator. This
approach is illustrated by the innermost loop of Fig. 6.2. In operating-point-driven
formulation [24], the optimizer tunes the circuit design parameters (vector 1) as in
the solid-line loop of Fig. 6.2. In this case, complex sizing and biasing procedures
are manually written by the designer to ease the mapping from vector 1 to vector 2
[9], [24], [22].

Alternatively, knowledge-based synthesis is very laborious. Using the circuit
design parameters (vector 1), the designer codes complex sizing and biasing pro-
cedures to compute sizes and biases (vector 2). From vector 2, the designer uses
simplified transistor models for model evaluation. Finally, the designer extracts ap-
proximate performance equations for performance evaluation.



126 F. Javid et al.

n

1W

V
GS,1

V
DS,1

W

g

g
m,n

gs,1C
ds,1

g
m,1

A

F
T

PM

d0

THD

END

TEMP
V

IN,i
Veg,i
I
B,i

V
OUT,i
L i

VDD
VSS

S
T

A
R

T

Parameters Biases ModelsParameters

Automation Gap

1. Design 2. Sizes and 3. Small−Signal 4. Performance

M
od

el
 E

va
lu

at
io

n

S
iz

in
g 

&
 B

ia
si

ng

P
er

fo
rm

an
ce

T
op

ol
og

y 
S

el
ec

tio
n

&
 C

on
fig

ur
at

io
n

D
es

ig
n 

T
ra

de
of

fs
A

na
ly

si
s

E
va

lu
at

io
n

Specifications
with

Compare
No

Yes

Search Engine

FDHFDA

Fig. 6.2 Tasks involved in today’s analog design automation efforts

Since the designer tries to transform his own design intuition into a formal sizing
procedure, he tends to mix performance equations with sizing and biasing compu-
tation. This complicates the synthesis task and affects the clarity and readability of
the represented formal knowledge.

Generally, the designer wishes to use more meaningful design parameters (vector
1) to design analog circuits. The mapping to sizes and biases (vector 2) becomes a
laborious task that has to be repeated for each newly introduced circuit topology.
This step depends mainly on the designer expertise and the complexity of circuit
topology. Today this step is not yet formalized, therefore an automation gap is iden-
tified in the analog design flow, as illustrated in Fig. 6.2. Thus filling this gap helps
the designer to express tacit knowledge into a formal knowledge that is structured
as suggested by the four vectors in Fig. 6.2. This leads to a more robust knowledge-
based analog design flow, that minimizes design errors during the design phase. The
use of a formal representation favors the increase of analog design reuse, hence the
reduction in design time.

The automation gap is filled by generating design procedures using the hierar-
chical sizing and biasing methodology, which is presented in the next section.

Furthermore, the efforts done by the FDH school in topology selection and con-
figuration may be placed on top of the proposed work (FDH in Fig. 6.1). In this
case, topology configuration means the selection of appropriate topology parame-
ters among those of vector 1. Tools delivered by FDA school for design trade-off
analysis would be placed on the very top (FDA in Fig. 6.1). It would be extremely
beneficial to explore design trade-offs, while respecting the designer’s choice of
topology and design parameters.
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In the proposed work, the concept of knowledge-aware synthesis is developed.
In this concept, a search engine perform an optimization loop around vector 1 that
holds intuitive design parameters. These are mapped to sizes and biases inside the
loop using automatically generated sizing and biasing procedure. This procedure
computes only feasible dimensions, thus, allowing considerably reduced design
space to be examined for the same circuit. The design space is also reduced due
to the nature of design parameters in vector 1 that varies in very limited ranges or
are set a priori by the designer. Since designer knowledge is involved inside the opti-
mization loop as a sizing and biasing procedure, the loop is qualified as knowledge-
aware synthesis. In this optimization loop, it is assumed that performance equations
are provided by the designer in order to measure circuit performances in vector 4.

6.2.3 Analog IP Definition

An analog IP is composed of a netlist, a set of design parameters and sizing con-
straints, and physical constraints for layout generation. These items are specified by
the designer. To document an analog IP at the design steps described in sections 6.3
and 6.4, the designer-assisted analog synthesis flow proposes to store the designer
knowledge and computed results (the design procedure, the sizes and biases, the
layout parameters) in a XML file. Thus, the communication between the different
design steps is highly simplified, as for an example the sizing tool can easily perform
circuit sizing taking into account layout parameters, without any extractor.

As shown in Fig. 6.3, the sizing tool documents the XML file with the input pa-
rameters Pin (<parameters> section), the list of sizing operators deduced from Pin

(<sizing> section) and computed sizes and biases (<instance> section). Among
these data, transistor length and width are then used by the layout generation tool to
generate the circuit layout. The layout generation tool takes as input the parameters
in <instance> section plus some additional layout parameters such as the number
of dummies, the bulk type, or the current direction. The layout generation tool has a
dedicated section in the XML file, to store the designer choices of the layout style,
and the floor-planing of the circuit with the matching and symmetrical constraint.
Thus, all the information required to design an analog IP can be easily reused, mod-
ified and shared among a group of designers, during the whole design process. The
next two sections present the hierarchical sizing and biasing methodology and the
layout generation methodology.

6.3 The Hierarchical Sizing and Biasing Methodology

In this section, the sizing and biasing tool within the designer-assisted analog design
flow is presented. It is based on the hierarchical sizing and biasing methodology [10]
that exploits the designer tacit knowledge to generate suitable design procedures for
analog IPs. The hierarchical sizing and biasing methodology uses a hierarchical
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<circuit name=”GMD”>
<parameters> <!- - Pin Parameters - ->

<parameters name=”GMD.Vdd” value=”1.2”/>
<parameters name=”GMD.L” value=”1.0e-6”/>
...

</parameters>
<sizing> <!- - Sizing Operators - ->

<instance name=”m9ap an” operator=”OPW(VG,VS)”/>
...

</sizing>
<instances> <!- - Devices in GMD - ->

<instance name=”m1ap an” model=”DifferentialPair” mostype=”PMOS”
sourceBulkConnected=”True”>

<parameters>
<parameter name=”id” value=”40.0e-6”/><!- - parameter obtained from Pin - ->
<parameter name=”w” value=”3.4e-6”/><!- - computed parameter - ->
<parameter name=”l” value=”3.0e-6”/><!- - parameter obtained from Pin - ->
<parameter name=”nf” value=”4”/><!- - input parameter for the layout - ->
<parameter name=”dummies” value=”1”/><!- - number of dummies at the end of
each stack on the layout - ->
<parameter name=”sourcefirst” value=”true”/><!- - current direction in the layout - ->
...

</parameters >
</instance>

</instances>
<layout> <!- - Layout Section - ->
<!- - matching constraint of each devices - ->

<instance name=”m1ap an” style=”Mirror”/ >
<instance name=”m2p n” style=”Mirror”/ >
<instance name=”m9ap an” style=”Mirror”/ >
<hbtree > <!- - HB*- Tree description - ->

<group name=”gb” align=”vertical”><!- - group of symmetrical constraint - ->
<block name=”m1ap an”>
<block name=”m2p n” position=”top”>
<block name=”m9ap an” position=”top”/>
</block>
</block>

</group>
</hbtree>

</layout>
</circuit>

Fig. 6.3 The XML file for GMD subcircuit (Fig.6.17) sizing and layout generation

representation of the circuit (section 6.3.1), a library of sizing and biasing operators
(section 6.3.2) and a bipartite graph (section 6.3.3).

6.3.1 Circuit Hierarchy

An electrical circuit is built as a hierarchy of interconnected subcircuits. A leaf
subcircuit in the hierarchy is called a device : it is a set of transistors that realize
an electrical function (like a differential pair, a current mirror, etc...). A reference
transistor is defined in each device, it is the only transistor to be sized by an operator.
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The reference transistor computed sizes and biases are then propagated, through
designer constraints, to the other transistors in the device.

6.3.2 Sizing and Biasing Operators

Sizing and biasing operators aim at computing the sizes and biases of reference
transistors, they are based on the inversion of the transistor compact model. Each
operator has a set of input parameters that are set by the designer and computes
unknown widths and biases (see Table 6.1, where VEG = VGS −VTH ). An operator
computes either :

W = fW (Temp, ID,L,VGS,VDS,VBS) (6.1)

or :
VGS = fVGS(Temp, ID,W,L,VDS,VBS) (6.2)

fW and fVGS are two inverse functions of the transistor compact model given in
equation (6.3) :

ID = fMODEL(Temp,W,L,VGS,VDS,VBS) (6.3)

where MODEL is a standard transistor model like BSIM3v3 [19], BSIM4 [19], PSP
[20] and EKV [7]. fW and fVGS are monotonic functions, thus equations (6.1) and
(6.2) are solved with the Newton-Raphson method. Convergence criteria for the
Newton-Raphson method are the same as in commercial simulators.

Table 6.1 Class definition of sizing & biasing operators

Operator De f inition

OPV S(VEG,VB)(Temp, ID ,L,VEG ,VD,VG,VB) �→ (VS,W,VT H )
. . . . . .

OPV G(VEG) (Temp, ID ,L,VEG ,VD,VS) �→ (VG,W,VT H ,VB)
. . . . . .

OPV GD(VEG) (Temp, ID ,L,VEG ,VS) �→ (VG,VD,W,VT H ,VB)
. . . . . .

OPW(VG,VS) (Temp, ID ,L,VD ,VG ,VS) �→ (W,VT H ,VB)
. . . . . .

OPID(VG,VS) (Temp,W,L,VD ,VG,VS) �→ (ID,VT H ,VB)
. . . . . .

As shown in Fig.6.4, an electrical simulator is encapsulated within the sizing and
biasing operators [11]. Thus the sizing operators directly interface with industrial
design kits in order to ensure the accuracy of the computed results. At the bottom
in Fig.6.4, there is an electrical netlist that specifies the suitable design kit and con-
tains only two transistors : one PMOS and one NMOS. Both transistors refer to a
transistor compact model and are entirely sizable and biasable through simulator in-
teractive commands. This two-transistor netlist is loaded by the electrical simulator
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Fig. 6.4 Simulator encapsulation within sizing and biasing operators

launched in interactive mode, to perform sizing and biasing. Three types of inter-
active commands are evaluated : set, get and run. The set command allows to set
transistor known parameters (sizes and biases) at the simulator level. The get com-
mand enables to retrieve currents, voltages and small signal parameters computed
by the simulator. After a set command, a simulation must be run using the run com-
mand, in order to compute the DC operating point of the transistor. An application
programming interface (API) is developed using expect library [17] to automate the
set, get and run commands execution. The API is used within the sizing and biasing
operators, that are optimized to minimize the number of calls to the simulator, which
can reach several hundreds during sizing.

Operator OPVG(VEG) implementation is illustrated in Fig. 6.5. First, transistor
voltages and width are initialized in lines 5 to 13. simulator is the C++ object that
encapsulates an electrical simulator. In line 8, the threshold voltage VTH is retrieved
from the simulator using getVth() function, that invokes the corresponding interac-
tive command for the simulator. Lines 14 to 31 are for the width computation loop,
using the Newton-Raphson method. On line 22, runSimulation() function performs
a single transistor simulation to compute the operating point corresponding to the
width computed in line 20. Convergence criteria for the sizing operator are based
on εreltol = 10−3, εabstol,v = 10−6 and εabstol,w = 10−8 (lines 26 to 28). Computed
width and voltages are returned in line 32.

6.3.3 Bipartite Graph

The hierarchical sizing and biasing methodology handles design parameters depen-
dencies in the form of a bipartite graph [12]. The bipartite graph is the design pro-
cedure for an analog IP. It is formally defined in the following subsections.
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1 Operator OPVG(VEG)
2 Inputs Temp, ID, L, VEG, VD, VS
3 Outputs VG, VB, VT H , W
4 Implements
5 VB =VS
6 VDS =VD −VS
7 VBS =VB −VS = 0.0
8 VT H = simulator.getVth()
9 VG = 0.0
10 W = 10 ·Wmin
11 simulator.setVds(VDS)
12 simulator.setVbs(VBS)
13 iteration count = 0
14 Do
15 Wprev =W
16 VG,prev =VG
17 VG =VS +VEG +VT H

18 VGS =VG −VS
19 simulator.setVgs(VGS)
20 Solve for W using the Newton-Raphson method
21 simulator.setW(W )
22 simulator.runSimulation()
23 VT H = simulator.getVth()
24 Increment iteration count
25 While (
26 ( |VG −VG,prev |≥ εreltol ·max(|VG |, |VG,prev |)+ εabstol,v
27 or
28 |W −Wprev |≥ εreltol ·max(|W |, |Wprev |)+ εabstol,w )
29 and
30 iteration count ≤ MAX ITERATIONS
31 )
32 Return [VG,VB,VT H ,W ]

Fig. 6.5 Implementation of operator OPVG(VEG) with simulator calls

6.3.3.1 Bipartite Graph Definition

Definition 1. A graph G(V,E) consists of a vertex set V (also called node set), an
edge set E, and a relation that associates with each edge two vertices.
Definition 2. A bipartite graph G(V1,V2,E) is a graph whose vertices are divided
into two disjoint sets V1 and V2 (V1 ∩V2 = /0) such that each edge e ∈ E connects a
vertex x ∈V1 to a vertex y ∈V2.
Definition 3. A directed acyclic graph (DAG) is a directed graph with no directed
cycles (closed chain of vertices). In a DAG, all edges are oriented and are called
arcs.
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Definition 4. A bipartite DAG is a bipartite directed graph with no directed cycles.
Definition 5. A bipartite DAG G = (Vp,Vc,A) is defined with the two disjoint sets
Vp and Vc. Vp is the set of parameter nodes, Vc is the set of computation nodes, A is
the set of arcs. The bipartite DAG G is the design procedure for an analog IP.

A parameter node is a geometrical or electrical parameter related to a reference
transistor, a device or a circuit. The parameter nodes set Vp is split into the three
following subsets :

Vp = Pin ∪Pout ∪Pprop (6.4)

with Pin ∩Pout = /0, Pout ∩Pprop = /0 and Pprop ∩Pin = /0. Pin is the set of input pa-
rameters for the design procedure. Pout is the set of output parameters computed
by the design procedure. Pprop gathers intermediate parameters propagated between
successive computation nodes.

A computation node, that computes one or several parameters, is either a sizing
and biasing operator (see section 6.3.3.2), a linear constraint (see section 6.3.3.3)
or a designer-defined procedure (DDP), that allows to express the knowledge that
cannot be automatically extracted (see section 6.3.3.4).

The parameters in Pin, the linear constraints and the DDPs constitute the designer
tacit knowledge. They are set up according to the designer understanding of the
circuit behavior, and can be modified to reach the suitable circuit performances.

6.3.3.2 Reference Transistor Sizing and Biasing

To size and bias a reference transistor, a bipartite DAG is associated with it, using
a unique sizing and biasing operator. The bipartite graph for the sizing and biasing
of the diode-connected transistor using operator OPVGD(VEG) (c.f. Table 6.1) is
shown in Fig. 6.6(b).

Fig. 6.6 (a) PMOS reference transistor (marked with a dot), (b) its associated bipartite graph

6.3.3.3 Device Sizing and Biasing

From the bipartite DAG of the reference transistor shown in Fig. 6.6, more complex
bipartite graphs are built for devices. Fig. 6.7(a) illustrates a current mirror device.
The designer can set a current ratio of 1 : 5 from transistor M1 to transistor M2.
Therefore the linear constraint W2 = 5 ∗W1 must be respected. The bipartite graph
for the current mirror is shown in Fig. 6.7(b). Operator OPVGD(VEG) computes the
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Fig. 6.7 (a) PMOS current mirror device, (b) its associated bipartite graph

width W1 for the reference transistor as in Fig. 6.6(b), then the designer constraint is
added in the graph to compute W2.

6.3.3.4 Circuit Sizing and Biasing

A bipartite DAG is associated to a circuit. Fig. 6.8 shows the bipartite graph for
the GMD circuit within the fully differential transconductor (Fig. 6.17). The de-
signer chooses the Pin set of input parameters according to his intent, and prop-
agates their values to the reference transistor of each device using constraints.
Next he may declare designer-defined procedures (DDP) to express the current ra-
tios between different transistors. A DDP named eq1 in Fig. 6.8 is declared as :
IDM9AP(K1, IBIAS) = K1 ∗ IBIAS, with {K1, IBIAS} ∈ Pin, where K1 is a ratio and IBIAS is
the biasing current for the circuit. Pout mainly contains the widths computed by the
sizing operators.

Starting from these data (Pin parameters and the designer constraints), that are
the designer tacit knowledge, the synthesis routine shown in Fig. 6.9 uses the cir-
cuit netlist to automatically generates a formal representation (the bipartite graph)
to size and bias an analog IP. Steps (1)-(4) perform a depth-first traversal on the
hierarchical instantiation tree of the electrical circuit. The root circuit is described
as a parameterized generator. For each child generator, the root generator propa-
gates the known design parameters and asks the synthesis routine to synthesize the
child generator. If the child generator is a device, the dependencies of its reference
transistor are generated in step (6). Otherwise, if the child generator is a subcircuit,
the dependency graphs of its children generators are merged in step (8). Thus, this
synthesis routine is a mean to bring the designer tacit knowledge to a formal one.
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Fig. 6.8 Bipartite graph (i.e. design procedure) associated to the GMD subcircuit in the fully
differential transconductor (see Fig. 6.17)

1: Procedure synthesize ( generator )
2: For Every child Of generator
3: Call synthesize(child)
4: End For
5: If generator is a device
6: generate dependencies for the reference transistor
7: Else If generator is a subcircuit
8: merge dependencies of all children generators
9: End If
10: End Procedure

Fig. 6.9 Pseudo-code of the synthesis routine

6.4 The Layout Generation Methodology

This section shows how a layout description language helps to generate a parame-
terized layout for analog basic blocks, and how the layout generation tool provides
layout dependent parameters (LDP) that are sent to electrical view to take into con-
sideration their effects during the sizing phase.
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6.4.1 Layout Generation Tool Characterization

Our layout description language of the smart analog basic blocks is based on Python
language. This choice was motivated by the fact that Python is an easy to learn, easy
for debugging, object-oriented, portable and interpreted language. This allows the
designer to write concise and simple code to describe complex layouts using generic
design rules parameters. Actually, each technology process uses a dedicated file to
associate a value to each generic layout design rules parameters.

The principle of having a library of smart analog basic blocks is to have the
following characteristics :

• A layout description language based on python code that eases and simplifies the
layout description code of the analog basic building blocks.

• Our layout generation tool supports different technologies with the new nano-
metric layout dependent parameters.

• Our layout generation tool supports the layout dependent parasitic parameters
(LDPP) of different models BSIM3, BSIM4, etc ...

• Having for each analog basic building, different layout styles, their layout de-
pendent parameters can be compared directly, without the need for an extractor,
once the generation of the layout for the same technology or even for different
technologies.

• A parameterized and reusable analog basic building block, since the layout de-
scription python code is not hard coded thanks to the generic design rules param-
eters.

• An easy exportation of the layout to a commercial tool.
• A tight link between physical and electrical views.

6.4.2 Smart Analog Basic Blocks

This section mainly focuses on the layout generation of the smart analog basic
blocks ”devices” features, and shows the tight link between the electrical and the
physical views thanks to the device features.

6.4.2.1 Device Features

A device has an atomic analog function realized by a small set of transistors. The
motivation to build a device is the following : the analog electrical behavior of the
set of transistors requires a dedicated layout with strong geometrical and robustness
constraints. Therefore the layout of the transistor’s set has to be designed as a whole.
A typical library of analog devices contains : a folded transistor, a differential pair,
a current mirror, a cross coupled pair, a level shifter , etc ... Each device may have
different layout styles. Each device may contains one or more stacks depending on
the chosen style. The goal of the device is to provide an electrical realization along
with a physical realization (layout) of an atomic behavior annotated with all the
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layout dependent parameters. The device is a smart object, since it has two main
features : on the one hand a set of methods to study the electrical behavior and on
the other hand the set of methods to generate a layout.

6.4.2.2 Stack Object

Folding technique is commonly used in analog circuits. Since this structure is
essential, a ’Stack’ object has been defined in our layout generation tool. To
create the layout of a complete stack, the designer of parameterized analog de-
vices (folded transistors, differential pair and current mirror, etc ...) simply calls
createStack() method with well specified input parameters.

The input parameters of the createStack() method are :

• Type: the type of the transistor NMOS or PMOS.
• W: the finger width of the stack.
• L: the length of each finger.
• NFs: the number of stack’s fingers (including dummies).
• NDummies: the number of dummies at each stack ends.

Fig. 6.10 Layout stack example W=2.0μm, L=0.2μm, NFs=7, Type=NMOS and
NDummies=1

Fig. 6.10 presents an example of a generated stack layout. The routing is not shown
for clarity. The labels ”T” on the fingers represent the transistor to which the fingers
belong. Once a stack object has been created, it can be queried for useful layout
distances as shown in Fig. 6.11.

The distances provided by the stack are :

• DMCI: distance from the middle diffusion contact till the isolation edge.
• DMCG: distance from the middle diffusion contact till the gate edge.
• DGG: distance between two successive gates.

This is equal to 2×DMCG.
• DGI: distance from the edge of the end gate to the isolation edge. This is equal

to DMCI +DMCG.

Each distance has a method to query it in the stack object. They are used to compute
the layout dependent parasitic parameters.
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Fig. 6.11 Useful distances provided by the Stack object

6.4.2.3 Device Routing Methodology

As it was mentioned, a layout description language is available. This section
presents two parametric generic routing methodologies : inter-stack routing
methodology and intra-stack routing methodology. These methodologies provide
the designer a procedural way to perform a symmetrical routing and therefore a
symmetrical layout. The main advantage is to handle a large set of device topology
based on a generic Python method driven with few input parameters. A device can
have one stack as in the interdigitated and mirror styles. To route the nets of one
stack the designer has to call intra-stack routing methodology by precising : the
name of the net to be routed, how it will be routed (line, u-shape or serpentine) and
the metal layers of the routed segments. A device also may have many stacks as in
the 2D common centroid and the M2 module. To route the nets between two stacks
the designer has to call inter-Stack routing methodology by precising : the two seg-
ments to be routed, the coordinates of the routed segment(s) and the metal layers of
the routed segments.

6.4.2.4 Layout Dependent Parameter Computation Methods

A dedicated Python API has been developed to describe the device layout. In addi-
tion to the method describing the layout, three special methods have been developed
to compute the layout dependent parameters of the MOS transistor model. The first
one computes the area and perimeter of the source and drain zones, the second one
computes the stress effect parameters introduced in BSIM4 to model nanometric
DSM effects and the third one computes the capacitance of the routing wires. The
layout Python API offers the possibility to describe technology independent layout
generators since it is based on a set of generic layout design rules.

6.4.2.5 Layout Generation Tool Environment

Fig. 6.12 shows how the layout generation environment can help as a device de-
signer debugger environment. The device designer chooses the technology file by
clicking on Edit → ConfigureTech. Then the input parameters of device are chosen.
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The layout of the device can be seen instantaneously since the layout code descrip-
tion calls the technology file to determine the values of the design rules parameters.
All calculated layout dependent parameters can be seen through a message con-
sole. In the script editor windows, there is a part of the layout description code to
show the layout description languages (here an example for an intra-stack routing is
illustrated).

Fig. 6.12 Our layout generation tool environment

6.4.3 Differential Pair Example

For example for a differential Pair Fig.6.13 in 130 nm, W = 3 um, L = 0.15 um, NF
= 4, Type = NMOS and NBdummies = 0, there are four different styles.

Interdigitated style Fig.6.14a : a certain number of sub transistor fingers (here it
is equal to 2) that belongs to the same transistor ”T1” is alternated with the same
number of sub-transistor fingers that belongs to the other transistor ”T2”.

Mirror style Fig.6.14b : the alternated transistor fingers of ”T1” and ”T2” are put
around a symmetrical axis. Since the interdigitated and the mirror styles have only
one stack, they are only routed in intra-Stack routing methodology. The nets ”G1”
and ”G2” are routed into a line shape, the nets ”D1” and ”D2” are routed into a
u-shape, and the common net ”S” is routed into a serpentine.
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Fig. 6.13 Differential Pair

M2 module style [16] Fig.6.14c : each two transistor fingers that belong to the
same transistor are put in a separated stack, then the stack is alternated as wished by
the designer. The idea is to easy characterize each stack and easily alternate them.
Here the stacks are alternated in a horizontal way.

2D common centroid style Fig.6.14d : the alternated transistor fingers of ”T1”
and ”T2” are put around a common center point. Since the M2 module and the 2D-
CommonCentroid styles have multiple stacks, they are routed in both intra-Stack
routing methodology and inter-Stack routing methodology. In the M2 module the
net ”D1” and ”D2” are routed only in an inter-stack routing methodology since they
have only one diffusion region in each stack that belongs to their transistor, but for
the net ”S”, it is routed in intra-stack and inter stack routing methodology in a U-
shape for both methodologies. For the 2D-common centroid, all the nets are routed
in both routing methodologies. The inter stack routing here is performed around and
between the stacks.

Table 6.2 compares area, aspect ratio and matching features of the differential
pair in a 130 nm technology, with W = 3.0μm, L = 0.15μm, NF = 4 , Type =
NMOS and NBdummies = 0 respectively for the four layout styles (interdigitated,
mirror, horizontal M2 Module and 2D common-centroid). Note that the routing area
is larger than the active area in all the cases. This table provides the circuit designer
with a clear vision of the advantage and drawbacks of various solutions to draw
analog device layouts.

6.4.4 HB*-TREE

This section illustrates how this device library can be used to generate the layout of
an whole circuit with matching and symmetrical constraint using the algorithm of
the HB*-Tree (Hierarchical Binary Tree) described in [18].

6.4.4.1 B*Tree Representation

A B*-tree (Binary Tree) is an algorithm commonly used to represent a compacted
placement which every module cannot move left and bottom anymore. Every node
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(a) Interdigitated style. (b) Mirror style.

(c) ModuleM2 style.

(d) 2D - Common Centroid style

Fig. 6.14 Different Layout Styles of a differential pair

of a B*-tree corresponds to a module of a compacted placement having the follow-
ing characterization :

• The root of a B*-tree corresponds to the module on the bottom-left corner, in the
Fig.6.15a the root is the node ”A”.

• The left child of a node ”A”, corresponding to a module ”B”, represents the
lowest, adjacent module on the right side of the module ”A” Fig.6.15a.

• The right child of a node ”A”, corresponding to a module ”B”, represents the first
module above ”A” with the same horizontal coordinate Fig.6.15b.
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Table 6.2 Area and Matching Features as Function of Layout Styles

Areas in μm 2.

Interdigitated Mirror Horizontal 2D Common
M2 Module Centroid

Total area 26.026 26.026 47.704 43.84
Active area 5.505 5.505 9.555 16.578

height/width 0.43 0.43 0.235 1.1
horizontal
gradient – + + +

compensation
vertical
gradient – – – +

compensation

Equivalent + – + +
routing capacitance

(a) Left child node. (b) Right child node.

Fig. 6.15 The placement of the child node with respective to there parent

6.4.4.2 HB*-Tree Representation

The idea of the implementation of the HB*-tree (Hierarchical Binary Tree) is to give
the designer the possibility to make some constraint on a group of devices (modules)
to be placed in certain constraints : matching, isolation, symmetry, etc ... The node
in the HB*-Tree can be :

• A device node : the node corresponds to one device only.
• A hierarchical node : the node corresponds to a group of a device with certain

constraints.

Fig.6.16 represents how an HB*-tree, contained by a hierarchical node ”G”, with a
compact representation, is transformed to a symmetrical placement with respect to
a vertical axis.



142 F. Javid et al.

Fig. 6.16 The placement of a group with a symmetrical constraint

6.5 Case Study

In this section, the sizing tool and the layout generation tool of the designer-assisted
analog synthesis flow are used to design the fully differential transconductor [3]
represented in Fig. 6.17. Each colored rectangle that contains one or two transistors
represents a device. Every subcircuit is described in a XML file, the transconductor
XML file is defined by calling subcircuit XML files to ensure hierarchical knowl-
edge reuse.
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Fig. 6.17 Schematic of the fully differential transconductor. It is composed of four subcir-
cuits : two instances of AMP (AMP1 and AMP2), GMD and CMC.
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6.5.1 Knowledge-Aware Transconductor Synthesis

Using the synthesis routine in Fig.6.9, the bipartite graphs for GMD (Fig. 6.8),
CMC, and AMP subcircuits are generated. These three bipartite graphs are then
merged to get the bipartite graph associated to the fully differential transconductor,
that is evaluated from top (Pin parameters) to bottom to provide transistor widths
and unknown voltages (Pout parameters) for the fully differential transconductor. Pin

mainly consist of the transistor current, length and overdrive voltage, that are part
of the designer tacit knowledge.

To validate the concept of knowledge-aware synthesis, the transconductor is syn-
thesized to meet the performance specifications given in Table 6.3. The optimization
loop is set as a solid line loop in Fig. 6.2. It comprises vectors 1 to vector 4. The
search engine implements a combined Genetic/Nelder-Mead Simplex search. The
role of the genetic algorithm is to make a global exploration of the design space.
Then the Nelder-Mead Simplex locally refines the global candidate solutions. The
automation gap shown in Fig. 6.2 is filled with the bipartite graph of the transcon-
ductor shown in Fig. 6.17. The synthesis is performed using 130 nm CMOS technol-
ogy with VDD=1.2 V. The synthesis results are shown in Table 6.3. The execution
runtime is 43 seconds and the number of cost function calls is 100. This very low
runtime is due to the fact that parameters in vector 1 vary in a very narrow ranges,
hence, reducing the feasible design space of the transconductor. Simulation results
are in good agreement with the synthesis results.

The next step consists in generating the layout for the transconductor.

Table 6.3 Synthesis Results of the Transconductor

Circuit Performances Target Synthesis

Effective GM@15mV (μA/V) < 15 7.084
Effective GM@400mv (μA/V) > 150 163.39
Output Noise (nV/

√
Hz) < 300 273.5

Third-order Intercept Point (dBVp) [7,11] 9.18
Transistors in Saturation = ALL ALL
(except M1AP and M1AN)

Runtime (secs) - 43
Number of cost function calls - 100

6.5.2 Transconductor Layout Generation

As Fig.6.17 shows, the circuit designer specified the devices to be matched like for
example : the two transistors of the differential pair M11AP and M11BP, the two
cascoded transistors M2P and M2N, etc, by precising the layout style of each de-
vice, in this example the designer has chosen the mirror style for all the devices. The
designer also may select the groups of the devices with certain constraint, in the ex-
ample the designer has chosen to divide the circuit in group AMP1, AMP2, GMD
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and CMC and he has precised to place these groups in a symmetrical constraint.
Also he may precise to place all the whole circuit in a symmetrical placement.

HB*-Tree Generation
Fig.6.18 presents the HB*Tree generated for the circuit, showing all the sub-circuits
symmetrical groups. As the whole circuit is in a global symmetrical constraint so
the circuit is represented as one hierarchical node, node ”1”. In node ”1” there is
another HB*-Tree that represents the placement of the groups of the circuit AMP1,
AMP2, GMD and CMC. In each group there is another HB*-Tree that represents
the sub-groups of each group. Finally, each sub-group contains another HB*-Tree
that represents the matched devices to be placed in a symmetrical constraint.

Fig. 6.18 HB Tree of the transconductor
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Fig. 6.19 Layout of the transconductor
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Layout Generation
Fig.6.19 shows the layout of the whole transconductor circuit with its symmetrical
groups. After the generation of the layout, we can see the netlist with the physical
W and L and with the layout dependent parameters. Fig. 6.20 shows an example for
the differential pair ”M1AP AN”of the subcircuit ”GMD”.

* Differential Pair Bulk Connected

.subckt DifferentialPairBulkConnected 1 2 3 4 5 param: l val=3.0e-6 w val=3.4e-6 nf val=4 tr name=”name” meter=1.0
* NET 1 = d1
* NET 2 = d2
* NET 3 = g1
* NET 4 = g2
* NET 5 = s
* drain1 drain2 gate1 gate2 source
Xtr1 1 3 5 5 M1AP l=l val w=w val nfing=nf val AS=6.4600e-13 AD= 6.4600e-13 PS=1.5200e-06 PD= 1.5200e-06
Xtr2 2 4 5 5 M1An l=l val w=w val nfing=nf val AS=9.0100e-13 AD=6.4600e-13 PS=3.8200e-06 PD= 1.5200e-06
.ends DifferentialPairBulkConnected

Fig. 6.20 Netlist of the device M1AP AN after the layout generation

6.6 Conclusion

An analog design flow centered around the designer was presented. It is composed
of a sizing tool, that allows to transfer the designer sizing intent into a formal repre-
sentation (i.e. the bipartite graph), and a layout generation tool, that offers a highly
configurable physical view for an analog IP. The designer knowledge and computed
results are stored into a XML file that can be easily modified and shared among a
group of designers. Using the designer-assisted analog synthesis flow, a fully differ-
ential transconductor was successfully synthesized in a relative short time.

6.7 Future Work

Today, techniques to couple the sizing tool based on bipartite graphs and the layout
generation tool are currently being developed to introduce layout dependent para-
sitics during sizing. This ensures that produced layout satisfies performance con-
straints during sizing and layout generation. Other techniques to produce automatic
and compact floorplans are also under research and development.
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Chapter 7 
Analog Circuit Design Based on Robust POFs 
Using an Enhanced MOEA with SVM Models 

Nuno Lourenço, Ricardo Martins, Manuel Barros, and Nuno Horta   

Abstract. In this chapter, a multi-objective design methodology for automatic 
analog integrated circuits (IC) synthesis, which enhances the robustness of the 
solution by varying technological and environmental parameters, is presented. The 
automatic analog IC sizing tool GENOM-POF was implemented and used to 
demonstrate the methodology, and to verify the effect of corner cases on the 
Pareto optimal front (POF). To enhance the efficiency of the tool, a supervised 
learning strategy, which is based on Support Vector Machines (SVM), is used to 
create feasibility models that efficiently prune the design search space during the 
optimization process, thus, reducing the overall number of required evaluations. 
The GPOF-SVM optimization kernel consists of a modified version of the multi-
objective evolutionary algorithm (MOEA), NSGA-II, and uses HSPICE® as the 
evaluation engine. The usage of standard inputs and outputs eases the integration 
with other design automation tools, either at system level or at physical level, 
which is the case of LAYGEN, an in-house layout generation tool. Finally, the 
approach was validated using benchmark examples, which consist of circuits 
tested with similar tools, particularly, the former GENOM tool and other tools 
from literature. 

7.1   Introduction 

In the last decades, Very Large Scale Integration (VLSI) technologies have been 
widely improved, allowing the proliferation of consumer electronics and enabling 
the growth of IC market from $10 billion in 1980 to over than $300 billion in 2013 
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(according to IC Insights Inc) [1]. IC designers are building systems that are 
increasingly more complex and integrated. In the System on Chip (SoC) age is 
common to find devices where the whole system is integrated in a single chip [2]. 

The need of new functionalities, longer battery times, smaller (thinner) devices, 
more power efficiency, less production and integration costs and less design cost, 
makes the design of electronic systems a truly challenging task. The complexity of 
electronic systems design and the strict time-to-market impose the use of 
Computer Aided Design (CAD) tools to support the design process. In digital IC 
design, mature Electronic Design Automation (EDA) tools and design 
methodologies are available helping the designers to keep up with the new 
capabilities offered by the technology. Currently almost all low-level phases of the 
process are automated. The level of automation is far from the push-button stage, 
but is keeping up reasonably well with the complexity supported by the 
technology. On the other hand, analog IC design automation tools strive to keep 
up with the new challenges created by technological evolution [3,4]. Due to the 
lack of automation, designers keep exploring the solution space almost manually. 
This method causes long design times, and allied to the non-reusable nature of 
analog IC, makes analog IC design a cumbersome task. 

In this work a multi-objective design methodology and tool for automatic 
analog IC synthesis, GPOF-SVM, is presented. GPOF-SVM stems from GENOM 
[5-7] and GENOM-POF [8], the first is a former single objective optimizer 
enhanced by an SVM feasibility model and the second is a multi-objective circuit 
optimizer. This chapter is organized as follows: in section 7.2 an overview of 
related work in analog IC design automation at circuit/system-level sizing is 
presented; section 7.3 explains the architecture of GPOF-SVM; section 7.4 
presents case studies; and finally, in section 7.5 some conclusions are drawn and 
future work proposed. 

7.2   Related Work 

Historically, the tools for automated circuit sizing are classified as knowledge-
based or optimization based. This classification, illustrated in Fig. 7.1, is based on 
the fundamental techniques used to address the problem. 

Early strategies, like IDAC [9] and BLADES [10], tried to systematize the 
design by using a design plan derived from expert knowledge. In these methods, a 
pre-designed plan is built with design equations and a design strategy that produce 
component sizes that meet the performance requirements. The knowledge-based 
approach was applied with moderate success to automatic analog IC sizing. The 
main advantage of this approach is the short execution time. On the other hand, 
deriving the design plan is hard and time-consuming, the design plan requires 
constant maintenance in order to keep it up to date with technological evolution, 
and the results are not optimal, suitable only as a first-cut-design. 
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Fig. 7.1 Automatic specification translation approaches: (a) knowledge-based and (b) 
optimization-based 

Aiming for optimality, the next generations of sizing tools apply optimization 
techniques to analog IC sizing. Based on the evaluation techniques employed, the 
optimization-based sizing tools can be further classified into three main sub-
classes: equation-based, electrical-simulation-based, and numerical-model-based. 

• Equation: These methods use analytic design equations to evaluate the circuit 
performance. The strong point of equation-based methods like GPCAD [11], 
Kuo-Hsuan et. al. [12] among others is the short evaluation time, making them, 
like the knowledge-based approaches, extremely suited to derive first-cut 
designs. The main drawbacks are: not all design characteristics can be easily 
mapped by analytic equations and the approximations introduced in the 
equations yield low accuracy designs. To reduce the long time dispended in 
model development, automatic techniques were proposed (Gielen et al. in [13] 
pro-vide a good overview on symbolic analysis applied to analog ICs). 

• Electrical Simulation: These sizing techniques use a circuit simulator to 
evaluate the circuit’s performance. The strong points of this approach are 
generality and easy-and-accurate model, however, typified by long execution 
time. To cope with this limitation Kuo-Hsuan et. al.[12] used equations to 
derive an approximate initial solution, Cheng et al. [14] solving the bias of the 
transistors first, the transistor sizes are then derived from the bias point using 
electric simulation. In MAELSTROM and ANACONDA [15] the evaluation is 
done using a parallel mechanism that shares the evaluation load among multiple 
computers. 

• Numerical Model: The numerical-model-based tools like Alpaydin et. al. [16] 
and Barros et. al. [6] use macro models, e.g., neural-networks or support vector 
machines, to speed up the evaluation of the circuit’s performance, reducing the 
high execution times caused by the exclusive use of electrical simulation inside 
the optimization loop, especially at system-level. A different approach is the 
usage of POF, where a suitable solution is selected from the pre-generated set 
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of optimal solutions, these models are then used hierarchically for system level 
sizing [17,18]. 

In MINLP [19], DARWIN [20], SEAS [21] and MOJITO [22,23] device sizing 
and topology selection are done simultaneously. These methods are more reliable 
than other topology selection techniques, as they treat the problem in a unified 
manner. The computation time, however, is extremely high. Koza [24], Lohn [25], 
Sripramong [26], Shoou-Jin [27] and more recently Hongying [28] presented a de-
sign methodology that creates new topologies. This approach is typified by high 
computation time, which limits the number of components in the circuit. Another 
issue with bottom-up generation is that designers are suspicious of the generated 
structures as they may differ “too much” from well-known trusted analog circuits 
[29]. Fig. 7.2 shows the panorama of analog circuit synthesis contributions. 

 

 

Fig. 7.2 Overview of analog design automation tools 

7.3   GPOF-SVM Architecture 

GPOF-SVM addresses the problem of automatic specification translation at circuit 
level, also known as circuit sizing, where from the set of specifications, the de-
signer finds out the sizes for the components (widths and lengths of the transistors, 
resistors, capacitors, etc.). To verify if the design is robust, i.e., the vast majority 
of the fabricated circuits will work according to specifications, corner analysis is 
employed. Corner analysis is among the most common techniques for analog IC 
design centering, and consists in a worst-case approach where the circuit is 
simulated over multiple combinations of process parameters variations (power 
supply, temperature, etc.). In Fig. 7.3 the 27 corners cases obtained by considering 
3 values for power supply, operating temperature and library models are shown. 
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Fig. 7.3 Corner cases example 

GPOF-SVM, whose architecture is shown in Fig. 7.4, is based on the elitist 
multi-objective evolutionary optimization kernel NSGA-II [30], and uses the 
industrial grade simulator HSPICE® [31] to evaluate the performance of the de-
sign. GPOF-SVM targets the design of robust circuits, by allowing the 
consideration of corner cases during optimization. In addition, an SVM [32], 
which models the functional feasibility of the circuit, is used to speed up the 
convergence to feasible areas on the design space. 
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Fig. 7.4 GPOF-SVM architecture 

In order to use GPOF-SVM, the designer inputs the circuit netlist and 
testbench, defines the optimization variables, design constraints and objectives, 
and the corners cases. Then, GPOF-SVM, models the circuit as an optimization 
problem, defined by the tuple {x,F,G}, where x is the vector of design variables, F 
is the vector objectives and G is the vector of inequality constraints, suitable to be 
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optimized by the NSGA-II kernel. The functional constraints, which are a sub-set 
of G, are used to define the functional feasibility regions used to train the 
feasibility model, where the training data is obtained using fractional Design of 
Experiments (DOE) to generate a set of circuits that are simulated to evaluate how 
well they met the functional constraints. The tools’ output is a family of Pareto 
optimal circuits that fulfill all the constraints and represent the feasible tradeoffs 
between the different optimization objectives. The next subsections provide the 
details of the architecture using a simple circuit to illustrate the descriptions. 

7.3.1   Inputs and Outputs 

The inputs from the designer are the circuit and testbench in the form of 
HSPICE® netlists. The netlist must have the optimization variables as parameters, 
and must include means to measure the circuit’s performance; the corner’s 
parameter variations are also included in the netlist. Fig. 7.5 shows a simple 
differential amplifier with the testbench schematic and parts of the corresponding 
netlist. 

 

 

Fig. 7.5 Example circuit: (a) schematic; (b) partial view of netlist 
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In addition, the designer defines ranges for the optimization variables, design 
constraints, and optimization objectives. Tables 7.1 and 7.2 illustrate these 
definitions for the circuit in Fig. 7.5. The output is a family of sized circuits 
representing the possible tradeoffs between the objectives being optimized. 

Table 7.1 Variable ranges for the example in Fig. 7.5 

Var. W1 W2 L1 L2 Ib 
Max. 500.0e-6 500.0e-6 15.0e-6 15.0e-6 400.0e-6 
Min. 1.0e-6 1.0e-6 0.35e-6 0.35e-6 30.0e-6 

Table 7.2 Objectives and design constraints for the example in Fig.7.5 

Constraint Measure Target Units Description 
Performance gbw ≥ 35 MHz Unit-gain frequency 
 pm 65 ≤ pm ≤ 90 Degree Phase margin 
Functional vov_m1 50 ≤ vov_m1 ≤ 200 mV Vgs –Vt 
 vov_m2 50 ≤ vov_m2 ≤ 200 mV Vgs –Vt 
 vov_m3 100 ≤ vov_m3 ≤ 300 mV Vgs –Vt 
 vov_m4 100 ≤ vov_m4 ≤ 300 mV Vgs –Vt 
 delta_m1 ≥ 50 mV Vds – Vdsat 
 delta_m2 ≥ 50 mV Vds – Vdsat 
 delta_m3 ≥ 50 mV Vds – Vdsat 
 delta_m4 ≥ 50 mV Vds – Vdsat 
Objective gain_dc maximize dB Gain DC 
 rms_power minimize W RMS power 

7.3.2   Optimization Kernel 

The optimization engine in GPOF-SVM is a modified NSGA-II to interface with 
HSPICE® and SVM, used to estimate feasibility and evaluate the individual 
objective and constraint functions. The NSGA-II was selected over SPEA and 
other multi-objective evolutionary algorithms because of the good characteristics 
of the output Pareto [30]. The option of using HSPICE® to evaluate the circuit’s 
performance was due to the accuracy of the results and the availability of models 
for the devices provided by the foundries. The multi-objective optimization kernel 
module was designed to solve the problem: 

( )
( )
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ixixL
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where, x is a vector of N optimization variables, gj(x) one of the J constraints and 
fm(x) one of the M objective functions. Except for minor changes, it was 
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implemented as in [30], using simulated binary crossover and mutation operators 
[33], tournament selection, and constrained based dominance check.  

7.3.3   Design Strategies 

GENOM-POF supports three design strategies: Typical, Corners, and Typical plus 
Corners. The next subsections describe each of the strategies. 

7.3.3.1   Typical (T) 

As the name states, in this strategy the circuit is evaluated using only typical 
conditions, this strategy is faster, and despite the output does not consider the 
limitations imposed by the corners it is useful for design tradeoffs analysis. First 
the design problem is described as an optimization problem, and then the NSGA-
II optimization kernel can be executed. In order to satisfy the problem formulation 
in eq. (7.1), the design objectives being minimized are used directly as one of the 
fm(x), and the ones being maximized are multiplied by −1. The design constraints 
are normalized and multiplied by −1, if necessary, according to eq. (7.2). 
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where, pj is the measured circuit characteristic, and Pj is the correspondent 
acceptable limit. Table 7.3 illustrates the objective and constraint functions for the 
circuit in Fig. 7.5 using the design specifications in Table 7.2. 

Table 7.3 fm(x) and gj(x) for the example from Fig. 7.5 

Performance 
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7.3.3.2   Corners (C) 

In the Corners strategy, the design is optimized from the beginning using all the 
corners, i.e., for each evaluation the circuit is simulated once for each corner case, 
this makes it the slower strategy, but the output circuits are feasible in all tested 
corner conditions. To handle the multiple corners, the objective and constraint 
functions are modified using eq. (7.3). 
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where, C is the number of corners, and ( )xf c
m  and ( )xgc

j  are respectively the 

objective fm(x) and the constraint gj(x), as defined for the typical case evaluated in 
corner case c. In this worst case approach, each objective, which is being 
minimized, is evaluated using the maximum value obtained from the simulation of 
circuit in all the corner cases, and each constraint is evaluated as the sum of the 
normalized violation in all the corner cases where it is violated.  

7.3.3.3   Typical Plus Corners (TC) 

In this strategy, typical optimization is done until it stops evolving or the maxi-
mum number of generation is reached. Then, the typical POF is used as starting 
point for corner optimization. This strategy is a tradeoff between the execution 
time and robustness of the solution, and the reduction of the genetic information 
(localization of the search) imposed by the use of the typical POF as starting point 
for the corner optimization. 

7.3.4   Functional Feasibility Model 

In order to improve the convergence of the optimization kernel and reduce the 
time consumed in the evaluation using HSPICE® a functional feasibility model, 
which is reusable for different objectives and performance constraints, is used to 
avoid the simulation of infeasible solutions. 

The derivation of the functional and performance constraints depends of the 
circuit in question, and is up to the designer to define which constraints are 
functional constraints and which are performance constraints. For example, for the 
circuit in Fig. 7.5 the performance constraints impose limits to the DC gain and 
phase margin, while the functional constraints impose limits to the overdrives 
voltages and saturation of the devices.  

This separation has to do with the intrinsic behavior of the circuit, the 
functional constraints relates to the topology of the circuit and represent design 
strategies used to ensure proper behavior, whereas the performance constraints 
relate to some performance metric usually defined from the design specifications. 
Another way to view this separation is that to ensure the linearity of an amplifier it 
is recommended to have the transistors in saturation (functional requirement), and 
for a given design the DC gain must be greater than 30 dB (performance 
requirement), whereas in another design the unity frequency must be larger 40 
MHz (performance requirement). 

An important property of the functional constraints is that, for a given process 
and topology, they must be valid for a wide range of designs, otherwise the 
functional feasibility model is not reusable. The next sections describe how the 
functional feasibility model is derived and how it is used to enhance GPOF-SVM 
performance. 
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7.3.4.1   Building the Feasibility Model 

The feasibility model, which follows the approach taken by GENOM [7], now for 
the multi-objective case, uses a SVM classifier [32] to estimate the compliance 
with functional constraints. To train the classifier, a training set is obtained using a 
fractional DOE strategy, then those points are simulated and their functional 
feasibility evaluated. The overall functional feasibility is computed as shown in 
eq. (7.4). 
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where JF is the number of functional constraints and ( )xg F
j  the functional 

constraint j.  
The sampled points are then sorted into 3 classes, feasible, quasi-feasible, and 

infeasible, based on the value of ffeas(x). The limits are ffeas(x)=0, ffeas(x)≥-T, 
and ffeas(x)<-T respectively.  

As noticed on GENOM [7], the data sets are highly unbalanced with very few 
feasible points, and unbalanced data creates difficulties to the classifier. The main 
reason is that most classifiers, like SVM, tend to optimize the overall accuracy 
without considering the weight of relative distribution of each class and they are 
designed to generalize from sample data to avoid the noise, and in this case they 
would treat the feasible points as noise and would ignore then. To overcome this 
issue, strongly infeasible points, i.e., points where ffeas(x)<-T2 with T2<T, are 
discarded and not used to train the model.  

To select the values T and T2, first a fractional sampling [34] is performed (for 
small problems the full combinatory sampling can be used). At this point is likely 
to have few (or none) feasible points in the data set. Then, set the values T and T2 
in such way that the number of feasible plus quasi-feasible samples is 
approximately the same as the number of not-discarded-infeasible samples, and at 
least 5% of the total available samples. This last condition is to ensure that there 
are a reasonable number of points in each class. The SVM classifier is then trained 
using the grid search technique suggested in [35]. 

7.3.4.2   Evaluation with the Feasibility Model 

The integration of the feasibility model in the evaluation is done in the trivial way. 
First the model is used to classify the individuals being evaluated as feasible, 
quasi-feasible and infeasible, and then unfeasible ones are discarded, and not put 
for electrical simulation. Due to the nature of the analog IC design space, some 
precautions must be taken when using the feasibility model: first the model can 
consider infeasible areas of feasibility that were not sampled, second in the 
beginning of the optimization, is likely to have only infeasible points, and without 
electrical evaluation there is no way to tell which ones are better and to guide the 
evolution of the population properly. 

To accommodate these two factors, the functional feasibility pruning is enabled 
at each generation with 50% change. Moreover, when full feasibility is attained, 
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i.e., both performance and functional constraints are met; it was noticed that the 
evolution of the algorithm do not generate a significant amount of infeasible 
points, and therefore the classification despite being much faster that electrical 
simulation is not pruning and represents an extra cost, therefore after full 
feasibility is attained the feasibility model is no longer used. 

7.4   Case Study 

The GPOF-SVM tool is here demonstrated for typical and corner cases by 
designing a single ended folded cascode amplifier and a fully differential 
telescopic amplifier. The folded cascode circuit is described in section 7.4.1, and 
the telescopic amplifier in section 7.4.2.  

 
Fig. 7.6 Single-ended folded cascode amplifier (a) schematic (b) testbench 
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7.4.1   Single Ended Folded Cascade Amplifier 

The circuit schematic is shown in Fig. 7.6, and the ranges, objectives and 
constraints are listed in Tables 7.4 and 7.5. The problem has 15 optimization 
variables, 2 objectives and 19 constraints. In addition, 9 corner cases were defined 
using the combination of technology models (typical, fast and slow) and 
temperature values (-40ºC, 50ºC, 120ºC). All the presented results are for UMC 
0,13µm technology and include only feasible solutions. 

Table 7.4 Variable ranges 

Var. 1 l1, l4, l5, l7, l9, l11 w1, w4, w5, w7, w9, w11 Ib [µA] Vbcn [V]Vbcp [V] 

Max. 0.80 µm 400.0 µm 500 0.0 0.4 

Min. 0.12 µm 0.24 µm 30 -0.4 0.0 
1 The variables l1 and w1 are dimensions, in [µm], of M1 and M2; l4 and w4 of M4; l5 and 

w5 of M5 and M6; l7 and w7 of M7 and M8; l9 and w9 of M9 and M10; l11 and w11 of 
M11 and M12.  

Table 7.5 Objectives and design constraints 

Constraints Measure Target Units Description 

Performance gbw ≥ 24 MHz Unit-gain frequency 

 a0 ≥ 40 dB DC Gain 

 sr ≥ 10 V/µs Slew Rate 

 pm 55 ≤ pm ≤ 90 Degree Phase margin 

Functional ov1 ≥ 30 mV Vgs –Vt 

 d1 ≥ 1.2 V/V (Vds – Vdsat)/Vdsat 

 osp ≥ 0.3 V  

 osn ≤ -0.3 V  

Objectives area2 minimize µm Area 

 a0 maximize dB DC Gain 
1 The constraint applies to: M1, M4, M5, M7, M9 and M11. 
2 The area is the sum of all the devices gate area (WxL) excluding bias devices. 

7.4.1.1   Synthesis 

Figure 7.7 shows the Pareto fronts and execution time that were obtained by 
running the 3 strategies T, C and TC until the max generation limit. The algorithm 
parameters were: a population of 32 elements, crossover and mutation rate of 90% 
and 10%, respectively, and 400 generations for T and C, and 200/200 for TC (200 
for the first step and 200 for the second step). The functional feasibility model was 
not used because finding a feasible solution in this example is easy (less than 5 
generations), and after finding a feasible solution the optimizer tends to generate 
only feasible solutions rendering the feasibility model useless. 
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Fig. 7.7 POF obtained using the 3 design strategies T, TC and C 

The POF obtained using T was found faster (in 165 seconds), and dominates 
the others (because it has fewer constraints). TC strategy was faster than C and in 
a region of the POF provided circuits with smaller area for the same gain; however 
it does not dominate the one obtained with C completely. By starting the corner 
 

Table 7.6 Summary of the Corner and Typical plus Corner run illustrated in Fig. 7.7 

Strategy Corner (C) Typical plus Corner (TC) 

Smaller Middle Larger Smaller Middle Larger 

Time [s] 1372 769 

Area [µm2] 335.62 471.75 613.05 201.07 254.72 310.11 

Gain [dB] 50.27 53.05 54.16 50.08 51.47 51.84 
L1 [µm] 0.44 0.57 0.61 0.42 0.42 0.41 
W1 [µm] 27.59 52.01 52.04 16.45 16.44 16.44 
L4 [µm] 0.42 0.58 0.63 0.62 0.60 0.72 
W4 [µm] 19.88 31.53 54.07 22.36 35.31 50.96 
L5 [µm] 0.24 0.27 0.32 0.28 0.28 0.26 
W5 [µm] 225.74 187.58 344.72 100.83 104.66 156.58 
L7 [µm] 0.33 0.41 0.42 0.40 0.51 0.57 
W7 [µm] 188.92 265.16 259.84 126.70 145.28 145.35 
L9 [µm] 0.59 0.59 0.60 0.36 0.36 0.36 
W9 [µm] 55.30 59.76 60.12 15.59 15.59 15.59 
L11 [µm] 0.18 0.17 0.18 0.16 0.16 0.16 
W11 [µm] 13.26 14.51 12.93 5.34 5.34 5.34 
Ib [µA] 313.51 321.97 291.61 156.65 148.86 154.59 
Vbcn [V] -0.106 -0.1062 -0.1059 -0.0789 -0.0789 -0.0789 
Vbcp [V] 0.0862 0.0870 0.0870 0.0890 0.0912 0.0950 
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optimization from the already optimized typical POF, it is easier to fulfill the 
additional constraints imposed by the corners and leads to better and faster results, 
however there is some biasing that narrow the search range. Table 7.6 summarizes 
the output of C and TC strategies. 

In Fig. 7.8 the layout, which was generated using LAYGEN [36,37], is shown, 
for the extreme points from Table 7.6, i.e. the point with larger gain C larger, and 
the point with smaller area TC smaller. 

7.4.2   Fully Differential Telescopic Amplifier 

The fully differential telescopic amplifier circuit including bias schematic is 
shown in Fig. 7.9, and the variable ranges, objectives and constraints are listed in 
Table 7.7 and Table 7.8. The problem has 16 optimization variables, 3 objectives, 
6 performance constraints and 32 functional constraints. In addition, the same 9 
corner cases were defined using the combination of technology models (typical, 
fast and slow) and temperature values (-40ºC, 50ºC, 120ºC). All the presented 
results are for UMC 0,18µm technology and include only feasible solutions. 
 
 

 

Fig. 7.8 Layout for the extreme points of Table 1.6: (a) C larger, (b) TC smaller 

7.4.2.1   Synthesis 

The functional feasibility model was used in this example because the 
convergence of the algorithm to feasible solutions was not immediate. In the 
single objective case the SVM model reduced the time to obtain the first feasible 
solution in 15-20%, in the multi-objective case, after 100 runs, the drop was 
around 10%. The multi-objective optimization explores the solution space more 
efficiently, reducing the effects of pruning infeasible solutions. 

Two 2-D projections of the 3 objective POF, obtained using the TC strategy 
with parameters: population of 80 elements, crossover and mutation rate of 90% 
and 10% respectively and 300/200 generations, are shown in Fig. 7.10, and 
illustrate the effect of corners cases in decreasing the performance achieved by the 
circuit, Table 7.9 summarizes the synthesis results. 
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Fig. 7.9 Fully differential telescopic amplifier schematic: (a) amplifier, (b) bias 

Table 7.7 Variable ranges 

Var. L0, L2, L9, L12, L15, L18, L24, L34, L35, L40, L58  M0, M1, M2, M3, M4 

Max. 10.0 µm 110 

Min. 0.18 µm 1 
 
 
By having more than 2 objectives the 2-D projections are not monotonic like in 

the previous example. This is due to the fact that there are solutions that seem to 
be dominated but have better performance in the objectives not present in the 2-D 
projection. In Fig. 7.10, the projections of Gain vs. Power and GBW vs. Power are 
overlapped, each point in the Pareto front is represented by the 2 points in the 
graphic that have the same value of Power, one from each of the projections. 
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Table 7.8 Objectives and design constraints 

Constraints Measure Target Units Description 
Performance gain_dc ≥ 75 dB DC Gain 
 gbw ≥ 100 MHz Unity-gain frequency 
 fase 60 ≤ fase ≤ 90 DegreeºPhase margin 
 power ≤ 10 mW Power 
 iavdd ≤ 10 mA Vdd current 
Functional vov1 ≥100 mV Vgs –Vt 
 vov_m18, 

vov_m17 
≥45 mV Vgs –Vt 

 vov_m34, 
vov_m36 

≥50 mV Vgs –Vt 

 vov2 ≤200 mV Vgs –Vt 
 vov3 ≤300 mV Vgs –Vt 
 d4 50 ≤ d ≤ 200 mV Vds – Vdsat 
 d5 ≥ 50 mV Vds – Vdsat 
Objectives Power Minimize W Power 
 gbw Maximize Hz Unity-gain frequency 
 gain_dc Maximize dB DC Gain 
1 The constraint applies to: M19, M0, M40, M43 and M35. 
2 The constraint applies to: M19, M0, M18 and M17. 
3 The constraint applies to: M40, M43, M34, M36 and M35. 
4 The constraint applies to: M40, M43, M17, M18 and M35. 
5 The constraint applies to: M19, M0, M34, and M36. 
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Fig. 7.10 2-D Projections of the 3-D POF obtained using T and TC 



7   Analog Circuit Design Based on Robust POFs 165
 

Table 7.9 Summary of the synthesis results 

Strategy Typical step (637 [s]) Corner step (5363 [s]) 

Less Power Larger GBW Larger Gain Less Power Larger GBW Larger Gain 

Power[mW] 0.402 1.498 0.470 0.869 1.04 0.894 
GBW 
[MHz] 100.8 394.8 

100.8 170.1 224.6 172.0 

Gain[dB] 81.98 71.02 87.02 72.53 70.87 73.32 

7.5   Conclusion 

The proposed methodology and tool, GPOF-SVM, were used to successfully 
design well known analog circuits, taking into account robustness consideration 
by the inclusion of corner cases. Moreover, the multi-objective nature of the IC 
design synthesis makes it well suited for automatic design using multi-objective 
optimization strategies. In this approach, the output is not one solution, but a set of 
completely designed non-dominated solutions, all meeting the specifications. It is 
up to the designer to select the tradeoff between the concurrent objectives that is 
more interesting for the target project. The usefulness of GPOF-SVM to designers 
was shown using different design strategies. First, using the Typical (T) design 
strategy, the designer explores several design tradeoffs in a matter of minutes, 
which is useful for system level design. Then, using the Corners (C) or TC 
strategies the designer can obtain a family of optimum robust circuits that comply 
with the specification in all corner cases considered. Additionally, in order to 
enhance the efficiency of the NSGA-II based optimization kernel, a supervised 
learning strategy, which is based on a SVM approach, is used to create functional 
feasibility models. These models allow the efficient pruning of the design search 
space during the optimization process with absolute gains ranging from 10 to 20% 
in terms of the overall number of required evaluations and larger gains in terms of 
time consumption once electrical simulation, particularly for large circuits, is 
clearly more time expensive than the SVM model evaluation. Finally, the layout 
generation is demonstrated by linking the GPOF-SVM output with the entry of the 
in-house tool LAYGEN-II. 
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Chapter 8 
Applications of Symbolic Analysis in the Design 
of Analog Circuits 

Francesco Grasso, Antonio Luchetta, and Maria Cristina Piccirilli1,2 

Abstract. The use of symbolic techniques in the realization of efficient automated 
tools for designing analog circuits is described in this chapter. In particular, three 
phases of the design cycle of an integrated circuit are considered: the simulation 
phase, the design centering phase, and the fault diagnosis phase. A biquadratic RC 
active filter was chosen in order to show the potency of several symbolic 
programs developed by the authors for particular use in these three phases of 
analog circuit design. 

8.1   Introduction 

As is the case for the vast majority of engineering products, the realization of an 
integrated circuit follows a typical development cycle. Starting from an initial set of 
specifications, a preliminary design is derived, aimed at fulfilling these requirements. 
This initial design needs to be verified, and this is done at different levels. The first 
level is simulation, where mathematical models of the device (of increasing 
complexity) are developed and verified by means of dedicated software tools. The 
results of this simulation are then used in order to refine the initial set of 
specifications and to update the design accordingly. Then a new simulation campaign 
is carried out, with a loop that is repeated until satisfactory results are obtained. 

The next step is the realization of a physical prototype that undergoes a series 
of electrical tests, always aimed at the verification of the requirements. Again, the 
results of these tests are used to refine the specifications and the design until 
sufficient confidence in the design is gained, allowing the initiation of the actual 
production phase. The goal of this iterative process is not only to ensure that all 
the design parameters fall within the specified tolerance intervals, but also that this 
is done with sufficient margins. In fact, the larger the margins on the design, the 
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higher the probability that every single device works correctly; in other words, the 
higher  the final product yield. It is evident that the closer the parameter value to 
the central point of its tolerance interval, the higher its performance margins, and 
consequently, the higher the probability that the device fulfills the specifications. 
This is the reason why the process of design optimization is also termed design 
centering. It is evident as well that a good design centering carried out in the 
simulation phase allows to minimize the number of physical prototypes and the 
number of tests that these prototypes will undergo, with significant cost savings. 
However, the simulation itself, even if more economical than the physical testing, 
is an activity that has its costs, typically proportional to the duration of the activity 
itself. Tools minimizing the simulation activity are therefore also extremely 
important in the circuit development economy. 

When the prototype is tested, it can also happen that some components do not 
work properly, typically when subjected to excessive stress; in extreme cases, they 
may even be permanently damaged. Such failures need to be absolutely removed 
by a proper redesign of the circuit. The problem is how to identify the failed 
component and the failure cause, since the only available information is the 
presence of anomalous behavior in the circuit outputs. Identifying the components 
from a simple check of the test results is in most cases very difficult. The 
availability of tools able to automatically carry out this kind of identification 
would therefore be a significant advantage in the design development process. 

At present the integrated circuit market is characterized by an increasing level 
of integration complexity due, for example, to the simultaneous integration of both 
analog and digital circuits, shorter life cycles, and faster time-to-market requests. 
Today these needs are hardly achievable in the analog world, characterized by 
long design cycles. This is due to its inherently more complex nature, to the larger 
number of elements to be accounted for and traded, and to the lack of supporting 
CAD tools. In order to keep the pace with the digital world, it was found 
necessary to drastically cut the design time and cost of analog circuits. The result 
has been an increasing demand for tools able to assist, improve, automate, and, in 
general, make the analog design more efficient. Tools of this kind are well 
established in the digital world; on the contrary, much less advanced is the 
situation in the case of analog circuits, where the available tools (such as the 
classical numerical simulators), mostly dedicated to pure analysis, need to be 
complemented by others, specifically dedicated to design optimization. A way of 
constructing efficient tools is to exploit symbolic techniques, which allow to gain 
insight and experience in the behavior and tradeoffs of analog circuits. These 
techniques, in combination with other ones, such as frequency response analysis 
and neural networks, can become an important part of the automation of essential 
design tasks. 

The goal of this chapter is to describe some symbolic programs dedicated to the 
above mentioned design optimization tasks, whose good efficiency is the direct 
outcome of their symbolic nature. In particular, the simulation phase is discussed 
in Section 1, the design centering phase in Section 2, and the fault diagnosis phase 
in Section 3. A biquadratic RC active filter was chosen in order to show the 
potency of several symbolic programs developed by the authors for particular use 
in these three phases of analog circuit design. 
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8.2   Simulation Phase 

The first step of analog design is the generation of the theoretical circuit starting 
from the set of specifications. Subsequently there is the step of design validation. 
This is an important phase, aimed at ensuring that the pen-and-paper circuit 
obtained as a result of the theoretical design process is correct. The main tool in 
this phase is circuit simulation. In fact, the strict connection between theoretical 
design and its validation relies on both designer knowledge and extensive 
simulation. 

The generic term “simulation” indicates the analysis of the theoretical circuit 
with software tools. Three different kinds of analysis can be considered: 
qualitative analysis, numerical analysis, and symbolic analysis. Qualitative 
analysis defines conceptual relationships between output and input, which assist 
the designers to choose the proper directions during the design procedure. This 
kind of analysis is typically performed in a theoretical way, without the aid of 
software tools. Numerical analysis consists in evaluating the behavior of the 
considered circuits by using numerical values of the component parameters to 
obtain numerical values as results of the analysis procedure. This kind of analysis 
is typically performed with software tools, such as SPICE-like programs. 
Symbolic analysis provides closed-form symbolic expressions for the 
characteristics of a circuit. This kind of analysis can be performed by hand, but 
also and much more efficiently with software tools. In fact a symbolic simulator 
yields, as its output, analytic expressions in a much shorter time and for more 
complex circuits with respect to what is achievable by manual procedures.  

Symbolic analysis together with numerical analysis can achieve very efficient 
software tools for the automation of the design validation phase. In fact symbolic 
simulation [1]-[9] is an important complement to numerical simulation for several 
reasons. First of all numerical simulation returns as output a series of numbers in 
tabulated or plotted form, which, even if accurately simulating the circuit 
behavior, are specific for a particular set of parameter values. Then, if the value of 
the parameter changes, it is necessary to perform the simulation again. With 
numerical simulation, given a set of parameters, the behavior of the circuit can be 
verified in a very short time, but it is much more difficult to understand which 
circuit elements determine the observed performance and no solution is suggested 
when the behavior does not meet the specifications. Furthermore a great number 
of simulations is required in order to verify the performance and check the 
influence of parameter changes. By contrast, symbolic simulation outputs 
symbolic expressions valid for any parameter value, thus allowing to obtain real 
insight into the behavior of the circuit. Furthermore symbolic simulation can give 
as output not only expressions with all (fully symbolic analysis) or some (semi-
symbolic analysis) component parameters expressed as symbols, but also 
simplified symbolic expressions, where only significant terms appear in the final 
expressions. In this last case the availability of expressions containing only the 
dominant contributions allows better understanding of the circuit behavior and 
helps to choose the most appropriate tradeoffs for reaching the desired final 
results. In conclusion, numerical simulators serve to verify the performance of 
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already sized circuits, while symbolic simulators are useful to predict the behavior 
of unsized circuits through the use of relationships such as, for example, transfer 
functions or poles and zeros, by taking into account design specifications. In this 
sense numerical and symbolic simulators are complementary and, together, can 
contribute to create efficient automatic tools for designing analog circuits. 

Several symbolic simulators have been developed (see, for example, [10]-[16]) 
with different capabilities and different analysis tasks. In this section the symbolic 
program SAPWIN (Symbolic Analysis Program for WINdows), developed by the 
authors, is presented [17]-[21]. It has been developed by taking into account the 
following considerations. At present few technical PC programs are available to 
perform symbolic analysis of analog circuits. Furthermore, even if several of the 
most famous general purpose commercial or open-source mathematical software 
packages include symbolic computation capabilities, they are usually neither easy 
to learn nor agile to use. Moreover they are not optimized for the symbolic 
calculation of large systems and they do not have a standalone working capability. 
In the following, SAPWIN is briefly described and its capabilities are shown 
through its application to a biquadratic RC active filter. 

SAPWIN is an integrated package (currently at version 3.0) of schematic 
capture, symbolic analysis, and graphic post-processing for linear analog circuits. 
It is completely coded in the C++ programming language and its simulation 
engine is based on a two-graph method [22]. The program provides several tools 
to create the scheme of a linear analog circuit, to perform its symbolic analysis, 
and to show the results in graphic form. In the schematic capture option, the main 
screen is a white sheet where the user can draw a circuit by using typical Windows 
tools to copy, cut, paste, move and edit a component or a part of the circuit. All 
the passive components, controlled sources, and many linear models of active 
devices (operational amplifiers and small-signal equivalent models of BJT and 
MOSFET transistors) are available. The program can produce symbolic network 
functions where each component can appear with its symbolic name or with a 
numerical value. The graphical post processor is able to show the network 
function and to plot gain, phase, delay, pole and zero position, time domain step, 
and impulse response (see [23] for the algorithms of poles/zeros calculation and 
inversion of the network function). 

The symbolic expressions generated by SAPWIN are also saved, in a particular 
format, in a binary file. Several applications have been developed using SAPWIN 
as symbolic simulator engine, such as symbolic sensitivity analysis, transient 
analysis of power electronic circuits, testability evaluation, circuit fault diagnosis. 
All the programs presented in this chapter are based on the use of SAPWIN. 

In order to show the capabilities of SAPWIN in the phase of circuit simulation, 
let us consider the biquadratic RC active filter named KHN, where the band-pass 
(BP) output has been chosen. The schematic entry is shown in Fig. 8.1. As soon as 
the simulation ends, an output window is opened and the symbolic expression is 
presented. On the right hand side of the output window is the list of relevant 
parameters and their current values. On the top right the end time for the time 
response and the frequency interval for the frequency response can be inserted 
(see Fig. 8.2). The resulting expression can be viewed in both symbolic and 
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numerical form (in this last case the values are those assigned in the schematic 
editor and now appearing in the parameter edit boxes). The simulation result is 
given in the Laplace domain, but it is also possible to evaluate it as a phasor at a 
given frequency (or angular frequency).  

 

 

Fig. 8.1 KHN schematic entry 

 

Fig. 8.2 Output window for KHN circuit 
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The phasor of the response is shown with both the real/imaginary and 
amplitude/phase representations at the frequency selected in the right side 
window. For this kind of output, in the list of the component values it is possible 
to specify complex values for the symbolic independent sources, in the form of 
amplitude and phase (in degrees). 

It should be observed that the symbolic analysis of a circuit, also for medium 
sized networks, does result in a very large output expression that could be 
unmanageable or hardly readable. In order to improve the manageability of the 
generated functions, approximation methods can be used. SAPWIN is able to 
approximate the output functions, choosing a given error over a range of 
frequencies and evaluating it after the generation by means of an efficient 
approximation method.  

KHN gain and the corresponding component values (the operational amplifiers 
are considered ideal) are shown in Fig. 8.3. If the obtained results are 
unsatisfactory, it is sufficient to assign a new set of values to the component 
parameters without simulating the circuit again. This allows to obtain the results in 
a very short time. The gain of KHN for another set of component values is shown 
in Fig. 8.3, while the corresponding poles and zeros in the complex plane are 
shown in Fig. 8.4. When a diagram is visualized in the window, it is also possible 
to add an X-Y cursor to evaluate the numerical values on the diagram. A window, 
containing the diagrams of the gain and the impulsive response of KHN circuit 
parameterized with respect to the component C1, is shown in Fig. 8.5. In the 
figure also a cursor is present on the impulsive response diagram. 

 

 

Fig. 8.3 Two KHN gain curves relevant to different sets of component values 
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Fig. 8.4 Poles and zeros diagram relevant to the component value set of Fig. 8.3 

 

Fig. 8.5 Window containing the diagrams of the gain and impulsive response of KHN 
circuit parameterized with respect to the component C1 
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8.3   Design Centering 

Design centering consists in assigning a set of values to the circuit parameters to 
maximize tolerance-intervals for these parameters or to maximize the yield for an 
assumed statistical distribution [24]-[28]. The interpretation of yield maximization 
for a circuit with two parameters is reported in Fig. 8.6, where px,nom are the 
nominal values as from the design and px,opt are the parameter values that 
maximize the yield. The region inside the bold curve indicates the acceptability 
region, the region inside the ellipse includes all values that are within 
manufacturing tolerance. Consequently, the grey zone, i.e., the intersection of the 
above two regions, describes the achievable yield. In order to have an optimal 
yield it is necessary to select nominal values in the innermost zone of the 
acceptability region. Design centering is precisely the search for this optimal 
point, while the optimal point itself is called the design center. 
 

 

Fig. 8.6 Graphical interpretation of yield maximization 

. 

 
A good design centering carried out in the simulation phase allows to minimize 

the number of physical prototypes and the number of tests that these prototypes 
will undergo, with significant cost savings. However, the simulation itself, even if 
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Fig. 8.7 Illustration of the correlation between constrains and acceptability region 
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more economic that the physical testing, is an activity that has its costs, typically 
proportional to the duration of the activity itself. Tools allowing to minimize the 
simulation activity are therefore also extremely important in the circuit 
development economy. Symbolic analysis can satisfy this requirement not only for 
the specific problem of design centering, but also for the problem of acceptability 
region representation. In the following, after a theoretical introduction, two 
symbolic programs, developed by the authors, are considered. The first one, 
named SAR (Symbolic Acceptability Region), is able to represent the 
acceptability region of analog linear circuits, the second one, named DESCEN 
(DESign CENtering), is dedicated to the design centering problem. 

8.3.1   Theoretical Foundations 

The acceptability region is defined as a region in the space of circuit parameters 
for which all the constraints derived by the design specifications are fulfilled. For 
the design centering and other statistical design tasks the knowledge of 
acceptability region is required. The correlation between constraints and 
acceptability region is shown in Fig. 8.7, where e is the vector of the parameter 
values and the acceptability region cross-section is referred to the parameters p1 
and p2.  

The problem of design centering has been traditionally faced in two main ways, 
the geometrical approach and the statistical approach, even if several methods 
exist that hybridize these approaches [29], [30]. In the geometrical approach, the 
acceptability region is approximated by a known geometrical body, such as a 
polytope or an ellipsoid, then the center of this body, even if approximated, is 
taken to be the design center. This method has several disadvantages, such as: 
some limitations associated with the types of geometric bodies used to 
approximate the acceptability region, the design center dependent on the exact 
probability distributions of the variables, the hypothesis of convex acceptability 
region [31]. In the statistical approach, the overall performance of the solution 
space is estimated by simulating the circuit behavior for a sample of feasible 
points. The larger the sample, the more accurate the estimation will be. This 
method has the disadvantage of being computationally expensive when the 
targeted yield is high [32], but it would give a perfect accuracy if every point in 
the space was sampled. In any case, the design centering problem starts from the 
approximation of the acceptability region, otherwise it is necessary to verify if a 
point p in the parameter space is feasible or not, and this requires several circuit 
simulations. Since symbolic analysis techniques can give noteworthy advantages 
with respect to numerical techniques in all the applications that require the 
repetition of a high number of simulations performed on the same circuit 
topology, they can be advantageously applied also in design centering problems 
for both the statistical and the geometrical approaches. In the following the 
symbolic approach to acceptability region representation [33], [34] and to design 
centering [35], [36] is summarized. 

Consider the problem of designing a linear, time-invariant circuit with k design 
parameters and h constraints. The circuit is represented by a network function 
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( ),F s p in the s domain, which, generally, is a transfer function. For the sake of 

simplicity, consider only constraints referred to the amplitude response of the 
circuit as follows: 

( ),  for 1i iF j K i hω ≤ =p 
                

                    (8.1) 

where [ ]1 2, ,  kp p p= …p is a point in the parameter space. A generic ( ),F jω p

can be expressed as: 

( ) ( )( ) ( )( ) ( )
( )( ) ( )( ) ( )

1 0

1 0

,
n

n

m

m

a j a j a
F j

b j b j b

ω ω
ω

ω ω
+ + +

=
+ + +

p p p
p

p p p




                         

(8.2) 

where the coefficients of both the numerator and the denominator can be 
considered as a sum of products (SOP) of the circuit parameters, and the degree of 
this expression, with respect to a single parameter, is always equal to one. Then it 
is possible to write the expression (8.2) in bilinear form with respect to the q-th 
parameter as: 
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where the polynomials A, B, C, and D depend only on the frequency, because the 
numerical value for all the other parameters has been fixed. Equation (8.3) can be 
expressed as a function of the real and imaginary parts of A, B, C, and D as: 

( ) ( ) ( ) ( ) ( )
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=
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(8.4) 

where the subscripts r and i of the polynomials A, B, C, and D indicate the real and 
imaginary parts of the corresponding polynomials. At this point it is possible to 
solve the h inequalities in equation (8.1) with respect to the q-th parameter, when 
the other parameters have a fixed numerical value. Using expression (8.4), the 
generic j-th inequality in equation (8.1) can be expressed in the following way: 

r i q r q i j r i q r q iA jA p B jp B K C jC p D jp D+ + + ≤ + + +
          

(8.5) 

That is: 

( ) ( ) ( ) ( )2 2 2 2

r q r i q i j r q r i q iA p B A p B K C p D C p D+ + + ≤ + + +
        

(8.6) 

where Ar=Ar(jωj), Ai=Ai(jωj), Br=Br(jωj), Bi=Bi(jωj), Cr=Cr(jωj), Ci=Ci(jωj), 
Dr=Dr(jωj), and Di=Di(jωj). Taking the square form of the expression (8.6), after 
easy calculations, the following inequality can be obtained: 

2 0j q j q ja p b p c+ + ≤
                                      

(8.7) 
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where: 

( )
2 2 2 2 2 2
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In case of constrains defined as ( ),j jF j Kω ≥p , it is again easy to verify that 

* 2 * * 0j q j q ja p b p c+ + ≤ , where aj
*=−aj, bj

*=−bj, cj
*=−cj. For each constraint, a range 

of values for the parameter pq can be derived by the expression (8.7), once the 
values of Ar, Ai, Br, Bi, Cr, Ci, Dr, and Di have been evaluated for each frequency 
of interest. This operation can be easily performed as follows, if the symbolic 
form of the polynomials A, B, C, and D is available. Once the unknown parameter 
pq has been chosen and the frequency ωj and all the other parameter values have 
been fixed, the numerator and the denominator of the expression (8.4) are 
evaluated for pq=1 and for pq=0, bringing to the following equations: 
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Now the numerical values of Ar, Ai, Br, Bi, Cr, Ci, Dr, and Di are the following: 
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This procedure, when applied to each parameter pq and to each frequency ωj, 
allows to determine the range of values satisfying the constraints for each circuit 
parameter at a time. 

Referring to the acceptability region problem, starting from the previous 
theoretical considerations, the acceptability region can be represented through the 
determination of two-dimensional (2D) sections relevant to couples of parameters. 
The algorithm for determining a 2D section is explained in detail in [34]. In this 
algorithm a couple of parameters, px and py, is chosen and the shape of the 
acceptability region is investigated as a 2D cross-section relevant to these two 
parameters. Only px and py vary, while all the other parameters are fixed. A pseudo 
3D representation of the acceptability region can be simply obtained by the same 
procedure, through the superposition of the 2D sections relevant to prefixed 
variations of a third parameter. Of course the procedure is applicable to the case of 
more than three variable parameters, but, obviously, it is not possible to plot the 
obtained region. 
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Referring to the design centering problem, the approach can be summarized as 

follows [35], [36]. Starting from an initial point p0 belonging to the acceptability 
region, the transfer function is evaluated in the frequencies of the constraints by 
considering only one parameter in symbolic form and assigning to all the others 
the corresponding value in p0. By means of the above described algorithm, all the 
constraints are solved with respect to the symbolic parameter and a range of 
values satisfying them is determined for it. This range is explored in order to 
locate the center of the acceptability region with respect to the considered 
parameter. This exploration is performed by sampling the range and, for each 
sample, determining the range of values satisfying the constraints for all the other 
parameters considered one at a time. Also in this phase the above described 
algorithm is used. By adding the hypervolumes relevant to each sample and 
considering the half of the whole hypervolume, the numerical value of the 
symbolic parameter is determined. The initial point p0 is updated by replacing the 
initial value of the parameter in p0 with the  freshly-determined numerical value. 
This procedure is repeated for each parameter. When all the parameter values have 
been updated, a new value p1 is obtained and the procedure is repeated again. The 
iterations end when the difference between the vector p obtained in the i-th 
iteration and the one obtained in the (i+1)-th iteration is lower than a fixed value ε. 
The vector p obtained in the last iteration is output as the design center.  

It is important to note that, by exploiting symbolic simulation techniques, the 
circuit is simulated only once for determining the symbolic transfer function. 
During the procedures, only evaluations of the symbolic transfer function are 
required. Finally, it is worth pointing out that here only the constraints referred to 
the amplitude response have been considered, because this kind of constraint is the 
most commonly used. Of course, other kinds of constraints can be considered, 
such as the phase response or the delay, and the extension to this kind of responses 
is straightforward. 

8.3.2   SAR and DESCEN 

The procedure described in the previous section has been implemented in the 
programs SAR [33], [34] and DESCEN [35], [36], whose input is the symbolic 
transfer function from SAPWIN.  

Referring to the SAR program, once it has loaded the symbolic form of the 
transfer function from the file generated by SAPWIN, the circuit specifications 
can be introduced in the constraint window and the acceptability region relevant to 
two chosen circuit parameters can be obtained. For KHN circuit, whose 
constraints and nominal values are reported in Table 8.1 and in Table 8.2 
respectively, a 2D cross-section of the acceptability region, relevant to the 
parameters C2 and R1, is shown in Fig. 8.8(a) (all the other parameters are at their 
nominal value). By selecting the parameter R7, the 3D plot is obtained (Fig. 
8.8(b)). The 2D and 3D plots of the acceptability region referred to the same 
parameters, but with all the other parameters fixed at their design center value, are 
shown in Fig. 8.8(c) and (d) respectively. The program allows also to represent the 
contribution of a single constraint to the acceptability region.  
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Table 8.1 Gain constraints for KHN circuit 

Frequency (Hz) 900   1000   1100 

Lower limit (dB) >   10      40       12 
Upper limit (dB) <   20      43       15 

Table 8.2 Nominal values and design center of KHN circuit 

Components C1 
nF 

C2 
nF 

R1 
kΩ 

R2 
kΩ 

R3 
kΩ 

R4 
kΩ 

R5 
kΩ 

R6 
kΩ 

R7 
kΩ 

Nominal 10 10 10 10 15.9 15.9 10 1.25 390 
Design center 13.05 10 10 11.29 13.79 15.88 10.00 1.26 509.19 

 
DESCEN allows to use both the above described geometrical and statistical 

approaches for searching the design center. Furthermore it allows to perform a 
yield estimation by using Monte Carlo analysis. The statistical approach consists 
of the implementation of the center of gravity method [24], using the symbolic 
approach in Monte Carlo analysis. The verification of the constraints for each set 
of parameter values is performed by replacing numerical values in the symbolic 
transfer function without simulating the circuit for each set of parameter values. 

Referring to KHN circuit and using the constraints reported in Table 8.1, we 
obtain the design center reported in Table 8.2, where the nominal component 
values, i.e. the starting point p0 of the above described procedure, are also reported 
(with 10% tolerance – E12). The evaluation of the yield using the Monte Carlo 
analysis gives the following results: nominal values 40.1%, design center values 
90.6%. 

8.4   Fault Diagnosis 

In the prototype characterization phase, it can happen that some components do 
not work properly, typically when subjected to excessive stress; in extreme cases, 
they may even be permanently damaged. Such failures need to be absolutely 
removed by a proper redesign of the circuit. The availability of tools able to 
automatically carry out the faulty component identification would be a significant 
advantage in the design development process. Also in this case symbolic analysis 
can play a very useful role not only in the fault diagnosis phase, but also in the test 
point selection. 

For analog circuits, multiple parametric faults are as significant as (or even 
more significant) large single parameter variations or catastrophic faults. 
Parametric fault diagnosis is based on a set of equations which are nonlinear in the 
unknown component parameter values. These equations are related to a set of 
measurements carried out on specific points of the circuit, called test points. The 
test point selection is a non-trivial operation, because not all the possible test 
points can be easily accessed. For example, it is usually very difficult to measure 
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currents without breaking connections. In other words, the test point selection 
must take into account practical measurement problems strictly tied with the used 
technology and with the application field of the circuit. So, in order to perform a 
good test point selection, it is necessary to have a quantitative index for comparing 
the different possible choices. The testability measure concept meets this 
requirement. 

 

 
(a)                                                          (b) 

 
(c)                                                          (d) 

Fig. 8.8 Screenshots of SAR program: (a) 2D (nominal values), (b) 3D (nominal values), 
(c) 2D (design center values), (d) 3D (design center values) 

Consequently, fault diagnosis can be split into two different steps: testability 
analysis and fault location. Testability analysis consists of testability evaluation and 
ambiguity group determination; by contrast, fault location involves determining the 
faulty components. In the following, these two steps are considered for analog, 
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linear, time-invariant circuits, highlighting the advantages of symbolic analysis. 
After a theoretical introduction, two symbolic programs, developed by the authors, 
are considered. The first one, named TAGA (Testability and Ambiguity Group 
Analysis), is able to determine testability and canonical ambiguity groups, the 
second one, named AMUD (Automatic MUltifrequency Diagnosis), is able to 
perform the fault diagnosis by selecting the best measurement frequencies. Both the 
programs are included in the SAPWIN package. 

8.4.1   Testability and Ambiguity Groups 

One of the most used definitions of testability is associated with the solvability 
degree of the nonlinear fault equations used in parametric fault diagnosis 
techniques and it indicates the ambiguity resulting from an attempt to solve such 
equations in a neighborhood of almost any failure [37]-[40]. Therefore, this 
testability measure allows to know a priori if a unique solution of the fault 
diagnosis problem exists. Furthermore, if this solution does not exist, it gives a 
quantitative measure of how far we are from it, i.e. how many components cannot 
be diagnosed with the given test point set. 

When testability is low, an important concept is that of ambiguity group. An 
ambiguity group is, essentially, a group of components where, in the case of a 
fault, it is not possible to uniquely identify the faulty component. A canonical 
ambiguity group is a “minimal” ambiguity group, i.e. a group that does not 
contain, within it, ambiguity groups of lower order. The canonical ambiguity 
groups give information about the solvability of the fault diagnosis problem with 
respect to each component, in case of bounded number of faults (k-fault 
hypothesis) [41]. 

Summarizing, once a set of test points has been selected, independently of the 
method effectively used in the fault location phase, the testability measure gives a 
theoretical and rigorous upper limit to the degree of solvability of fault diagnosis 
problem at global level, while the ambiguity group determination gives the 
solvability degree at component level. If these important concepts are not properly 
taken into account, the quality of the obtained results is severely limited [42]. So, 
testability analysis is essential to both the designer, who must know which test 
points have to be accessible, and the test engineer, who must know how many and 
which parameters can be uniquely isolated by the planned tests. 

Referring to parametric fault diagnosis, the testability measure T is given by the 
maximum number of linearly independent columns of the Jacobian matrix 
associated with the fault diagnosis equations. By considering the circuit network 
functions as fault diagnosis equations, it has been demonstrated [43] that the 
testability T is equal to the rank of a matrix BC, independent of the complex 
frequency s, whose entries are constituted by the derivatives of the coefficients of 
the fault diagnosis equations with respect to the potentially faulty circuit 
parameters. The availability of network functions in symbolic form strongly 
reduces the computational effort in the determination of the BC matrix entries, 
because they can be simply led back to derivatives of sums of products. 
Furthermore the testability and ambiguity group determination can be performed 
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by assigning arbitrary values to the components, because testability does not 
depend on component values [38]. 

Let us consider the following K fault diagnosis equations: 
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where [ ]1 2, ,...,
t

Rp p p=p is the vector of the potentially faulty parameters. The 

Jacobian matrix BC of this system can be considered as the testability matrix: 
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Independently of the used fault location method, the testability value T = rank(BC) 
gives information on the solvability degree of the problem, as explained below: 

• if T = R, where R is the number of unknown elements, the parameter values 
can be theoretically uniquely determined starting from a set of measurements 
carried out on the test points; 

• if T < R, a locally unique solution can be determined only if R−T components 
are considered not faulty. 

Generally T is not maximum and the hypothesis of a bounded number k of faulty 
elements is made (k-fault hypothesis), where k≤T. Then, the testability gives the 
solvability degree of the fault diagnosis problem and, consequently, the maximum 
possible k. 

The matrix BC gives other information besides the global solvability degree of 
the fault diagnosis problem. In fact, by observing that each column is relevant to a 
specific parameter of the circuit and by considering the linearly dependent 
columns of BC, other information can be obtained. For example, if a column is 
linearly dependent with respect to another one, this means that a variation of the 
corresponding parameter provides a variation on the fault equation coefficients 
indistinguishable with respect to that produced by the variation of the parameter 
corresponding to the other column. This means that the two parameters are not 
testable and they constitute an ambiguity group of the second order. By extending 
this reasoning to groups of linearly dependent columns of BC, ambiguity groups of 
higher order can be found. In the case of low testability and k-fault hypothesis, 
whatever fault location method is used, it is necessary to be able to select, as 
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potentially faulty parameters, a set of elements that represents at best all the circuit 
components. To this end, the determination of both the canonical ambiguity 
groups and surely testable group is of fundamental importance. As reported in 
[41], a set of k parameters constitutes a canonical ambiguity group of order k if the 
corresponding k columns of the testability matrix BC are linearly dependent and 
every sub-set of this group of columns is constituted by linearly independent 
columns. A set of n parameters, whose corresponding columns in the testability 
matrix BC do not belong to any ambiguity group, constitutes a surely testable 
group of order n. 

 

 

Fig. 8.9 TAGA results for the circuit in Fig. 8.1 

In order to better understand the importance of canonical ambiguity groups, let 
us consider KHN circuit shown in Fig. 8.1, where the outputs of the three 
operational amplifiers are the test points. The program TAGA determines 
testability and canonical ambiguity groups. It exploits the SVD (Singular-Value 
Decomposition), which allows to obtain the effective numerical rank of the 
Jacobian matrix, and an efficient procedure for canonical ambiguity group 
determination [44]. The program results are shown in Fig. 8.9. As it can be seen, 
there are four canonical ambiguity groups without elements in common. Three 
groups are of the second order and in this case it is impossible to select a set of 
components giving a unique solution [41]. There are no surely testable elements. 
As the testability is equal to five, we can take into account at most a 5-fault 
hypothesis, i.e. a possible solution can be obtained if only five component values 
are considered as unknowns. The elements to be selected as representative of the 
circuit components are just one component from each second order canonical 
ambiguity group and two components from the third order canonical ambiguity 
group. This group of components is defined as testable. Suppose, for example, a 
single fault case. Independently of the used fault location method, if the obtained 
solution gives as potentially faulty element a component belonging to a second 
order canonical ambiguity group, it is only possible to know that there is a fault in 
this ambiguity group, but this fault cannot be exactly located, because there is not 
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a unique solution. On the contrary, if a component belonging to the third order 
ambiguity group is located as faulty element, there is a unique solution, and then 
the fault can be located with certainty. In fact a fault in a component of this group 
can be counterbalanced only by simultaneous faults on all the other components of 
the same group. However, by the hypothesis of single fault, this situation cannot 
occur. 

From the example, it is possible to understand that a testable group is a group 
of potentially faulty components giving solution to the problem of fault location. It 
permits to confine the presence of faults to well-defined groups of components 
[41]. A testable group is easily obtainable through a combinatorial procedure, 
starting from the canonical ambiguity group knowledge. 

8.4.2   Fault Location 

During fault diagnosis, a symbolic approach can yield advantages not only in 
computational terms, but also because it automatically includes the testability 
analysis in the fault diagnosis procedure. 

Symbolic techniques are used in parametric fault diagnosis methods based on 
frequency domain measurements and on the k-fault hypothesis. The fault location 
techniques can be substantially split in two groups: techniques based on a bilinear 
decomposition of the fault equations and techniques based on a Newton-Raphson 
approach. The techniques based on a bilinear decomposition of the fault equations 
[45]-[48] are usually suitable for single and double fault cases, because they 
become excessively complex for a larger number of faults. The Newton-Raphson 
based techniques are generally suitable for any possible fault hypothesis [49]. 
Furthermore they can also be useful for the search of the best measurements 
frequencies. In fact, this choice influences the fault location, because the solution 
of the fault diagnosis equations is perturbed by measurement errors and 
component tolerances. The choice of a suitable set of measurement frequencies 
allows to minimize the effect of these perturbations. The use of symbolic 
techniques may turn out to be very useful in solving this problem. In [50]-[53] 
some procedures for selecting the set of frequencies which leads to a good 
location of parametric faults in analog linear circuits are reported. In [53] the fault 
diagnosis procedure used in the program AMUD is described in detail and in the 
following a brief description is reported.  

Starting from the testability analysis of the circuit under test, a set of testable 
components is determined and a frequency dependent sensitivity matrix relevant 
to these components is built. At this point, by referring to the algebraic indices of 
this matrix as the condition number and the norm of its inverse, it is possible to 
define a Test Index (TI) that gives us a quantitative measure of the requirements 
that the set of measurement frequencies has to satisfy to minimize the effects of 
measurement errors and component tolerances. The frequency set determination is 
automatically performed by a genetic algorithm (GA) that minimizes TI. The 
Newton-Raphson algorithm is used to solve fault diagnosis equations similar to 
those in equation (8.11). Starting from the nominal component values, the genetic 
algorithm determines the test frequencies. The fault equations are solved with the 
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Newton-Raphson algorithm by using measurements carried out on the frequencies 
determined by GA. Starting from the obtained solution, GA determines new test 
frequencies. The Newton-Raphson algorithm determines a new solution and, if the 
relative difference with the value found at the previous step is lower than a fixed 
value δ, the procedure ends. The fault diagnosis solution corresponds to the last 
determined parameter values and the test frequency set is the one used in the last 
application of the Newthon-Raphson algorithm. The whole procedure,  apart from  
testability analysis, is performed by AMUD. The availability of network functions 
in symbolic form strongly reduces the computational effort in both the testability 
analysis phase and the determination of the sensitivity matrix. 

Let us consider the nominal values (10% tolerance – E12) in Table 8.2 for 
KHN circuit in Fig. 8.1. Only one test point, corresponding to BP output, has been 
selected. SAPWIN performs the symbolic analysis and yields the circuit network 
function in symbolic form. TAGA gives a testability value T = 3 and the testable 
group constituted by R3, R5, and R6 is chosen. Since the unknowns are three and 
the network function is one, it is necessary to add other two fault equations for 
solving the problem. This is made by choosing three frequencies in which the 
network function and measurements are considered. By considering for the 
components their numerical value, GA finds the first set of frequencies: f1=800.71 
Hz, f2=1111.54 Hz, f3=1296.0 Hz. At this point a double fault can be simulated by 
replacing the nominal values of R3 and R5 with the values R3=17 kΩ and R5=8.5 
kΩ. The measures of the amplitude of VBP with the faulty component values 
performed at the frequencies f1, f2, and f3 are affected by an error with Gaussian 
distribution (µ = 0.0, σ = 0.05). The constant δ has been chosen to be equal to 2%. 
The program AMUD gives the following values for the testable components: 
R3’=16.916 kΩ, R5’= 6.721 kΩ and R6’=1236 Ω. The analysis of the results 
already suggests that R3 and R5 are the faulty components. Then the calculation 
of the best frequencies with this value of the components is performed again by 
AMUD. The new set of frequencies is: f1= 750.0 Hz, f2=1050.0 Hz, f3=1620.0 Hz. 
By repeating the diagnosis procedure with this new set of frequencies, the 
following values of the testable components are determined: R3”=17.026 kΩ, 
R5”= 8.543 kΩ, and R6”=1255 Ω. Comparing these values with the previous 
ones, the following percentage deviations are obtained: 

 
Δ(R3”)% = (|R3” – R3’|/ R3’) ⋅ 100 = 0.65% 
Δ(R5”)% = (|R5” – R5’|/ R5’) ⋅ 100 = 27.11% 
Δ(R6”)% = (|R6” – R6’|/ R6’) ⋅ 100 = 1.54% 
 

Considering, in particular, the value of Δ(R5”), the diagnosis procedure is not 
completed. Therefore, it is repeated again by using as starting point the previously 
obtained component values. The new set of frequencies is now: f1= 923.0 Hz, 
f2=1070.0 Hz, f3=1384.0 Hz. With this set of frequencies the diagnosis procedure 
gives the following values of the testable components: R3’”= 16.890 kΩ, 
R5’”=8.582 kΩ, and R6’”= 1258 Ω. Comparing again the last values with the 
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previous ones, the new percentage deviations are obtained: Δ(R3’”)% = 0.80%, 
Δ(R5’”)% = 0.46%, Δ(R6”’)% = 0.24%. 

Now all the percentage deviations are less than δ, then the procedure is ended. 
By comparing the obtained values with the nominal ones, the faulty components 
are R3 and R5. Comparing these values with the actual fault values, we have 
0.65% and 0.96% error, respectively.  

A detailed overview of the procedures of fault location based on the use of 
symbolic techniques is reported in [54], where additional information on 
testability analysis and on the application of symbolic techniques to nonlinear 
analog circuits are given [55]. Furthermore, a fault diagnosis technique applicable 
to nonlinear analog circuits is summarized [56]. 

Finally, it is important to remark that the most important results achieved today 
in the application of symbolic techniques to fault diagnosis are relevant to 
testability analysis, where the symbolic approach gives excellent results. For fault 
location, the symbolic approach is not the only possible one [57]-[59]; for 
example, good results have been obtained also by using neural networks or genetic 
algorithms. However, since testability analysis is the initial step in the analog fault 
diagnosis, necessary for any kind of fault location procedure, the symbolic 
approach is indeed very useful and can give a noteworthy contribution for 
reducing the gap between analog and digital fields. 

8.5   Conclusion 

The use of symbolic techniques in the realization of efficient automatic tools for 
designing analog circuits has been described in this chapter. In particular three 
phases of the design cycle of an integrated circuit have been considered: the 
simulation phase, the design centering phase, and the fault diagnosis phase. A 
biquadratic RC active filter was chosen in order to show the potency of several 
symbolic programs developed by the authors in order to optimize efficiency 
during these three phases. All the programs presented in this chapter work with 
linear or linearized analog circuits. However the applicability only to linear 
circuits is a minimal restriction, since, at present, the analog part of modern 
complex systems is almost all linear, while the nonlinear functions are moved 
toward the digital part [60]. Furthermore the programs can simulate circuits of 
small or medium dimensions and can be applied to large dimension circuits by 
partitioning them into smaller parts. However, symbolic analysis allows to locate 
the dominant parameters of a circuit. Then, for large circuits, an alternative to 
partition could be to select only the dominant terms of the circuit under analysis 
and to consider approximate expression of the network functions. 

The software packages mentioned in the chapter are available for downloading 
at the page http://www.cirlab.unifi.it/Sapwin. 



8   Applications of Symbolic Analysis in the Design of Analog Circuits 191
 

References 

[1] Gielen, G., Wambacq, P., Sansen, W.M.: Symbolic analysis methods and 
applications for analog circuits: a tutorial overview. Proceedings of the IEEE 82(2), 
287–304 (1994) 

[2] Wambacq, P., Dobrovolny, P., Gielen, G., Sansen, W.: Symbolic analysis of large 
analog circuits using a sensitivity-driven enumeration of common spanning trees. 
IEEE Transactions on Circuits and Systems - II: Analog and Digital Signal 
Processing 45(10), 1342–1350 (1998) 

[3] Gielen, G., Wambacq, P., Sansen, W.M.: Symbolic network analysis methods for 
practical analog integrated circuits: a survey. IEEE Transactions on Circuits and 
Systems - II: Analog and Digital Signal Processing 45(10), 1331–1341 (1998) 

[4] Daems, W., Verhaegen, W., Wambacq, P., Gielen, G., Sansen, W.: Evaluation of 
error-control strategies for the linear symbolic analysis of analog integrated circuits. 
IEEE Transactions on Circuits and Systems - I: Fundamental Theory and 
Applications 46(5), 594–606 (1999) 

[5] Verhaegen, W., Gielen, G.: Efficient DDD-based symbolic analysis of linear analog 
circuits. IEEE Transactions on Circuits and Systems - II: Analog and Digital Signal 
Processing 49(7), 474–487 (2002) 

[6] Vanassche, P., Gielen, G., Sansen, W.: Symbolic modeling of periodically time-
varying systems using harmonic transfer matrices. IEEE Transactions on Computer-
Aided Design of Integrated Circuits and Systems 21(9), 1011–1023 (2002) 

[7] Daems, W., Gielen, G., Sansen, W.: Circuit simplification for symbolic analysis of 
analog integrated circuits. IEEE Transactions on Computer-Aided Design of 
Integrated Circuits and Systems 21(4), 395–407 (2002) 

[8] Fernandez, F.V., Rodriguez-Vazquez, A., Huertas, J.L., Gielen, G.: Symbolic 
Analysis Techniques – Applications to Analog Design Automation. IEEE Press, New 
York (1998) 

[9] Lin, P.M.: Symbolic Network Analysis. Elsevier, New York (1991) 
[10] Gielen, G., Walscharts, H., Sansen, W.: ISAAC: A symbolic simulator for analog 

integrated circuits. IEEE Journal Solid-State Circuits 24(6), 1587–1597 (1989) 
[11] Swings, K., Sansen, W.: ARIADNE: A constraint-based approach to computer-aided 

synthesis and modeling of analog integrated circuits. Analog Integrated Circuits and 
Signal Processing 3(3), 197–215 (1993) 

[12] Li, B., Gu, D.: SSCNAP: A program for symbolic analysis of switched capacitor 
circuits. IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems 11(3), 334–340 (1992) 

[13] Cheng, Y., Fujii, R.: SAUCES: A sensitivity analysis program for analog circuit 
design. In: Proc. IEEE International Symposium on Circuits and Systems, San Diego, 
pp. 1175–1178 (May 1992) 

[14] Fernandez, F.V., Rodriguez-Vazquez, A., Huertas, J.L.: ASAP: A program for the 
symbolic analysis of analog integrated circuits. In: Proc. EUROASIC Conference, 
Paris, France, May 29-June 1, pp. 80–85 (1990) 

[15] DeGrauwe, M., Goffart, B., Joss, B., Rijmenants, J., Meixenberger, C., Schwarz, T., 
Litsios, J., Seda, S., Pierre, M., Jongsma, J., Scarnera, C., Hornstein, T., Deck, P.: 
The ADAM analog design automation system. In: Proc. IEEE International 
Symposium on Circuits and Systems, New Orleans, pp. 820–822 (May 1990) 

[16] Wierzba, G.M., Srivastava, A., Joshi, V., Noren, K.V., Svoboda, J.A.: SSPICE – A 
symbolic SPICE program for linear active circuits. In: Proc. 32nd Midwest 
Symposium on Circuits and Systems, Champaign, IL, August 14-16, pp. 1197–1201 
(1989) 



192 F. Grasso, A. Luchetta, and M.C. Piccirilli
 

[17] Liberatore, A., Luchetta, A., Manetti, S., Piccirilli, M.C.: A new symbolic program 
package for the interactive design of analog circuits. In: Proc. IEEE International 
Symposium on Circuits and Systems (ISCAS 1995), Seattle WA, April 30-May 3, 
pp. 2209–2212 (1995) 

[18] Luchetta, A., Manetti, S., Reatti, A.: SAPWIN - A symbolic simulator as a support in 
electrical engineering education. IEEE Transactions on Education and Enclosed CD-
ROM Issue 44(2), 213–213 (2001) 

[19] Huelsman, L.P.: SAPWIN, symbolic analysis program for Windows - PC programs 
for engineers. IEEE Circuits and Devices Magazine 6(2), 4–6 (1996) 

[20] Huelsman, L.P.: Symbolic analysis – A tool for teaching undergraduate circuit 
theory. IEEE Transaction on Education 39(2), 243–250 (1996) 

[21] Fedi, G., Giomi, R., Luchetta, A., Manetti, S., Piccirilli, M.C.: SAPWIN 2.0: a 
symbolic software tool for educational purposes in analysis and synthesis of analog 
circuits. In: Proc. of International Conference on System Science and Engineering, 
ICSSE, Los Angeles, CA, May 16-22, pp. 33–36 (1999) 

[22] Grimbleby, J.B.: Algorithm for finding the common spanning trees of two graphs. 
Electronics Letters 17(13), 470–471 (1981) 

[23] Vlach, J., Singhal, K.: Computer Methods for Circuit Analysis and Design. Van 
Nostrand Reinhold, New York (1994) 

[24] Spence, R., Soin, R.S.: Tolerance Design of Integrated Circuits. Addison-Wesley, 
Reading (1988) 

[25] Styblinski, M.A.: Statistical design optimization. In: Chen, W.K. (ed.) The Circuits 
and Filters Handbook, ch. 50. CRC Press, Boca Raton (2003) 

[26] Graeb, H.E.: Analog Design Centering and Sizing. Springer (2007) 
[27] Abdel-Malek, H.L., Hassan, A.-K.S.O., Heaba, M.H.: A boundary gradient search 

technique and its applications in design centering. IEEE Transactions on Computer-
Aided Design of Integrated Circuits and Systems 18(11), 1654–1661 (1999) 

[28] Sapatnekar, S.S.: Design by optimization. In: Chen, W.K. (ed.) The Circuits and 
Filters Handbook, ch. 49. CRC Press, Boca Raton (2003) 

[29] Feldman, P., Director, S.W.: Accurate and efficient evaluation of circuit yield and 
yield gradients. In: Proc. International Conference on Computer-Aided Design, Santa 
Clara, CA, November 11-14, pp. 120–123 (1991) 

[30] Bernardo, M.C., Buck, R., Liu, L., Nazaret, W.A., Sacks, J., Welch, W.J.: Integrated 
circuit design optimization using a sequential strategy. IEEE Transactions on 
Computer-Aided Design of Integrated Circuits and Systems 11(3), 361–372 (1992) 

[31] Sapatnekar, S.S., Vaidya, P.M., Kang, S.-M.: Convexity-based algorithms for design 
centering. IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems 13(12), 1536–1549 (1994) 

[32] Abdel-Malek, H.L., Hassan, A.-K.S.O., Heaba, M.H.: The ellipsoidal technique for 
design centering and region approximation. IEEE Transactions on Computer-Aided 
Design of Integrated Circuits and Systems 10(8), 1006–1014 (1991) 

[33] Grasso, F., Manetti, S., Piccirilli, M.C.: SAR: a symbolic program for acceptability 
region representation in analog circuit design. In: Proc. Xth International Workshop 
on Symbolic and Numerical Methods, Modeling and Applications to Circuit Design 
(SM2ACD 2008), Erfurt, Germany, October 7-8, pp. 142–148 (2008) 

[34] Grasso, F., Manetti, S., Piccirilli, M.C.: A method for acceptability region 
representation in analogue linear networks. International Journal of Circuit Theory 
and Applications 37, 1051–1061 (2009) 

[35] Grasso, F., Manetti, S., Piccirilli, M.C.: A new geometrical approach to design 
centering of analog circuits. In: Proc. SPIE, Sevilla, vol. 5837, pp. 937–944 (May 
2005) 



8   Applications of Symbolic Analysis in the Design of Analog Circuits 193
 

[36] Grasso, F., Manetti, S., Piccirilli, M.C.: A symbolic approach to design centering of 
analog circuits. Microelectronics Reliability 47(8), 1288–1295 (2007) 

[37] Saeks, R.: A measure of testability and its application to test point selection theory. 
In: Proc. 20th Midwest Symposium on Circuits and Systems, Lubbock, TX, August 
15-17, pp. 576–583 (1977) 

[38] Sen, N., Saeks, R.: Fault diagnosis for linear systems via multifrequency 
measurement. IEEE Transactions on Circuits and Systems 26(7), 457–465 (1979) 

[39] Chen, H.M.S., Saeks, R.: A search algorithm for the solution of multifrequency fault 
diagnosis equations. IEEE Transactions on Circuits and Systems 26(7), 589–594 
(1979) 

[40] Saeks, R., Sen, N., Chen, H.M.S., Lu, K.S., Sangani, S.: Fault analysis in electronic 
circuits and systems. Technological Report, Institute for Electronics Science, Texas 
Technological University, Lubbock (1978) 

[41] Fedi, G., Manetti, S., Piccirilli, M.C., Starzyk, J.: Determination of an optimum set of 
testable components in the fault diagnosis of analog linear circuits. IEEE 
Transactions on Circuits and Systems - I: Fundamental Theory and Applications 
46(7), 779–787 (1999) 

[42] Fedi, G., Manetti, S., Piccirilli, M.C.: Comments on Linear circuit fault diagnosis 
using neuromorphic analyzers. IEEE Transactions on Circuits and Systems - II: 
Analog and Digital Signal Processing 46(4), 483–485 (1999) 

[43] Liberatore, A., Manetti, S., Piccirilli, M.C.: A new efficient method for analog circuit 
testability measurement. In: Proc. IEEE Instrumentation and Measurement 
Technology Conference, Hamamatsu, Japan, pp. 193–196 (May 1994) 

[44] Manetti, S., Piccirilli, M.C.: A singular-value decomposition approach for ambiguity 
group determination in analog circuits. IEEE Transactions on Circuits and Systems - 
I: Fundamental Theory and Applications 50(4), 477–487 (2003) 

[45] Fedi, G., Liberatore, A., Luchetta, A., Manetti, S., Piccirilli, M.C.: A symbolic 
approach to the fault location in analog circuits. In: Proc. IEEE International 
Symposium on Circuits and Systems (ISCAS 1996), Atlanta, GA, May 14, pp. 810–
813 (1996) 

[46] Catelani, M., Fedi, G., Giraldi, S., Luchetta, A., Manetti, S., Piccirilli, M.C.: A new 
symbolic approach to the fault diagnosis of analog circuits. In: Proc. IEEE 
Instrumentation and Measurements Technical Conference, Brussels, Belgium, June 
4-6, pp. 1182–1185 (1996) 

[47] Catelani, M., Fedi, G., Giraldi, S., Luchetta, A., Manetti, S., Piccirilli, M.C.: A fully 
automated measurement system for the fault diagnosis of analog electronic circuits. 
In: Proc. XIV IMEKO World Congress, Tampere, Finland, June 1-6, pp. 52–57 
(1997) 

[48] Fedi, G., Luchetta, A., Manetti, S., Piccirilli, M.C.: Multiple fault diagnosis of analog 
circuits using a new symbolic approach. In: Proc. VI International Workshop on 
Symbolic Methods and Applications in Circuit Design, Lisbon, Portugal, October 12-
13, pp. 139–143 (2000) 

[49] Fedi, G., Giomi, R., Luchetta, A., Manetti, S., Piccirilli, M.C.: On the application of 
symbolic techniques to the multiple fault location in low testability analog circuits. 
IEEE Transactions on Circuits and Systems - II: Analog and Digital Signal 
Processing 45(10), 1383–1388 (1998) 

[50] Grasso, F., Luchetta, A., Manetti, S., Piccirilli, M.C.: Recent advances in symbolic 
techniques for analog fault diagnosis. In: Proc. VII International Workshop on 
Symbolic Methods and Appications in Circuit Design, Sinaia, Romania, 10, October 
10-11, pp. 21–24 (2002) 



194 F. Grasso, A. Luchetta, and M.C. Piccirilli
 

[51] Grasso, F., Luchetta, A., Manetti, S., Piccirilli, M.C.: Symbolic techniques for the 
selection of test frequencies in analog fault diagnosis. Analog Integrated Circuits and 
Signal Processing 40(3), 205–213 (2004) 

[52] Grasso, F., Manetti, S., Piccirilli, M.C.: An approach to analog fault diagnosis using 
genetic algorithms. In: Proc. Mediterranean Electrotechnical Conference 
(MELECON 2004), Dubrovnik, Croatia, May 12-15, pp. 111–114 (2004) 

[53] Grasso, F., Luchetta, A., Manetti, S., Piccirilli, M.C.: A method for the automatic 
selection of test frequencies in analog fault diagnosis. IEEE Transactions on 
Instrumentation and Measurements 56(6), 2322–2329 (2007) 

[54] Manetti, S., Piccirilli, M.C.: Symbolic function approaches for analogue fault 
diagnosis. In: Sun, Y. (ed.) Test and Diagnosis of Analogue, Mixed-Signal and RF 
Integrated Circuits, ch. 2. IET-The Institution of Engineering and Technology, 
London (2008) 

[55] Fedi, G., Giomi, R., Manetti, S., Piccirilli, M.C.: A symbolic approach for testability 
evaluation in fault diagnosis of nonlinear analog circuits. In: Proc. IEEE International 
Symposium on Circuits and Systems (ISCAS 1998), Monterey, CA, May 31-June 3, 
pp. 9–12 (1998) 

[56] Manetti, S., Piccirilli, M.C.: Symbolic simulators for the fault diagnosis of nonlinear 
analog circuits. Analog Integrated Circuits and Signal Processing 219, 59–72 (1993) 

[57] Luchetta, A., Manetti, S., Piccirilli, M.C.: Critical comparison among some analog 
fault diagnosis procedures based on symbolic techniques. In: Proc. Design, 
Automation & Test in Europe (DATE 2002), Paris, France, March 4-8, p. 1105 
(2002) 

[58] Grasso, F., Luchetta, A., Manetti, S., Piccirilli, M.C.: Symbolic techniques in 
parametric fault diagnosis of analog circuits. In: Proc. Baltic Electronics Conference 
(BEC 2002), Tallin, Estonia, October 6-9, pp. 271–274 (2002) 

[59] Cannas, B., Fanni, A., Manetti, S., Montisci, A., Piccirilli, M.C.: Neural network-
based analog fault diagnosis using testability analysis. Neural Computing & 
Applications 13(4), 288–298 (2004) 

[60] Bushnell, M.L., Agrawal, V.D.: Essentials of Electronic Testing for Digital, Memory 
and Mixed-Signal VLSI Circuits, ch. 10, p. 310. Kluwer, Norwell (2000) 

 



M. Fakhfakh et al. (Eds.): Analog/RF & Mixed-Signal Circuit Sys. Design, LNEE 233, pp. 195–221. 
DOI: 10.1007/978-3-642-36329-0_9                                  © Springer-Verlag Berlin Heidelberg 2013 

Chapter 9 
Synthesis of Electronically-Controllable Signal 
Processing/Signal Generation Circuits Using 
Modern Active Building Blocks 

Raj Senani, D.R. Bhaskar, A.K. Singh, and V.K. Singh* 

Abstract. There is a great need for evolving electronically-controllable analog 
signal processing and signal generation circuits suitable for integration in both bi-
polar and CMOS technology such that their parameters of interest can be adjusted 
electronically by means of external DC bias currents or voltages. Traditionally, 
such circuits have been developed through the so-called operational transconduc-
tance amplifier-capacitor (OTA-C) or Gm–C circuits. In bipolar OTAs, their tran-
sconductance is linearly tunable through an external DC bias current whereas in 
CMOS OTAs/transconductors, electronic tunability usually comes through an ex-
ternal DC bias voltage. With the realization of the translinear current conveyor 
which is based upon a mixed translinear cell (MTC) and exhibits an input resis-
tance looking into terminal X which is electronically-controllable, there  has been 
a surge of research activities in exploiting this property through the so-called 
second generation Controlled Current Conveyors (CCCII) in several applications 
in analog circuit design. The objective of this chapter is to present, in a tutorial-
review format, significant developments on electronically-controllable analog cir-
cuits using CCCIIs as active elements. Too, analog circuit designs using other 
building blocks of more recent origin, which employ MTC as an input stage and 
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therefore, are closely related to CCCIIs, have also been taken up. Finally, direc-
tions of further work in this area have been pointed out.  

9.1   Introduction 

Operational transconductance amplifier-capacitor (OTA-C) circuits have been the 
popular choices for synthesizing electronically-controllable universal voltage mode 
and current-mode biquads, sinusoidal oscillators as well relaxation oscillators ca-
pable of generating non-sinusoidal signals such as square wave, triangular wave 
etc. However, since the advent of the Second generation Controlled Current Con-
veyors (CCCII) which provide electronic control of the X-port input resistance Rx 
through an external bias current, CCCIIs have attracted lot of attention of several 
research groups and circuit designers around the world as alternative building 
blocks to synthesize a variety of electronically-controllable signal processing and 
signal generation circuits. The electronic-controllability in a CCCII emanates from 
a specific circuit architecture known as a mixed translinear cell (MTC) which 
forms the input cell of a typical CCII hardware. This MTC apart from the electron-
ic-control also empowers the CCCIIs with higher slew rate and larger input signal 
handling capability. The above mentioned features have been the primary reasons 
for stimulating research on the use of CCCIIs in the synthesis of a variety of analog 
signal processing and signal generation circuits. The electronic tunability of Rx is 
also manifested in a number of other analog building blocks of relatively more  
recent origin such as current-controlled current feedback amplifiers (CC-CFA), 
current-controlled current differencing buffered amplifiers (CC-CDBAs), current-
controlled current differencing transconductance amplifiers (CC-CDTA), current-
controlled current conveyors transconductance amplifiers (CCCCTA) and CCCIIs 
with negative intrinsic resistance etc. which also employ the MTC as a basic unit in 
their internal architecture. Furthermore, all the considered building blocks are im-
plementable in both bipolar and CMOS IC technologies and hence, the circuits em-
ploying them are attractive from the point of view of IC implementation.  

This chapter focuses on the synthesis of various electronically-controllable sig-
nal processing/signal generation circuits such as simulated impedances, current-
controlled grounded and floating resistors, summers, subtractors, instrumentation 
amplifiers, universal biquad filters, sinusoidal signal generators, precision rectifi-
ers, frequency doubler and multipliers/dividers etc. The coverage includes the ba-
sics and hardware implementation of various building blocks mentioned above 
and includes some elegant representative applications using them. Finally, some 
comments on the recent directions of the research in this area have been made. 

9.2   The Second Generation Current-Controlled Conveyors 
(CCCII) and Their Applications 

A CCCII is a special case of the second generation Current Conveyor1 in which 
the finite non-zero input resistance at port X ( )xR  is taken into consideration. The 

                                                           
1 The Current Conveyors were introduced as new circuit building blocks by Sedra and 

Smith in the seventies in their classic papers [31, [32].  
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basic translinear circuit proposed by Fabre, Saaid, Weist and Boucheron [1],  
employing the so-called mixed-translinear-cell (MTC) comprising of transistors 
Q1-Q2-Q3-Q4, is shown in Fig. 9.1. A straight forward analysis of this circuit 
shows that it is characterized by  

0=yi                                                 (9.1)
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and zi = xi                    (9.3)

 

It is, thus, seen that in a CCCII, Rx is electronically-tunable through IB.  

 

Fig. 9.1 Bipolar circuit architecture of the CCCII+ (adapted from [1] ©1996 IEEE) 

Based upon the above equations, a CCCII can be represented by the symbolic 
notation and equivalent circuit as shown in Fig. 9.2 with V = ± 2.5 volts, this cir-
cuit has been reported to have a voltage gain of 0.9984, a current gain of 1.002 
and a bandwidth of about 615MHz. 

 

Fig. 9.2 Symbolic notation and simplified equivalent circuit of the CCCII 

In the following sections, we demonstrate how a CCCII+ or CCCII- or a com-
bination of both can be used to realize a number of useful electronically-
controllable linear as well as non-linear circuits. It may be mentioned that from 
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Fig. 9.1, a CCCII- can be obtained by breaking the link at the junction of Z-
terminal and adding one more pair of current mirrors in a cross-coupled manner. 

It is interesting to note that a CCCII can also be realized by a CMOS structure 
analogous to the circuit of Fig. 9.1 as shown Fig. 9.3 which was proposed by 
Chaisricharoen, Chipipop and Sirinaovakul [2]. For other interesting CMOS- 
based CCCII configurations, see [3] and [4].    

 

Fig. 9.3 An exemplary CMOS realization of CCCII+ (adapted from [2] © 2010 Elsevier) 

The basic translinear cell in the above CMOS implementation is re-drawn in 
the following and can be seen to be a CMOS analog of the bipolar MTC.  

 

Fig. 9.4 Core of translinear CMOS CCCII (adapted from [2] © 2010 Elsevier) 

An analysis of the circuit of Fig. 9.3, for a linear relationship between Vx, Vy 
and Ix, reveals that with  
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the characterizing equations of the circuit are given as 
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iy = 0 and iz = ix (9.7)

 
From the above, it is seen that in case of CMOS CCCII also, Rx is controllable by 
DC-bias current IB. For a more detailed analysis of this CMOS CCCII the reader is 
referred to [2]. 

A 2 GHz CCCII in standard 0.8 µm BiCMOS technology was proposed by Se-
guin and Fabre [5]. A BiCMOS implementation based upon this is shown here in 
Fig. 9.5. 

 

Fig. 9.5 A complete Bi-CMOS CCCII implementation (adapted from [5] © 2001 IEE) 

With a bias current of 500µA and a DC supply voltage of = ± 2V the circuit 
exhibits a −3dB bandwidth of 4.5 GHz for the voltage transfer between terminal Y 
and X and 2 GHz for the current transfer between terminals X and Z.  

We now show a number of interesting applications of CCCIIs in the realization 
of linear as well as non-linear circuits. In most of the circuits, no external resistors 
are needed and hence, no component-matching is required. The analog circuits 
based upon CCCIIs provide the following advantageous features: 

 All functions can be realized by using either only CCCIIs or CCCII and  
capacitors. 
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 The significant parameters of the realized circuits can be controlled by varying 
externally supplied DC bias currents. 

 CCCII-based circuits can be operated from low power supply voltages (±2.5 
V) in contrast to op-amp circuits which generally require ±12V. 

 CCCII has much higher slew rate (over 200V/µs) as compared to op-amps 
(0.5V/µs) 

 CCCII-based circuits can be operated at much higher frequencies because of 
very large bandwidth.   

 CCCII-based circuits are highly suitable for IC implementation due to com-
plete absence of resistors and availability of electronic controllability of the 
parameters of interest.  

Lastly, it must be kept in mind that although in this chapter we have discussed the 
applications in the context of bipolar CCCIIs, however, most of them are equally 
appropriate to be realized with CMOS CCCIIs though the dependence of the vari-
ous parameters on the external bias currents will become somewhat different due 
to the fact that while in the former Rx is inversely proportional to IB, in the latter, 
Rx is inversely proportional to the square root of IB (see equation (9.6)). 

9.2.1   Realization of Current Controlled Resistances 

A current controlled resistance can be readily realized from CCCII+ by grounding 
terminal Y, and either leaving open or shorting to ground the terminal Z as shown 
in Fig. 9.6. Looking into terminal X, the equivalent input impedance is then found 

to be
B

T
in I

V
R

2
= . If TV is taken as 25mV and BI is changed from 0.1uA to 1mA, 

the equivalent resistance will change from 12.5 Ω to 125 KΩ.  

 

Fig. 9.6 Current-Controlled grounded resistance simulation using CCCII+ (adapted from 
[6] ©1996 IEE) 

It may, however, be noted that the basic circuit responsible for creating a cur-
rent controllable Rx is the four-transistor MTC composed of transistors Q1 –Q4. 
This MTC configured as grounded current- controlled resistance [6] is shown in 
Fig. 9.7.  
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Fig. 9.7 The Mixed Translinear Cell as a grounded Current-Controlled Resistor (adapted 
from [6] ©1996 IEE) 

 

Fig. 9.8 A negative Current-controllable grounded resistance (adapted from [1] ©1996 
IEEE) 

 

Fig. 9.9 A Floating Current Controlled Positive Resistance (adapted from [7] ©2004 IEEE) 

A negative current controlled resistance can be realized from the CCCII+ by 
shorting terminals Y and Z, grounding terminal X and then looking into terminal 
Y; see Fig. 9.7. In this case, the realized resistance has a negative value given by 

Zin =
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T
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V
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2
−= .
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A floating current controlled positive resistance (FCCPR) circuit was proposed 
by Senani, Singh and Singh in [7] and is shown in Fig. 9.9. This circuit simulates a 

floating resistance of the same value i.e. 
B

T

I

V
R

221 =− .

  

9.2.2   Current-Controlled Simulated Inductors  

A grounded inductance simulation circuit can be obtained from Sedra and Smith’s 
two CCII-based gyrator [31] by using CCCII± instead of CCII± along with a ca-
pacitor C0 to realize an integrator and then using a CCCII− as a V to I convertor as 
shown in Fig. 9.10. 

 

Fig. 9.10 Electronically-tunable grounded inductance 

The circuit in Fig. 9.10 gives 210 xxin RRsCZ =
 
thereby realizing a grounded 

inductance of value  

L = 
21

2
0

210 4 BB

T
xx II

VC
RRC =  (9.8)

 

 

Fig. 9.11 Current-controlled floating inductance (adapted from [9] © 2008 Taylor &  
Francis) 
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That a floating inductance can be realized using only a single grounded capacitor 
along with four CCCII+ was shown by Kiranon and Pawarangkoon in [8]. Other 
dual output CCII- based circuits were subsequently presented in [9] and [10]. Here 
we show a circuit from [9] which employs only two dual outputs (DO)-CCCII to 
realize lossless floating inductance which is shown in Fig. 9.11. 

The circuit is characterized by the following equations: 

I1 = -I2 = (V1 –V2) / s C Rx1Rx2                                             (9.9) 

so that the inductance value simulated by this circuit, between ports 1 and 2, is 
given by 

L = C Rx1Rx2 = 

21

2

4 BB

T

II

CV  (9.10)

 

and is controllable by any or both of the two external DC bias currents IB1, and IB2.  
A negative floating inductor can also be realized from the above configuration 

(though not so recognized in [9]) by exchanging the Z+ and Z- terminals of second 
DO-CCCII as shown in Fig. 9.12 in which case the equivalent floating inductance 
is given by 

L = - C Rx1 (Rx2 + Rx3)                                    (9.11) 

 

Fig. 9.12 Current-controlled floating negative inductance 

9.2.3   Active-Only Floating Inductance Simulator  

An interesting floating inductor circuit realizable with a CCCII along with consid-
eration of the op-amp pole [11] is shown in Fig. 9.13, employing an internally 
compensated op-amp exhibiting a dominant pole (one pole roll off) characterized 
by A = B/s where B is the gain-bandwidth-product (unity gain bandwidth) of the 
op-amp employed. A straight forward analysis of the circuit shows that the circuit 
simulates a floating inductance of value L = VT /B IB which can be electronically 
controlled by the bias current IB. 
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Fig. 9.13 Active-only Current-Controllable floating inductance (adapted from [11] ©2002 
Taylor & Francis) 

9.2.4   Electronically-Controlled Capacitance-Multiplier and 
FDNR  

Consider the circuits shown in Fig. 9.14(a). A straight forward analysis of the cir-
cuit shows that the input impedance is given by  

Zin = Rx1 + Rx2 +
3

21

xR

ZZ
 (9.12)

 

From this expression it can be easily seen that with Z1 = 1/sC1 and Z2 = R2, the cir-
cuit can realize a resistance in series with a grounded capacitor whose value is 
electronically-controllable by the external current IB3. On the other hand, with Z1 
and Z2 both taken as capacitors, the circuit would realize a resistance in series with 
a FDNR whose value would be controllable by IB3.  

A circuit which can simulate a floating capacitance multiplier while using a 
grounded capacitor is shown in Fig. 9.14(b). This circuit simulates a floating ca-

pacitance in series with a resistance with parameter values as 
3
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x
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9.2.5   Current Controlled VM/CM Amplifiers 

The minimum number of resistors by which a VCVS can be realized through any 
active circuit building blocks is two. In view of this, it is apparent that with Rx of 
CCCII accounted for; only two CCCIIs should suffice for this purpose. Such a cir-
cuit is shown in Fig. 9.15(a) for which the voltage gain is given by  
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Thus, the voltage gain is electronically controllable by IB1 and/or IB2 and is tem-
perature-insensitive since the parameter VT is cancelled out!  

A current amplifier with a current gain equal to ratio of the two external bias 
currents is also realizable by an appropriate connection of only two CCCIIs as 
shown in Fig. 9.15(b). Its current gain is given by  

2
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in
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R
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I
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Note that this circuit also has the desirable properties of low input impedance, 
high output impedance and temperature-insensitive gain. 

 
(a)                                                                         (b) 

Fig. 9.14 Electronically-controllable Resistance, Capacitance and FDNR simulators (adapted 
from [12] ©1999 Elsevier): (a) Circuit for FDNR simulation, (b) Circuit for floating capacit-
ance multiplier 

        
(a)                                                         (b) 

Fig. 9.15 Adjustable-gain Voltage and Current amplifiers: (a) current-controlled voltage 
amplifier, (b) Current-controlled current amplifier (adapted from [1] @ 1996 IEEE) 
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9.2.6   Sum and Difference Amplifiers 

CCCIIs make it possible to realize sum and difference circuits using only active 
devices without requiring even a single resistor. One such circuit is shown in 
Fig. 9.16. The output voltage of this circuit is given by  
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Fig. 9.16 Sum and Difference Amplifiers (adapted from [13] © 2005 Old city publishing. 
Inc.) 

From the above equation it is clear that with the choice for CCCII as positive, a 
summing amplifier is realized and with the choice for CCCII as negative, a differ-
ence amplifier is realized. 

9.2.7   Current-Tunable Active-Only Instrumentation Amplifier 

It is well known that a traditional instrumentation amplifier typically requires as 
many as three op-amps along with seven resistors out of which, at least four are 
required to be identical. Such a circuit although provides a single resistance con-
trollable variable gain with infinite input impedance at both the input terminals 
and zero output impedance at the output terminal, but suffers from the conflict  
between the maximum gain and the available bandwidth. This gain-bandwidth-
conflict can be avoided by using either a three-CCII-based circuit or a three  
current feedback op-amp (CFOA) based circuit each of which provide the advan-
tages possessed by the traditional op-amp based circuit and in addition, use a bare 
minimum of (only two) resistors for varying the voltage gain. Using CCCIIs how-
ever, an instrumentation amplifier can be made with only three active building 
blocks without requiring any external resistors and with the additional advantage 
that the voltage gain can now be controlled through the external DC bias currents 
as shown in Fig. 9.17. 
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It is interesting to observe that the gain of this instrumentation amplifier is also 
temperature insensitive. 

 

Fig. 9.17 Active-only instrumentation amplifier with electronically-controllable voltage 
gain (adapted from [14] © 2002 Taylor & Francis) 

9.2.8   Electronically-Controllable Multifunction Voltage Mode 
Biquad 

Although several researchers have proposed the realization of voltage-mode uni-
versal biquads using CCCIIs, here we show a very compact circuit realizable with 
only two CCCIIs along with a minimum number of capacitors as proposed by 
Parveen, Ahmed and Khan [15]. This circuit is shown in Fig. 9.18 and can realize 
all the five standard filter functions by taking different conditions/relationship be-
tween the four voltage inputs employed in the circuit shown in Fig. 9.18 

 

Fig. 9.18 Universal Voltage mode biquad (adapted from [15] ©2009 Old City Publishing 
Inc.) 
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An analysis of this circuit reveals that the output voltage of this circuit is given 
by 
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From the above equation, the various filter responses can be obtained through the 
selection of the inputs as shown in Table 9.1. 

Table 9.1 Realization of various filter responses  

Type of Filter Condition of Realization 

HP V4= Vin, V1=V2=V3=0 

Non-inverting BP V3= Vin, V1=V2=V4=0 

inverting BP V2= Vin, V1=V3=V4=0 

LP V1 = V2 = Vin ,V3 = V4 = 0 and Rx1 = Rx2 

Band stop (BS) V1= V2 = V4,=Vin  

AP V1 = V2 = V4 = Vin  

 
It may be noted that the realization of LP, and BP responses does not require 

any matching constraints (see cases (i) to (iii)). On the other hand, the constraints 
in the case of LP, BS and AP cases are also simple to satisfy through design, par-
ticularly in monolithic technologies, where matching of the devices is not difficult 

to achieve. The pole frequency oω  and the pole-Q of the filter are given by  

,
1

2121 CCRR xx
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12

21
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9.2.9   Current-Mode Multifunction Filters 

Although a large number of universal current-mode biquad filter circuits have 
been proposed by various authors using CCCII as active elements, an exemplary 
circuit which is capable of realizing all the five standard filter functions, namely 
low pass (LP), high pass (HP), band pass (BP), band stop (BS) and all pass (AP), 
is shown in Fig. 9.19. 
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Fig. 9.19 A universal Current mode biquad (adapted from [16] ©2007 Elsevier) 

By standard analysis, the two outputs of the circuit are given by 
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where 

D(s) = 202
os

Q
s ωω
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(9.22)

 

The various filter functions can be realized from this circuit as shown in Table 9.2. 

Table 9.2 Realization of various filter functions 

Type of Filter Condition of Realization 

LP 0, 21 == III in and outo II =1  

BP 0, 21 == III in and outo II =2  

HP inI I I− = =1 2 and outo III =+ 021  

BS inI I I− = =1 2 and outII =02  

AP / inI I I− = =1 22 and outII =02  
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Setting C1 = C2 = C and Rx1 = Rx2 = Rx = VT/2IB (IB1 = IB2 = IB), the parameters 
ω 0 and Q0 of all the realized filters are found to be  
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Yet another current mode universal active filter with one input and multiple out-
puts was proposed by Senani, Singh, Singh and Bhaskar [17], which is reproduced 
in Fig. 9.20.  

 

Fig. 9.20 Current-controlled CM universal biquad (adapted from [17] © 2004, IEICE) 

By straight forward analysis of this circuit, the three responses are found to be: 
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It may be seen that because of the ready availability of the three basic transfer 
functions (i.e. LP, BP and HP) with correct polarities as well as due to the equal 
values of all the three gains, a band stop (BS) function is realizable just by joining 
LP and HP outputs whereas an all-pass function is realizable by joining all the 
three output terminals. Also, note that a novel feature of this circuit is that no 
component-matching or equality constraint is needed in any of these two addition-
al realizations.  

9.2.10   Current Controlled Sinusoidal Oscillator  

There have been a number of proposals for realizing current conveyor based  
sinusoidal oscillators, however, it is known that to realize such an oscillator, em-
ploying both grounded capacitors, at least two current conveyors along with two 
capacitors and three resistors are needed. Exploiting the current-controllable Rx of 
the CCCIIs it is interesting to note that an electronically controllable sinusoidal 
oscillator can be realized with only two CCCIIs along with both grounded capaci-
tors as desirable for integrated circuit implementation. Such a circuit was proposed 
by Horng [18] and is shown in Fig. 9.21 for which, the condition of oscillation and 
frequency of oscillation are given by  
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with IB1=IB2=IB, one obtains 
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Thus, the oscillation frequency is linearly tunable by IB. 

 

Fig 9.21 Current-controllable sinusoidal oscillator (adapted from [18] © 2001, Taylor & 
Francis) 
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9.2.11   CCCII-Based Precision Rectifier  

There have been numerous circuits in literature proposing full wave precision rec-
tifiers using a variety of building blocks such as op-amps, current conveyors and 
current feedback op-amps. A new circuit to realize a precision rectifier was pre-
sented in [19] which employs two CCCIIs, a pair of complimentary MOS transis-
tors and two resistors. This circuit is shown in Fig. 9.22.   

 

 

Fig. 9.22 CCCII-based precision rectifier (adapted from [19] © 2005 Old city Publishing 
Inc.) 

The lower CCCII provides a current output proportion to the input voltage 
which creates a controlled voltage at the gates of the two MOSFETs in conjunc-
tion with the resistor R which is so selected that both the transistors remain in sa-
turation even for small input signals. Depending upon whether Vin is positive or 
negative, the gate voltage VG would be either +V or –V (this requires that the ratio 
R/Rx1 is large which can be achieved by proper choice of IB1 and R). Here ± V de-
notes the DC biasing supply voltage of the CCCIIs. An analysis of this circuit 
shows that the circuit is characterized by the following equations.  
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An important merit of this circuit, over the previously known precision rectifiers 
using normal current conveyors, is that the output amplitude of this rectifier is 
electronically controllable by external bias current IB2. 

9.2.12    Frequency Doubler  

Frequency doubler is widely used in analog signal processing, communication  
and instrumentation systems. Frequency doubler is often made from analog  
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multipliers. However, Anuntahirunrat, Tangsrirat, Riewruga and Surkamponturn 
[20] have demonstrated that by imposing appropriate design conditions, the CCCII 
circuit shown in Fig. 9.23 can accomplish both these functions from the same 
structure. For an elaborate analysis (see [20]). 

 

Fig. 9.23 Frequency doubler (adapted from [20] © 2004 Taylor & Francis) 

It has been found that an approximate expression for the output current of this 
circuit is given by   
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From the above equations, it is clear that by appropriately selecting component 
values and parameters, the circuit can generate a cosine wave of frequency 2ω
from an input current ix1=Im sin tω  derived from the input Vm.  

9.3   Other Current-Controlled Building Blocks and Some 
Exemplary Current-Controlled Function Realized from 
Them 

An exhaustive review of various existing building blocks as well as several new 
possible building blocks was presented by Biolek-Senani-Biolkova-Kolka in [21]. 
In the following, we discuss a number of those building blocks whose front end 
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consists of one or more MTC type structures thereby leading to the possibility of 
current controllability of the various functions realized from them.  

9.3.1   CC-CFOA 

Since the internal architecture of CFOA contains a CCII+ followed by a voltage 
buffer, it is, therefore, obvious that a CCCII+ followed by a voltage buffer would 
become a CC-CFOA. This concept has been studied by Siripruchyanun, Chana-
promma, Silapan and Jaikla in [22] wherein using bipolar and MOS current  
mirrors several topologies of BiCMOS CCCIIs have been studied, ultimately  
resulting in Bi-CMOS CC-CFOA which has been studied in detail. In addition, a 
number of interesting applications have been proposed some of which are shown 
in Fig. 9.24.  

        
(a)                                         (b) 

 
(c)                                              (d) 

 
(e) 

Fig. 9.24 Various applications of CC-CFAs (adapted from [22] ©WSEAS 2008) 

For the circuit of Fig. 9.24(a), the I0 is given by  

B
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II
I

2
−=                                                            (9.36) 

Hence, the circuit would function as current-mode multiplier/divider.  
For the sinusoidal oscillator of the circuit of Fig. 9.24(b), the CO and FO are 

given by 
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In case of the grounded inductance circuit of Fig. 9.24(c), the value of simulated 
inductance is given by  
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For the circuit of Fig. 9.24(d), the output voltage is given by  
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while in case of the circuit of Fig. 9.24(e), the output current is given by  
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From the eqns (9.39) and (9.40) it is easily seen that by choosing inputs appro-
priately all the five standard filter functions can be realized in both multi-input-
single-output-type VM and CM filters of Fig. 9.24(d) and 9.24(e) respectively.  

9.3.2   Current Controlled Current Differencing 
Transconductance Amplifier (CC-CDTA) 

A CC-CDTA is an extension of the concept of CDTA introduced by Biolek2 and is 
characterized by Vp  = Rp Ip, Vn = Rn In, Iz = Ip-In, Ix =  ±gmVz where Rp= Rn= VT/2IB 
and gm = IC/2VT. A novel application of this implementation is the current mode 
multiplier/divider shown in Fig. 9.25 which has the output current given by  
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II
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8
=                                                (9.41) 

From the above it is seen that IO is result of either multiplication of IA and IC, or 
dividing IA or IC by IB. However, a limitation of this circuit is that it is only two 
quadrant multiplier/divider. On the other hand, a merit of this circuit is that the 
functions performed by this circuit are temperature insensitive since the terms in-
volving VT have been cancelled out and do not appear in the output equation.  

                                                           
2 Biolek D, (2003) CDTA: Building block for current mode analog signal processing. Proc. 

ECCTD, 3:397-400.  



216 R. Senani et al.
 

 

Fig. 9.25 Current controlled current differencing Transconductance amplifier CC-CDTA 
and CC-CDTA configured as a multiplier /divider (Adapted from [23] ©2008 Elsevier)  

9.3.3   Current Controlled Current Conveyor Transconductance 
Amplifier (CCCC-TA) 

This building block was proposed by Siripruchyanun and Jaikla [24] and is cha-
racterized by the following terminal equations: Iy = 0, Vx= Vy + IxRx, where Rx = 
VT/2IB1, IZ = Ix and I0= ± gmVz where gm = IB2/2VT. 

An exemplary implementation of this building block is shown in Fig. 9.26 from 
where it can be seen that the input front end of this building block also happens to 
be the MTC which results in the current controllability of Rx.  

 

Fig. 9.26 Current controlled current conveyor transconductance amplifier (Adapted from 
[24] © 2007 Springer) 

An interesting application of this building block was demonstrated by Siripru-
chyanun and Jaikla in realizing a universal current-mode biquad. The novelty of 
this circuit lies in using only a single active building block for realizing all the five 
standard filter responses with both grounded capacitors. This circuit can thus, be 
seen to be a minimum-component biquad exhibiting these properties.  

The output current of this circuit is given by  

mx

mxininmin
o gsCRCCs

gsCRCCsIIgsCI
I

++
++−+

=
221

2
221

2
3221 )(

 
(9.42)

from where one can easily work out that, subject to different input conditions 
/selections, it would be possible to realize all the five standard functions with tun-

ing of oω . 
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(a)                                                   (b) 

Fig. 9.27 (a) Universal biquad filter based on the CCCC-TA, (b) Grounded inductance si-
mulator (Adapted from [24] © 2007 Springer) 

In Fig. 9.27(b), another novel application of CCCC-TA in realizing an electron-
ically-controllable grounded inductor is shown, which employs only one CCCC-
TA along with a grounded capacitor as advantageous for IC implementation. The 
realized inductance value is given by   

eqL
21

2

BB

T

II

CV=                                             (9.43) 

9.3.4   CCCII with Negative Intrinsic Resistance and Its 
Applications 

Barthelemy and Fabre [25] proposed a second generation current controlled con-

veyor with negative intrinsic resistance whose value is given by Rx = ─
B

T

I

V

2
for 

which the circuit implementation Fig. 9.28 was proposed. It was shown that with 
the circuit realized from ALA200 transistor arrays from ATT, with = ± 1.5 volt 
DC power supplies the circuit exhibit bandwidth higher than 40 MHz and a total 
power consumption only 1 mW for a bias current of 50µA. It was shown that this 
building block was particularly useful in realizing a floating negative controlled 
resistance.  

   
(a)       (b) 

Fig. 9.28 (a) Implementation of the CCCII± with negative intrinsic resistance, (b) circuit 
connections for realizing a floating negative resistance (Adapted from [25] 2002©IEEE)  
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9.3.5   Current-Controlled CDBA 

The CDBA was introduced as a new building block by Acar and Ozoguz [26] and 
is characterized by equations Vp=Vn=0, iz=ip ─ in, Vw=Vz.  An exemplary CDBA 
circuit exhibiting current controllable input resistances at its both p and n input 
terminals is shown here in Fig. 9.29. A CC-CDBA can be characterized by Vp=Rp 
Ip, Vn=Rn In, Iz=Ip-In, and Vw=Vz. 

 

Fig. 9.29 Internal construction of a DO-CCCDBA (adapted from [27] 2006 © ECTI-CON) 

An interesting application of CC-CDBA is in the realization of a very compact 
current mode analog multiplier/divider which is shown in Fig. 9.30. 

 

Fig. 9.30 Current mode multiplier/divider (adapted from [28] 2007©IEEE) 

A routine analysis of the circuit revels that the output is given by  
 

(9.44)

 

From the above it is seen that one can perform either multiplication by taking IA 
and IC as the inputs or as a divider by taking IA and IB as inputs. However, it 
should be noted that in both cases, only two quadrant operations is possible. Two 
other novel applications of CCCDBA are in the realization of floating negative 
simulated grounded and floating inductors. These circuits are shown in Fig. 9.31 

0 2
A C

B

I I
I

I
=
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and have the novelty of employing only two active building blocks and a single 
grounded capacitor while providing electronically-controlled inductance value.  

The circuit of Fig. 9.31 simulates a floating inductance of value L = -C Rn1 R2 
where Rn2 = Rp2 = R2. The circuit for grounded negative simulated inductor on the 
other hand realizes the negative inductance of the value L = -C Rp1 Rp2. In both the 
cases, the value of the inductance can be adjusted electronically by IB1 or IB2. 

 

      
(a)    (b) 

Fig. 9.31 (a) Floating negative simulated inductor, (b) grounded negative simulated induc-
tor (adapted from [29] 2006©ECTI) 

9.4   Concluding Remarks and Directions of Future Research 

Although traditionally operational transconductance amplifiers (OTA) or CMOS 
transconductors with controllable transconductance values have been the main 
elements for designing electronically-controllable analog circuits, during the past 
15 years, the so-called Current-Controlled Current Conveyors (CCCII) have also 
attracted considerable attention in devising various electronically-controllable li-
near as well as nonlinear functions. This chapter has presented, in a tutorial review 
format, some of the prominent works done in this area. Since the electronic-
controllability of the input resistance looking into the X-terminal of the CCCII es-
sentially comes from a four-transistor core known as Mixed Translinear-Cell 
(MTC), a number of other electronically-controlled building blocks have been 
proposed recently in which the front end of the hardware realizations is made from 
one or more MTCs. Thus, the newer building blocks such as CC-CFOA,  
CC-CDTA, CCCC-TA and CC-CDBA also belong to the same class. Due to this 
reason, some interesting applications of these building blocks have also been in-
cluded. From a comprehensive survey of references, it has been revealed that the 
work on the various applications of these building blocks is far from complete. 
Lastly, it is worth mentioning that more recently, Fakhfakh, Pierzchala and Ro-
danski [30] have advanced a novel concept of electronically-controllable CCVS 
which appears to be yet another interesting building block for evolving electroni-
cally-controllable analog signal processing and signal generating circuits. It  
appears that numerous newer possibilities are yet to be unfolded which warrant  
further investigations and research on this exciting area. 
 
Acknowledgement. The authors gratefully acknowledge the contribution of Ms. Shashi 
Rawat for her dedicated and meticulous help in the preparation of this manuscript.  
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Chapter 10 
Synthesis of Generalized Impedance Converter 
and Inverter Circuits Using NAM Expansion 

Ahmed M. Soliman* 

Abstract. The generalized impedance converter (GIC) is an active two port net-
work in which the input impedance is equal to the load impedance times a conver-
sion function of the complex frequency variable .There are two types of the GIC, 
the first is the voltage generalized impedance converter (VGIC) and the second is 
the current generalized impedance converter (CGIC). In this chapter the nodal 
admittance matrix (NAM) expansion is used to generate all possible VGIC and 
CGIC circuits. The realizations of two types of the generalized impedance inverter 
(GII) circuits using NAM expansion are also given.   

10.1   Introduction 

Antoniou introduced several realizations of the CGIC using the operational am-
plifier (Op Amp) as the active element and was used in active network synthesis 
of voltage transfer functions [1-2]. The GIC can also be used in the realization of 
grounded and floating inductances and frequency dependent negative resistances 
(FDNR) [3]. The singular network elements introduced in [4] are the nullator and 
norator and are shown symbolically in Figs. 10.1 (a) and (b).The nullator and  
norator are singular elements that possess ideal characteristics and are specified 
according to the constraints they impose on their terminal voltages and currents. 
For the nullator V = 0, I = 0; while the norator imposes no constraints on its vol-
tage and current. A nullator-norator pair constitutes a universal active two-port 
network element called the nullor [4] and hence, nullator and norator are also 
called nullor elements.  

The nullator and norator are very useful and powerful singular elements as 
demonstrated by the many circuit applications [5].Their use in the realization of 
active building blocks and active RC filters using Op Amp have been demonstrat-
ed by several examples [5]. 

                                                           
Ahmed M. Soliman 
Electronics and Communication Engineering Department, Faculty of Engineering,  
Cairo University, Egypt 12613 
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Since the introduction of the mirror elements a number of applications have 
been proposed and investigated [6-8] proving that the singular elements set is now 
complete [9]. 

The voltage mirror (VM), shown in Fig. 1(c), is a lossless two-port network 
element used to represent an ideal voltage reversing action and it is described by: 

V1 = −V2 

I1 = I2 = 0 

(10.1.a) 

(10.1.b) 

The current mirror (CM), shown in Fig. 10.1(d), is a two-port network element 
used to represent an ideal current reversing action and it is described by: 

V1 and V2 are arbitrary 

I1 = I2, and they are also arbitrary 

(10.1.c) 

(10.1.d) 

Although the CM element shown in Fig. 10.1(d) has the same symbol as the regu-
lar current mirror, it is a bi-directional element and has a theoretical existence.  

 
I1

+ 

V1 V2 

+ +

_ _ _ _ 

+

V2 V1 

(c) 

I1I2 I2 

 (d) 

I I 

V V
+ +

_ _ 

(a) (b) 

 

Fig. 10.1 Singular network elements: (a) Nullator, (b) Norator, (c) Voltage mirror, (d) Cur-
rent mirror 

The systematic synthesis method based on NAM expansion and using nullor 
elements [10-13] has been used to realize several active building blocks. The 
NAM expansion has been extended to accommodate mirror elements [14-20]. 
This results in a generalized framework encompassing all singular elements for 
ideal description of active elements. Accordingly, more alternative realizations are 
possible and a wide range of active devices can be used in the synthesis. 

First a brief review of the pivotal expansion and the key steps in the NAM ex-
pansion are summarized. 

The pivotal expansion is the reversal of Gaussian elimination [10,13] and is 
useful in circuit synthesis. The pivotal expansion has the following general form:  
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(10.2) 

Next the key steps in the NAM expansion are summarized as follows: 
A Nullator connected between two nodes (which is represented by bracket link-

ing the corresponding columns in the NAM) moves a circuit element from one 
column to the other column with the same sign. 

A Norator connected between two nodes (which is represented by bracket link-
ing the corresponding rows in the NAM) moves a circuit element from one row to 
the other row with the same sign. 

A VM connected between two nodes (which is represented by bracket linking 
the corresponding columns in the NAM) moves a circuit element from one column 
to the other column with opposite sign. 

A CM connected between two nodes (which is represented by bracket linking 
the corresponding rows in the NAM) moves a circuit element from one row to the 
other row with opposite sign.  

The nullator and norator are represented by straight brackets as in [10-13]. 
Curved brackets are used to represent the VM and CM as in [14-20].  

10.2   Current Generalized Impedance Converters  
Using Op Amps 

Before considering the generation of GIC using NAM expansion, it is important  
to review the history of the generation of GIC using Op Amps. The CGIC was in-
troduced by Antoniou in [1-2] and defined by the following transmission matrix 
equation:  

1 2
 1 3

1 2
2 4

Y Y
Y Y

1 0V V= 
0I I

 
    
    
    
    
        

−
 

(10.3) 

The above T matrix can be expanded as follows: 

 
(10.4) 

It is seen that the CGIC is realizable by two cascaded negative impedance conver-
ter (NIC) circuits and shown in Fig. 10.2(a) using nullor elements. The two Op 
Amp circuit realizing the two cascaded NIC is based on pairing the nullator to the 
left with the norator at node 3 and the nullator to the right with the norator at node 
5. The realization in this case is shown in Fig. 10.2(b) and is known as the  
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uncoupled CGIC [5]. The alternative nullator norator pairing results in the coupled 
CGIC well known circuit shown in Fig. 10.2(c) originally derived in [2] and  
detailed study on the number of possible Op Amp CGIC and stability analysis was 
given in details in [5].  

It should be noted that there are no realizations for the VGIC using Op Amps, 
up to this author best knowledge. In the next section new approach for the realiza-
tions of the VGIC using current conveyors (CCII) [21] or inverting current con-
veyor (ICCII) [6] or combination of both is given. 
 

 

Fig. 10.2(a) Nullator norator realization of the CGIC 

 

 

Fig. 10.2(b) Two Op Amp realization of the uncoupled CGIC 
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Fig. 10.2(c) Two Op Amp realization of the coupled CGIC 

10.3   Voltage Generalized Impedance Converters  

The VGIC is defined by the following T matrix: 

2 4

  1 3

1

Y Y 0T = Y Y
0

 
 
 
 
 
 
 

 
(10.5) 

This equation is summarized in Table 10.1 together with the T matrix of all GIC 
and GII considered in this chapter. The above equation cannot be represented di-
rectly by an admittance matrix Y. In [19] the expanded Y matrix using infinity pa-
rameters introduced in [11] was used in order to obtain the circuit realizations.  

Here an alternative approach is used to obtain the expanded NAM. The ap-
proach is based on considering the input admittance of the VGIC represented by 
Eq. (10.5) when terminated by load admittance Y5.This approach simplifies the 
NAM expansion and was used before in the NIC realizations given in [22]. The 
input admittance is given by: 
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Adding a blank row and column to the above equation the following NAM is  
obtained: 

1 3 5

  2 4

0

Y Y Y 0Y = Y Y
0

 
 
 
 
 
 
 

                                      (10.7) 

It is desirable to expand the above Y matrix to realize a one port circuit, then Y5 
will be removed from the circuit to create port 2.Thus in the expansion operation it 
is necessary to locate Y5 at the diagonal position 2, 2. Also in order to maintain the 
current relation I1= −I2 as given by Eq. (10.5) it is necessary to have a norator 
connected between nodes 1 and 2 to satisfy this condition on I1 and I2. This condi-
tion is summarized in Table 10.2 together with the four basic rules for realizing 
the four different types of the GIC. 

Table 10.1 The T matrix of the GIC, GIC a, GII and GII a 

GIC T Matrix of VGIC GII T Matrix of GII 
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Table 10.2 Basic rules in the NAM expansion of the four different types of GIC  

Type of GIC Key step in the NAM expansion 

VGIC Norator between nodes 1 and 2 

VGIC a CM between nodes1 and 2 

CGIC Nullator  between nodes 1 and 2 

CGIC a VM between nodes 1 and 2

Adding a third blank row and column to the above equation and using pivotal 
expansion [10] it follows that: 
         

 
 

                           (10.8) 
 
 
 

In order to move –Y5 to the diagonal position 2, 2 with a positive sign and with a 
norator connected between nodes 1 and 2 as mentioned above, it is necessary to 
use a VM to be connected between nodes 2 and 3, therefore: 

 
 
 

            (10.9) 
 
 

 
Adding a fourth blank row and column to the above equation and apply pivotal 
expansion to the element in the 3, 1 position therefore: 
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(10.10) 

The above equation represents the 4x 4 Y matrix of the class I. Adding two blank 
rows and columns to Eq. (10.10), then a nullator is connected between nodes 4 
and 5 to move –Y3 to the position 3, 5, then a CM is connected between nodes 3, 5 
to move –Y3 to become Y3 at the diagonal position 5, 5.Next a nullator is  
connected between nodes 1 and 6 to move Y1 to the position 4, 6 and a norator is 
connected between nodes 4, 6 to move Y1 to the diagonal position 6, 6. The  
expanded NAM is given by: 
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(10.11) 

The above equation represents realization 1 of the class I VGIC shown in 
Fig. 10.3(a) after removing Y5 at node 2 to create port 2.  
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(d)  
Fig. 10.3 Four nullor-mirror realizations of class I VGIC 
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The second realization is obtained by using a VM between nodes 4 and 5 to 
move –Y3 to the position 3, 5 as Y3, then a norator is connected between nodes 3, 
5 to move Y3 to the diagonal position 5, 5.The admittance Y1 is moved to the di-
agonal position 6, 6 as in the previous case. The expanded NAM is given by: 
 

5

4

2

3

1

0 0 0 0 0 0
Y0 0 0 0 0

Y0 0 0 0 0
Y0 0 0 0 0

Y0 0 0 0 0
Y0 0 0 0 0

Y

 
 
 
 
 
 =
 
 
 
 
 
 

 

(10.12) 

The above equation represents realization 2 of the Class I VGIC and shown in Fig. 
10.3(b) after removing Y5 at node 2 to create port 2. Similarly realizations 3 and 4 
shown in Figs. 10.3(c) and 10.3(d) can be obtained.    

The 4x4 Y matrix of the class II VGIC is obtained from Eq. (10.9) by applying 
pivotal expansion in the alternative way from that given by Eq. (10.10) as follows: 

 

5

4 3

1 2

0 0 0 0
0 0 0
0 0

0 0

Y= Y
Y Y

Y Y
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(10.13) 

The above matrix can be expanded in four alternative ways to obtain the 6x6 
NAM resulting in additional four realizations of the class II VGIC.  

The class III and IV of the VGIC are obtainable from Eq. (10.7) by adding a 
third blank row and column and using pivotal expansion as follows: 

 
     
 

         (10.14) 

 
The 6x6 NAM of the class III and IV can be obtained as in the case of class I. 
Each of these two classes includes four alternative realizations and is not included 
to limit the chapter length. 

Each of the four nullor-mirror realizations for the VGIC shown in Fig. 10.3 can 
be realized in two alternative forms resulting in eight generalized conveyor (GC) 
circuits using CCII or ICCII or combination of both depending on the pairing of 
the nullor-mirror elements. The first GC realization of Fig. 10.3(a) is shown in 
Fig. 10.4(a) and the second realization of Fig. 10.3(a) is shown in Fig. 10.4(b). It 
is worth noting that Fig. 10.4(a) includes the type 2b L-C mutator as a special case 
[18, 23]. 
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Fig. 10.4(a) Realization 1of the VGIC of Fig. 3(a) 

 

Fig. 10.4(b) Realization 2 of the VGIC of Fig. 3(a) 

10.4   The VGIC with Negative A and D Coefficients 

The VGIC a (where a stands for additional) is defined by the following T matrix: 

2 4

  1 3

1

Y Y 0T = Y Y
0

 
 
 
 
 
 
 

−

−  
(10.15) 

The above T matrix with negative A and D was first defined in [24] and was rea-
lized using coefficient sign relations in [25] and using NAM expansion in [20]. In 
order to maintain the current relation I1 = I2 as given by Eq. (10.15) it is necessary 
to have a CM connected between nodes 1 and 2 as summarized in the right col-
umn of Table 10.2. 
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From Eq. (10.8) which applies also to the VGIC a, and in order to move –Y5 to 
the diagonal position 2, 2 with a positive sign and using a CM connected between 
rows 1 and 2, it is necessary to use a nullator to be connected between columns 2 
and 3, therefore:  
 

 
 
 

                                           (10.16) 
 

 
 
 

Following similar steps as in the previous case the 6x6 NAM is obtained. The nul-
lor-mirror realization 1 of the class I VGIC a, is shown in Fig. 10.5(a) after remov-
ing Y5 at node 2 to create port 2. The first GC realization of Fig. 10.5(a) is shown 
in Fig. 10.5(b) and the second realization is shown in Fig. 10.5(c). 

5   Current Generalized Impedance Converters  

The CGIC is defined by the T matrix given by Eq. (10.3). It is desirable to expand 
the Y matrix in Eq. (10.7) which applies also to the CGIC, to realize a one port cir 
cuit, then Y5 will be removed from the circuit to create port 2.Thus in the expan-
sion operation it is necessary to locate Y5 at the diagonal position 2, 2. Also in or-
der to maintain the voltage relation V1 = V2 as given by Eq. (10.3), it is necessary 
to have a nullator connected between nodes 1 and 2 to satisfy this condition. 
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Fig. 10.5(a) Nullor-mirror realization 1 of class I VGIC a 
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Fig. 10.5(b) Realization 1 of the VGIC a of Fig. 5(a) 
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Fig. 10.5(c) Realization 2 of the VGIC a of Fig. 5(a) 

Adding a third blank row and column to Eq. (10.7) and using pivotal expansion 
[10] it follows that: 

 

 
 

       (10.17) 
 
 
 
 

In order to move –Y5 to the diagonal position 2, 2 with a positive sign with a nul-
lator connected between nodes 1 and 2, it is necessary to use a CM to be con-
nected between nodes 2 and 3, therefore:  
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                (10.18) 
 

 
 

 
The above matrix can be expanded to a 6x6 NAM as class I CGIC. The nullor-
mirror realization 1 of the class I CGIC is shown in Fig. 10.6.  

 

 

Fig. 10.6 Nullor-mirror realization 1 of class I CGIC 

There are four nullor-mirror realizations for the CGIC each of them can be rea-
lized in two alternative forms resulting in eight GC circuits using CCII or ICCII or 
combination of both depending on the pairing of the nullor-mirror elements. The 
first GC realization of Fig. 10.6 is shown in Fig. 10.7(a) and the second realization 
is shown in Fig. 10.7(b). It should be noted that these realizations are the adjoints 
of the VGIC realizations given in Fig. 10.4 [26-28]. It is worth noting that the 
CCII- is self adjoint and the CCII+ is adjoint to ICCII-. 
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Fig. 10.7(a) Realization 1of the CGIC of Fig. 6 
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Fig. 10.7(b) Realization 2 of the CGIC of Fig. 6 

10.6   The CGIC with Negative A and D Coefficients 

The CGIC a, is defined by the following T matrix: 

  1 3

2 4

Y Y
Y Y

1 0
T = 

0

 
 
 
 
 
  

−
−

 (10.19) 

In order to maintain the voltage relationV1 = −V2 as given by the above equation, 
it is necessary to have a VM connected between nodes 1 and 2 to satisfy this con-
dition. Fig. 10.8 represents realization 1 of the CGIC a.  
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Fig. 10.8 Nullor-mirror realization 1 of class I CGIC a 

10.7   Generalized Impedance Inverter Type 1 

The GII type 1 is defined by the following T matrix: 
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  1 3
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Y0T = Y Y
Y 0

 
 
 
 
 
 
  

 
(10.20) 
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This is a generalization to the type 2a-LR mutator considered in [18]. The nota-
tions in the above equation are chosen such that when port 2 is terminated by Y4 
the same expression for Yin given by Eq. (10.6) is obtained. The corresponding Y 
matrix of Eq. (10.20) is given by: 
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2

0 Y
Y = Y Y

Y
0

 
 
 
 
 
 
 

−
 

(10.21) 

It is desirable to locate the admittances Y1, Y2, Y3 and Y5 at diagonal positions 
leaving the diagonal positions 1, 1 and 2, 2 open as they represent the two 
ports.Adding a third blank row and column to the above equation and connecting a 
nullator between nodes 2 and 3 and a norator between nodes 1 and 3 in order to 
move Y5 to the diagonal position 3, 3 therefore: 

 
 
 
 

(10.22) 
 
 
 

Applying pivotal expansion to the term in the 2, 1 position, thus: 
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(10.23) 

The nullor-mirror realization 1 of the class I GII is shown in Fig. 10.9. There are 
16 different GC realizations realizing Eq. (10.20) and are obtained using coeffi-
cient conditions and are tabulated in [18, 25] 

 

 

Fig. 10.9 Nullor-mirror realization 1 of class I type 1 GII 
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10.8   Generalized Impedance Inverter a Type 1 

The GII a type 1 is defined by the following T matrix: 

2

  1 3

5

Y0T = Y Y
Y 0

 
 
 
 
 
 
  

−

−

 
(10.24) 

The corresponding Y matrix of Eq. (10.24) is given by: 
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−  
(10.25) 

Adding a third blank row and column to the above equation and connecting a nul-
lator between nodes 2 and 3 and a CM between nodes1 and 3 in order to move Y5 
to the diagonal position 3, 3 therefore: 

 

 
 
 

(10.26) 
 
 
 

 
Applying pivotal expansion to the term in the 2, 1 position, thus: 
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(10.27) 

The nullor-mirror realization 1 of the class I GII a, is shown in Fig. 10.10. There 
are 16 different GC realizations realizing Eq. (10.24) and are obtained using coef-
ficient conditions as given in [25]. 

10.9   Generalized Impedance Inverter Type 2 

The GII type 2 is defined by the following T matrix: 
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This is a generalization to the type 2b-LR mutator considered in [18]. The corres-
ponding Y matrix of Eq. (10.28) is given by: 

1 3

  2

5

Y Y0Y = Y
Y 0

 
 
 
 
 
  
−

 
(10.29) 

The nullor-mirror realization 1of the class I GII type 2, is shown in Fig. 10.11. 
There are 16 different GC realizations realizing Eq. (10.28) and are obtained using 
coefficient conditions and are tabulated in [18]. 
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Fig. 10.10 Nullor-mirror realization 1 of class I type 1 GII a 
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Fig. 10.11 Nullor-mirror realization 1 of class I type 2 GII 

10.10   Generalized Impedance Inverter a Type 2 

The GII a type 2 is defined by the following T matrix: 
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The corresponding Y matrix of Eq. (10.30) is given by: 

1 3

  2

5

Y Y0Y = Y
Y 0

 
 
 
 
 
 
  

−  
(10.31) 

The nullor-mirror realization 1of the class I GII a type 2, is shown in Fig. 10.12.  
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Fig. 10.12 Nullor-mirror realization 1 of class I type 2 GII a 

10.11   Conclusions 

The generation of the GIC and GII circuits using NAM expansion is explained in 
details. It is seen that there are 16 nullor-mirror realizations of each of the VGIC, 
VGIC a, CGIC, CGIC a, GII type 1, GII a type1, GII type 2 and the GII a type 2. 
Each nullor-mirror realization can be implemented in two alternative ways using 
GC, one version is suitable for inductance simulation and the other one is suitable 
for FDNR realization. 

It is worth noting that the CGIC is the adjoint to the VGIC, CGIC a is the ad-
joint to the VGIC a. Also the GII type 1 is the adjoint to the GII a type 2 and the 
GII a type 1 is the adjoint to the GII type 2.  
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Chapter 11
Fractional Step Analog Filter Design

Todd Freeborn, Brent Maundy, and Ahmed Elwakil

Abstract. Using the fractional Laplacian operator, sα , this chapter outlines the pro-
cess to design, analyze, and implement continuous-time fractional-step lowpass,
highpass, and bandpass filters of order (n+α), where α is the fractional-step be-
tween the integer orders with value 0 <α < 1. The design of these filters is done us-
ing transfer functions in the s−domain without solving fractional-order differential
equations in the time domain. The design process, stability analysis, PSPICE sim-
ulations, and physical realization of these filters are presented based on minimum-
phase error approximations of the operator sα . Four methods of implementation,
using fractional capacitors in the Tow-Thomas biquad, Single Amplifier Biquads
(SABs), Field Programmable Analog Array (FPAA) hardware and Frequency De-
pendent Negative Resistor (FDNR) topologies to realize decomposed transfer func-
tions are demonstrated.

Keywords: Fractional calculus, Fractional filters, Analog circuits.

11.1 Introduction

The design of continuous-time analog filters for signal processing has traditionally
involved the use of the Laplacian operator, s, raised to an integer order — i.e. s, s2,
sn. However, the recent import of concepts from fractional calculus, the branch of
mathematics concerned with differentiation and integration to non-integer orders,
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offers attenuation characteristics not possible using integer order filters [15, 16] and
applications in many interdisciplinary fields [6].

A fractional derivative of order α with initial condition a is given by the
Grünwald-Letnikov approximation [4] as

aDα f (x) = lim
h→0

1
hα

[ x−a
h ]

∑
m=0

(−1)m Γ (α + 1)
m!Γ (α −m+ 1)

f (x−mh) (11.1)

where Γ (·) is the gamma function. Applying the Laplace transform to the general
fractional derivative of (11.1) with zero initial conditions yields

L {0Dα f (t)}= sα F(s) (11.2)

The fractional Laplacian operator is especially useful in the design of filters with
fractional step stopband characteristics, as the design of transfer functions can be
done algebraically rather than through solving the difficult time domain representa-
tions of fractional derivatives. The stopband attenuation of integer order filters has
been limited to increments based on the order, n, but using sα attenuations between
integer orders n and (n+ 1), where 0 ≤ α ≤ 1, are possible.

In the subsequent sections we consolidate the recent progress in fractional fil-
ters to present a process to design and implement these filters. In Section 11.2 we
present the design of lowpass, highpass, and bandpass fractional filters using trans-
fer functions in the s-domain, with Section 11.3 presenting the method to analyze
the stability of these designed filters and implement higher order stable fractional
filters. Section 11.4 outlines the methods and design equations for the physical re-
alization of these filters using fractional capacitors in the Tow-Thomas biquad, as
well as using Single Amplifier Biquads (SABs), Field Programmable Analog Array
(FPAA) hardware and Frequency Dependent Negative Resistor (FDNR) topologies
to realize approximated fractional step filters using integer-order approximations
of sα .

11.2 Design of Fractional Filters

11.2.1 Fractional Lowpass Filters (FLPFs)

Consider the (1+α) order transfer function

T FLPF
1+α (s) =

k1

s1+α + k2sα + k3
(11.3)

where k1,2,3 are positive constants and 0 < α < 1. Using (11.3) yields a lowpass
filter response with a fractional step of −20(1+α) dB/dec through the stopband
while it is possible to maintain a flat passband, based on the selection of k2,3, for
the desired α [7, 8]. The values of k2,3 when k1 = 1 for a flat passband response are
given, respectively, as
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k2 = 1.1796α2 + 0.16765α+ 0.21735 (11.4)

k3 = 0.19295α + 0.81369 (11.5)

The −3 dB frequency, ω3dB, can be calculated by solving for the positive real roots
of the equation

ω2+2α
3dB − 2ω1+α

3dB k3 sin
(απ

2

)
+ω2α

3dBk2
2 + 2ωα

3dBk2k3 cos
(απ

2

)
− k2

3 = 0 (11.6)
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Fig. 11.1 MATLAB simulated magnitude response of FLPFs of order (1+α) = 1.1, 1.5,
and 1.9 when k1 = 1 and k2,3 selected for flat passband response.

MATLAB simulations of (11.3) for α = 0.1, 0.5, and 0.9 when k1 = 1 and k2,3

selected using (11.4) and (11.5), respectively, are shown in Fig. 11.1. We note the
fractional steps of −22, −30, and −38 dB/dec in the stopband, between the 1st and
2nd order Butterworth responses, not possible using traditional integer order filters,
and −3 dB frequencies of 0.6723, 0.9961, and 0.9281 rad/s, respectively.

11.2.2 Fractional Highpass Filters (FHPFs)

To obtain a FHPF transfer function we apply the LP-to-HP transformation, replacing
s with 1/s, to the FLPF of (11.3) yielding:

T FHPF
1+α (s) =

k1

k3

s1+α

s1+α + k2
k3

s+ 1
k3

(11.7)
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where k1,2,3 are positive constants and 0 < α < 1. Using (11.7) yields a highpass
filter response with fractional step of 20(1+α) dB/dec through the stopband with
a flat passband when k1 = 1 and (11.4) and (11.5) are used for k2,3, respectively.
MATLAB simulations of the magnitude response of (11.7) for α = 0.1, 0.5, and 0.9
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Fig. 11.2 MATLAB simulated magnitude response of FHPFs of order (1+α) = 1.1, 1.5,
and 1.9 when k1 = 1 and k2,3 selected for flat passband response.

when k1 = 1 and k2,3 values selected using (11.4) and (11.5), respectively, are shown
in Fig. 11.2. Like the FLPFs of the previous section, fractional steps of 22, 30, and
38 dB/dec in the stopband, between the 1st and 2nd order Butterworth responses are
measured. The −3 dB frequency, ω3dB, of these filters can be calculated by solving
for the positive real roots of the equation

1+ 2ω2+α
3dB k2k3 cos

(απ
2

)
−ω2(1+α)

3dB k2
3 − 2ω1+α

3dB k3 sin
(απ

2

)
= 0 (11.8)

Solving (11.8) for the −3 dB frequencies of the responses in Fig. 11.2 yields 1.487,
1.004, and 1.077 rad/s for filters of order 1.1, 1.5, and 1.9, respectively.

11.2.3 Fractional Bandpass Filters (FBPFs)

The use of sα in the design of bandpass filters presents a new method for the realiza-
tion of bandpass filters with asymmetric stopband characteristics and high quality
factors. Consider the (α1 +α2) order transfer function

T FBPF
α1+α2

(s) =
k1sα2

sα1+α2 + k2sα2 + k3
(11.9)
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where k1,2,3 are positive constants and 0 < α1,2 < 1. Using (11.9) yields a band-
pass filter response with fractional steps of 20α2 and −20α1 dB/dec for frequencies
lower and higher, respectively, than the center frequency. Therefore, this fractional
transfer function can realize bandpass filters with asymmetric stopband characteris-
tics when α1 �= α2. MATLAB simulations of the normalized magnitude response of
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Fig. 11.3 MATLAB simulated magnitude response of normalized FBPFs of order (α1 +
α2) = 0.6, 1.0, and 1.4 when α1 = 0.5 and k2,3 selected for flat passband response

(11.9) for α2 = 0.1, 0.5, and 0.9 when α1 = 0.5 and k2,3 values selected using (11.4)
and (11.5), respectively, are shown in Fig. 11.3. We note the fractional steps of 2,
10, and 18 dB/dec in the low frequency stopband while maintaining a fractional step
of −10 dB/dec in the high frequency stopband, providing an asymmetric stopband
response not easily realizable using traditional integer order filters. The frequency at
which the FBPF reaches a maxima, ωm, can be calculated by solving for the positive
real root of the equation

0 = ω2α2+α1
m k1k3 (α2 −α1)cos

(
(α1 +α2)π

2

)
+ωα2

m k1k3α2

(
ωα2

m cos
(α2π

2

)
+k3

)
−ω3α2+α1

m k1α1

(
ωα1

m +k2 cos
(α1π

2

))
(11.10)

Knowing ωm the −3 dB frequencies, ω1,2, can be calculated numerically by solving
for ω the equation∣∣T FBPF

α1+α2
( jωm)

∣∣
√

2
=

k1√
x0ωα1−α2 + x1ω−α2 + x2ωα1 + x3 + x4ω−2α2 +ω2α1

(11.11)

where x0 = 2k3 cos((α1 +α2)π/2), x1 = 2k2k3 cos(α2π/2), x2 = 2k2 cos(α1π/2),
x3 = k2

2, and x4 = k2
3. The quality factors, maxima frequencies, and −3 dB frequen-

cies of the FBPF responses in Fig. 11.3 are given in Table 11.1.
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Table 11.1 Quality factors, maxima frequencies, and −3 dB frequencies of simulated FBPFs
in Fig. 11.3 for α2 = 0.1, 0.5, and 0.9 when α1 = 0.5 and k2,3 selected for flat passband
response

α2 Q ωm (rad/s) ω1 (rad/s) ω2 (rad/s)

0.1 0.0473 0.0839 0.0003 1.775
0.5 0.1950 0.9102 0.1712 4.839
0.9 0.2296 0.9450 0.3287 4.445

11.2.3.1 High-Q Asymmetric Bandpass Filters

In addition to asymmetric stopband characteristics, fractional filters provide a
method for obtaining bandpass filters with high quality factors using fractional
transfer functions [1, 2]. Two transfer functions which realize high-Q asymmetric
bandpass filters are given as

T FBPF
I (s) = k1

k2sα

s2 + k2sα + k3
(11.12)

T FBPF
II (s) = k1

k2s1+α

s2 + k2s1+α + k3
(11.13)

where (11.12) and (11.13) are referred to as the Type I and Type II transfer functions,
respectively. These transfer functions realize attenuations of 20α and 20(1+α)
dB/dec in the low frequency stopbands and −20(2−α) and −20(1−α) dB/dec
in the high frequency stopbands for the Type I and Type II transfer functions, re-
spectively. The maxima frequency, ωm, and −3 dB frequencies, ω1,2, for the Type I
transfer function can be calculated numerically by solving the equations

0 = ω2
m − k2ωα

m cos
(απ

2

)
− k3 (11.14)

0 = ω2
1 −

√
2k2ωα

1 cos
(απ

2
+

π
4

)
− k3 (11.15)

0 = ω2
2 −

√
2k2ωα

2 sin
(απ

2
+

π
4

)
− k3 (11.16)

for ωm, ω1, and ω2, respectively. The quality factor, Q, of these filters can then be
calculated as

Q =
ωm

ω2 −ω1
(11.17)

and the center frequency gain (CFG) at ωm can be calculated as

CFG =
k1

sin
(απ

2

) (11.18)
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Equations (11.14)-(11.16) and (11.18) can be used for the Type II transfer function
by replacing α with (1+α). MATLAB simulations of the magnitude response of
(11.12) for α = 0.1, 0.5, and 0.9 when k1,2,3 = 1, 0.01, and 1, respectively, are shown
in Fig. 11.4. The characteristics of these filters calculated using (11.14) to (11.17)
are given in Table 11.2. Note that these filters can be normalized to have a CFG = 1
by setting k1 = sin(απ/2).
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Fig. 11.4 MATLAB simulated magnitude response of high-Q asymmetric Type I FBPF when
α = 0.1, 0.5, and 0.9 when k1 = 1, k2 = 0.01, and k3 = 1

Table 11.2 Quality factors, CFG, maxima frequencies, and −3 dB frequencies of simulated
Type I FBPFs in Fig. 11.4 for α = 0.1, 0.5, and 0.9 when k1,2,3 = 1, 0.01, and 1, respectively

α Q CFG ωm (rad/s) ω1 (rad/s) ω2 (rad/s)

0.1 644.9 6.393 1.005 1.004 1.005
0.5 141.9 1.414 1.004 1.000 1.007
0.9 101.2 1.013 1.001 0.9959 1.006

11.3 Stability Analysis

To analyze the stability of fractional filters requires conversion of the s-domain
transfer functions to the W -plane defined in [17]. This transforms the transfer func-
tion from a fractional one to an integer order one which can be analyzed using
traditional integer order analysis methods. The process for this analysis can be done
using the following steps:
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1. Convert the fractional transfer function to the W -plane using the transformations
s =W m and α = k/m [17],

2. Select k and m for the desired α value,
3. Solve the transformed transfer function for all poles in the W -plane and if any of

the absolute pole angles, |ΘW |, are less than π
2m rad/s then the system is unstable,

otherwise if all |ΘW |> π
2m then the system is stable.

Example. Applying the analysis process on the FLPFs of Fig. 11.1 yields

1. The FLPF transfer function, (11.3), after transformation to the W -plane becomes:

T FLPF
1+α (W ) =

k1

W m+k + k2W k + k3
(11.19)

2. For α = 0.1, 0.5, and 0.9 values of k = 1, 5, and 9 when m = 10 are selected.
3. Solving for the poles of (11.19) yields minimum pole angles of 0.2916, 0.2421,

and 0.2404 rad/s when k = 1, 5, and 9, respectively, for m = 10 and k2,3 selected
using (11.4) and (11.5), respectively. The minimum pole angles for the FLPFs
are all greater than π

2m = 0.1571 rad/s and therefore are all stable.

11.3.1 Higher Order Fractional Filters

Expanding (11.3) to the general case, that is a (n+α) order filter, yields the transfer
function:

T FLPF
n+α (s) =

k1

sn+α + k2sα + k3
(11.20)

The highest order filter that (11.20) can implement while maintaining stability is
(n+α) ≤ 2 when n < 2 [8]. Therefore, this transfer function is not able to real-
ize stable higher-order fractional step filters. To overcome this limitation T FLPF

1+α (s),
which is always stable when 0 < α < 1 is divided by higher order normalized But-
terworth polynomials [12] creating stable higher-order fractional step filters of order
(n+α) written as [8, 12]

T FLPF
n+α (s)≈ T FLPF

1+α (s)

Bn−1(s)
;n ≥ 2 (11.21)

where Bn(s) is a standard Butterworth polynomial of order n [5]. MATLAB simu-
lations of the magnitude response of (11.21) for (4+α) = 4.1, 4.5, and 4.9 order
filters when k1 = 1 and k2,3 selected using (11.4) and (11.5), respectively, are shown
in Fig. 11.5. We note the fractional steps of −82, −90, and −98 dB/dec in the stop-
band, between the 4th and 5th order Butterworth responses, providing a stable higher
order fractional filter not possible using (11.20). Note, that this same method can be
applied to create stable higher order FHPFs and FBPFs as well.
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Fig. 11.5 MATLAB simulated magnitude response of FLPFs of order (4+α) = 4.1, 4.5,
and 4.9 when k1 = 1 and k2,3 selected for flat passband response

11.4 Simulation and Realization

Until the commercial availability of fractance devices with impedances of Z = Fsα

are available, the simulation and physical realization of fractional filters will require
the use of integer order approximations of sα . Using these integer order approxi-
mations, three methods have been presented for the realization of fractional filters,
using fractional capacitors in traditional filter topologies [16] and using SABs [8] or
FPAAs [9] to realize approximated fractional transfer functions.

11.4.1 Fractional Tow-Thomas Biquad

While the traditional Tow-Thomas biquad, shown in Fig. 11.6, uses standard capaci-
tors, the available filter responses can be further generalized by replacing traditional
capacitors with fractional capacitors [10]. This approach has also been investigated
for both the Sallen-Key filter and the Kerwin-Huelsman-Newcomb biquad [16] as
well as in the design multivibrator circuits [13]. By replacing C1 with a fractional
capacitor the filter output at the lowpass node yields a FLPF with transfer function

T FLPF
1+α (s) =−

R6
R1R4R5C1C2

s1+α + sα
R3C1

+ R6
R2R4R5C1C2

(11.22)

while replacing both C1 and C2 with fractional capacitors the filter output at the
bandpass node yields a FBPF with transfer function
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Fig. 11.6 Tow-Thomas biquad topology

T FBPF
α1+α2

(s) =−
sα2 1

R1C1

sα1+α2 + sα2
R3C1

+ R6
R2R4R5C1C2

(11.23)

Comparing the coefficients of (11.3) to (11.22) and (11.9) to (11.23) while ignoring
the signs shows 3 design equations and 8 variables yielding 5 degrees of freedom in
our selection of the component values to realize k1,2,3. Therefore, setting C1 =C2 =
1 F and R2 = R4 = R5 = 1 Ω our design equations for the remaining components to
realize the FLPF response become

R1 =
k3

k1

R2R5

R4
=

k3

k1
(11.24)

R3 =
1
k2

1
C1

=
1
k2

(11.25)

R6 = k3C1C2R2R4R5 = k3 (11.26)

and the design equations to realize the FBPF become

R1 =
1

k1C1
=

1
k1

(11.27)

R3 =
1
k2

1
C1

=
1
k2

(11.28)

R6 = k3C1C2R2R4R5 = k3 (11.29)

The component values to realize the FLPFs of Fig. 11.1, magnitude scaled by a
factor of 1000 and frequency shifted to 1 kHz, are given in Table 11.3. The frequency
and magnitude scaling factors for fractional elements are different than traditional
scaling such that

Cnew =
Cold

Kf Km
(11.30)
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Table 11.3 Component values to realize FLPFs of orders 1.1, 1.5, and 1.9 using the Frac-
tional Tow-Thomas biquad

Order (1+α) C1 (μF) C2 (μF) R1 (Ω) R3 (Ω) R6 (Ω) R2,4,5 (Ω)

(1+0.1) 0.159 417 833 4067 833 1000
(1+0.5) 0.159 12.6 910 1678 910 1000
(1+0.9) 0.159 0.382 987 755 987 1000

Rnew = RoldKm (11.31)

where Km is the desired magnitude scaling factor, Kf = ωα is the frequency scaling
factor [16], ω is the desired frequency to be shifted to, and α is the order of the
capacitor to frequency shift.

11.4.1.1 PSPICE Simulations

While most capacitors do exhibit fractional behaviour [18] and should be modeled
with an impedance ZC = 1

sαC , the value of α is very near to 1 preventing their use in
implementing fractional filters such as the fractional Tow-Thomas Biquad. There-
fore, until commercial fractance devices become available to physically realize cir-
cuits that make use of sα , integer order approximations have to be used. There are
many methods to create an approximation of sα that include Continued Fraction
Expansions (CFEs) as well as rational approximation methods [14]. These methods
present a large array of approximations with varying order and accuracy, with the
accuracy and approximated frequency band increasing as the order of the approx-
imation increases. Here, a CFE method [11] was selected to model the fractional
capacitors for PSPICE simulations. Collecting eight terms of the CFE yields a 4th

order approximation of the fractional capacitor that can be physically realized using
the RC ladder network in Fig. 11.7.

Zin

Zin =
1

sαC

≡

Fig. 11.7 RC ladder network to realize a 4th order approximated fractional capacitor
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The component values required for the 4th order approximation of C2 with values
from Table 11.3 and orders of 0.1, 0.5, and 0.9 using the RC ladder network in Fig.
11.7, shifted to a center frequency of 1 kHz, are given in Table 11.4.

Table 11.4 Component values to realized 4th order approximations of fractional capacitors
of 417, 12.6, and 0.382 μF with orders of 0.1, 0.5, 0.9, respectively, centered at a frequency
of 1 kHz

C = 417 μF C = 12.6 (μF) C = 0.382 (μF)
Component α = 0.1 α = 0.5 α = 0.9

Ra (Ω) 658.7 111.1 6.8
Rb (Ω) 196.3 251.7 43.3
Rc (Ω) 134.6 378.7 130.7
Rd (Ω) 159.0 888.9 670.4
Re (Ω) 369.5 7.369 k 146.2 k
Cb (nF) 68.9 83.8 705
Cc (μF) 0.627 0.296 1.13
Cd (μF) 2.18 0.537 1.03
Ce (μF) 6.64 0.695 0.207

The magnitude and phase of the ideal (solid line) and 4th order approximated
(dashed) fractional capacitor with capacitance 12.6 μF and order α = 0.5, shifted to
a center frequency of 1 kHz, are presented in Fig. 11.8. From this figure we observe
that the approximation is very good over almost 4 decades, from 200 Hz to 70 kHz,
for the magnitude and almost 2 decades, from 200 Hz to 6 kHz, for the phase. In
these regions, the deviation of the approximation from ideal does not exceed 1.23 dB
and 0.23◦ for the magnitude and phase, respectively. PSPICE simulations of the low-
pass response of the approximated fractional Tow-Thomas biquad, shown in Fig.
11.9, compared to the MATLAB simulations of (11.3) for filters of order (1+α) =
1.1, 1.5, and 1.9 are given in Fig. 11.10 as dashed and solid lines, respectively. The
component values to realize the fractional Tow-Thomas biquad and approximated
fractional capacitors are given in Tables 11.3 and 11.4, respectively.

11.4.2 SAB Realization

The FLPF transfer function of (11.3) can be realized using SABs when a 2nd order
approximation of sα , given for any order α as

sα ≈ (α2 + 3α + 2)s2 +(8− 2α2)s+(α2 − 3α + 2)
(α2 − 3α + 2)s2 +(8− 2α2)s+(α2 + 3α + 2)

(11.32)

when substituted into (11.3) yielding the integer order transfer function
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Fig. 11.9 Fractional Tow-Thomas biquad with the RC ladder network to realize a 4th order
approximation of the fractional capacitor C2
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Fig. 11.10 PSPICE simulations of FLPF responses of the approximated Fractional Tow-
Thomas biquad compared to the theoretical simulations of (11.3) when α = 0.1, 0.5, and
0.9

HFLPF
1+α (s)≈ k1

a0

a2s2 + a1s+ a0

s3 + b0s2 + b1s+ b2
(11.33)

where a0 = α2 + 3α + 2, a1 = 8 − 2α2, a2 = α2 − 3α + 2, b0 = (a1 + a0k2 +
a2k3)/a0, b1 = (a1(k2 + k3)+ a2)/a0, and b2 = (a0k3 + a2k2)/a0. The integer or-
der approximation, (11.33), can be physically realized by decomposing it into 1st

and 2nd order transfer functions given as

HFLPF
1+α (s) ≈ 1

s+ d0

e0s2 + e1s+ e2

s2 + d1s+ d2
(11.34)

Coefficients d0,1,2 and e0,1,2 are determined through the solution of the system of
equations by equating like terms of (11.33) to (11.34) yielding

d0 + d1 =
a1 + a0k2 + a2k3

a0
(11.35)

d0d1 + d2 =
a1 (k2 + k3)+ a2

a0
(11.36)

d0d2 =
a0k3 + a2k2

a0
(11.37)

e0 = k1
a2

a0
(11.38)

e1 = k1
a1

a0
(11.39)
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e2 = k1 (11.40)

Using (11.35)-(11.40) to approximate the FLPFs of Fig. 11.1 yields the coefficient
values in Table 11.5. These values can be realized using the circuit in Fig. 11.11

Table 11.5 Coefficients d0,1,2 and e0,1,2 values for decomposed 1st and 2nd order transfer
functions to realize approximated FLPFs of orders 1.1, 1.5, and 1.9

Order (1+α) d0 d1 d2 e0 e1 e2

(1+0.1) 0.3174 4.000 3.1978 0.7403 3.4545 1.0000
(1+0.5) 0.4938 2.2843 2.0844 0.2000 2.0000 1.0000
(1+0.9) 0.7141 1.7872 1.4200 0.0200 1.1579 1.0000

which is a cascade of 1st and 2nd order sections realizable via a parallel RC network
and a SAB [5], as shown in Fig. 11.11. The resistor values to approximate FLPFs
of orders 1.1, 1.5, and 1.9 when all time constants were shifted to 0.1 ms using unit
resistors of 1 kΩ and 0.1 μF capacitors are given in Table 11.6.

+

+

-
-

Fig. 11.11 Circuit topology to approximate FLPFs of order (1+α)

PSPICE simulation results of Fig. 11.11 compared to the theoretical simulations
of (11.3) are given in Fig. 11.12 for FLPFs of order (1+α) = 0.1, 0.5, and 0.9.

11.4.3 FPAA Realization

Anadigm FPAAs are analog signal processors consisting of fully configurable ana-
log modules (CAMs) surrounded by programmable interconnect and analog in-
put/output cells. The signal processing occurs in the CAMs using fully differential
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Table 11.6 Resistor values to realize approximated FLPFs of orders (1+α) = 1.1, 1.5, and
1.9 using the circuit in Fig. 11.11

Resistor (Ω) (1+0.1) (1+0.5) (1+0.9)

R1 52.16 k 6.327 k 4.707 k
R2 78.21 102.7 251.2
R3 1.304 k 7.335 k ∞
R4 1.652 k 1.803 k 796.4
R5 ∞ 814.9 33.18
R6 3.150 k 2.025 k 1.400 k
R7 3.198 k 2.084 k 1.419 k
Ra 38.50 k 6.250 k 102
Rb 1.000 k 1.000 k 1.000 k
Rc 13.51 k 25.00 k 5.009 k
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Fig. 11.12 PSPICE simulations of FLPF responses of Fig. 11.11 compared to the theoretical
simulations of (11.3) when α = 0.1, 0.5, and 0.9

switched capacitor circuitry, which provide specialized behaviours such as filtering,
gain, sample and hold, summing, rectification and more. This provides a very flex-
ible architecture that can be easily reconfigured using the AnadigmDesigner tools.
These tools are a graphical design environment to build circuits using the design
CAMs. In this design environment CAMs can be dropped in, wired together and
configured for the desired design requirements. From the graphical implementation
of a circuit, the AnadigmDesigner tools generates the configuration data file to pro-
gram the FPAA.
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Fig. 11.13 FLPF imple-
mentation using the bilinear
filter, biquadratic filter, and
inverting gain CAMs of the
AnadigmDesigner2 tools

Two CAMs that are particularly useful in the implementation of approximated
fractional step filters are the bilinear and biquadratic filter CAMs. These CAMs
realize bilinear and biquadratic transfer functions given the pole and zero frequen-
cies and quality factors making them ideal for the realization of filters that have been
decomposed into biquadratic and bilinear sections.

11.4.3.1 FLPF Design Equations

To realize (11.34) using the FPAA requires the use of bilinear filter, biquadratic fil-
ter, and gain CAMs, shown in Figure 11.13. However, we must apply the frequency
transformation (s = s/2π f0) to (11.34), where f0 is the denormalized frequency, be-
fore using the CAMs. The FPAA design equations to implement the approximated
denormalized FLPF of order (1+α) can be summarized as

f1 = d0 f0 (11.41)

f2z = f0

√
e2

e0
(11.42)

f2p = f0

√
d2 (11.43)

Q2z =

√
e0e2

e1
(11.44)

Q2p =

√
d2

d1
(11.45)

G =
e0

d0
(11.46)

where f1 is the pole frequency of the bilinear CAM, f2p,z and Q2p,z are the pole
and zero frequencies and quality factors of the biquadratic CAM, respectively, and
G is the DC gain of (11.34). As examples, the theoretical values of pole and zero
frequencies and quality factors for both the bilinear and biquadratic CAMs, for ap-
proximated FLPFs of orders (1+α) = 1.1, 1.5, and 1.9, when f0 = 1 kHz, are
given in Table 11.7. Note that these values are calculated for k1 = 1 and k2,3 using
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Table 11.7 Theoretical biquad and bilinear CAM values for physical implementation of ap-
proximated FLPFs of orders 1.1, 1.5, and 1.9.

Order (1+α) f1 (kHz) f2z (kHz) f2p (kHz) Q2z Q2p G

(1+0.1) 0.3174 1.1623 1.7882 0.2491 0.4471 2.3322
(1+0.5) 0.4938 2.2361 1.4437 0.2236 0.6320 0.4050
(1+0.9) 0.7141 7.0775 1.1915 0.1220 0.6667 0.0280

(11.4) and (11.5), respectively. The experimental magnitude and phase results of the
(1+α) = 1.1, 1.5, and 1.9 order FLPFs implemented with an Anadigm AN231E04
FPAA with the values in Table 11.7 FPAA compared to the theoretical simulations
of (11.3) are given in Fig. 11.14. From Fig. 11.14 we see major deviations from
the theoretical phase response above 2 kHz by the experimental FPAA results. This
results from using a 2nd order approximation of sα with the FPAA over the 4th order
approximation used in Section 11.4.1.1 and non-idealities of the FPAA.

It should be mentioned that the realized FPAA values will differ from theoreti-
cal due to limitations on the values that can be implemented with the FPAA. The
biquadratic and bilinear filter CAMs cannot realize all possible values because of
hardware limits as a result of the design parameters being interrelated to other pa-
rameters as well as the sample clock frequency. As a result of these interrelations
and the finite number of capacitor values implemented on silicon, the AnadigmDe-
signer tools select the capacitor values with the best ratios to satisfy the input de-
sign parameters (pole and zero frequencies, quality factors, and DC gain). However,
these best ratios do not always meet the exact parameters which results in minor
deviations between the theoretical and realized values. While an FPAA has the ad-
vantages of quickly realizing fractional filters and simplifying the design process its
frequency range is limited by the bandwidth of the FPAAs, where the AN231E04
has a typical bandwidth of 2 MHz, lower than those realizable with other topologies.

FPAAs present the possibility to modify the fractional order of a filter by dy-
namically reconfiguring the FPAA using a connected microprocessor. The bilinear
and biquadratic CAMs can be adjusted to modify the approximated α changing the
stop band attenuation. This modification is not possible using other topologies, as
changing α would require a complete new set of passive components.

11.4.3.2 FHPF Design Equations

Approximated FHPFs can also be realized using the FPAA with the same pole and
zero frequency and quality factor design equations, (11.41) to (11.46), when the
bilinear and biquadratic filter CAMs are set to the high-pass configuration. However,
while the same design equations can be utilized, the values of d0,1,2 and e0,1,2 are
different from their low-pass counterparts and must be calculated from the following
system of equations
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Fig. 11.14 Experimental FPAA (a) magnitude and (b) phase results of implemented FLPFs
of order (1+α) = 1.1, 1.5, and 1.9 compared to the theoretical simulations of (11.3)

d0 + d1 =
a1 (k2 + k3)+ a2

a0k3 + a2k2
(11.47)

d0d1 + d2 =
a0k2 + a1 + a2k3

a0k3 + a2k2
(11.48)

d0d2 =
a0

a0k3 + a2k2
(11.49)

e0 = k1 (11.50)
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e1 = k1
a1

a0
(11.51)

e2 = k1
a2

a0
(11.52)

The theoretical values of pole and zero frequencies and quality factors for both the
bilinear and biquadratic CAMs, for approximated FHPFs of orders (1+α) = 1.1,
1.5, and 1.9, when f0 = 1 kHz, are given in Table 11.8, calculated for k1 = 1 and
k2,3 using (11.4) and (11.5), respectively. It should be noted that the accuracy of the
approximated fractional step filters compared to the theoretical can be improved by
using a higher order approximation of sα rather than the 2nd order approximation of
(11.32).

Table 11.8 Theoretical biquad and bilinear CAM values for physical implementation of ap-
proximated FHPFs of orders 1.1, 1.5, and 1.9

Order (1+α) f1 (kHz) f2z (kHz) f2p (kHz) Q2z Q2p G

(1+0.1) 0.3454 0.8604 1.6889 0.2491 0.4164 2.8951
(1+0.5) 2.025 0.4472 0.6926 0.2236 0.6320 0.4938
(1+0.9) 1.400 0.1413 0.8393 0.1220 0.6667 0.7141

11.4.3.3 Higher Order Implementations

Higher order implementations of fractional filters using (11.21) are very easy to
implement on an FPAA. Requiring cascading further bilinear and biquadratic filter
CAMs, designed to realize the appropriate Butterworth response, with those pre-
viously designed in Section 11.4.3.1 to realize approximated (1+α) order filters.
Therefore, to realize approximated FLPFs of order (4+α) requires cascading a sin-
gle bilinear and biquadratic filter CAM to realize a 3rd order Butterworth response,
with the bilinear and biquadratic CAMs to implement the (1+α) FLPF. The ex-
perimental results from implementing higher order FLPFs of orders (4+α) = 4.1,
4.5, and 4.9, using the previously calculated design parameters for (1+α) filters
in Table 11.7, compared to the theoretical simulations of (11.21) are given in Fig.
11.15. However, the highest order fractional filter that can be realized by a single
FPAA requires (n+m)≤N where n is the integer order of the filter, m is the order of
the sα approximation, and N is the number of CAMs; where N = 8 for the Anadigm
AN231E04. Filters with orders (n+m)> N can be realized by cascading multiple
FPAAs, increasing the number of CAMs to Nx where x is the number of FPAAs;
providing 8x CAMs when cascading multiple AN231E04s.
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Fig. 11.15 Experimental results FPAA implemented FLPFs of order (4+α) = 4.1, 4.5, and
4.9 compared to the theoretical simulations of (11.21)

11.4.4 Application of a Fractional Step Filter

To highlight the precise filtering achieved by a fractional step filter two tones, at 3
kHz and 10 kHz with peak-to-peak voltages of 500 mV, are applied to approximated
FHPF of orders (4+α) = 4.1 to 4.9 in steps of 0.2 shifted to a frequency of f0 = 10
kHz. The peak value of the two tones for each filter are presented in Table 11.9. Note

Table 11.9 Signal power of tones at 3 and 10 kHz after application to approximated FHPFs
of orders (4+α) = 4.1 to 4.9 in steps of 0.2

Order (4+α) Power @ 3kHz (dBm) Power @ 10kHz (dBm)

(4+0.1) −32.7 3.94
(4+0.3) −35.9 3.37
(4+0.5) −38.2 3.5
(4+0.7) −38.4 5.01
(4+0.9) −40.7 4.45

that the use of the approximated fractional Laplacian operator results in the devia-
tion of the linear spacing between the powers of the tone at 3 kHz as α increases.
This control of the attenuation is not possible using integer order filters. Highpass
4th and 5th order Butterworth filters, frequency shifted to f0 = 10 kHz, result in sig-
nals of −32.5 and −43.4 dBm for a 3 kHz tone. This precise control is also shown
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in Fig. 11.16. The spectrum of the 4th and 5th order Butterworth filters shown as dot-
ted and solid lines, respectively, are compared to that of the 4.5 order FHPF, shown
as a dashed line. All of the filters maintain the tone at 10 kHz with the attenuation
of the 4.5 order filter at 3 kHz clearly between those of the standard Butterworth
filters. These results reinforce the precise control of the attenuation characteristics
that fractional filters offer.
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Fig. 11.16 Frequency spectrum of the approximated 4.5 order FHPF (dashed) compared to
4th (dotted) and 5th (solid) order highpass Butterworth filters

11.4.5 High-Q FBPF Realizations

The Type I and Type II FBPFs can be physically realized using the passive proto-
types shown in Figs. 11.17(a) and (b), respectively, where Cα is a fractional capac-
itor of order 0 < α ≤ 1. In the case of the Type I FPBF, the element D is a FDNR.
The Type I passive prototype can be easily realized by replacing the FDNR with

+

−−

+

R

Cα

VoVin D

+

−−

+
Cα

VoVin LC

Fig. 11.17 Passive prototype models of (a) Type I and (b) Type II asymmetric-slope fractional
bandpass filters
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Fig. 11.19 PSPICE (solid) and experimental (dashed) results of approximated Type I FBPF
realized using the FDNR topology in Fig. 11.18 with an approximated fractional capacitor

its active realization. If realized using operational amplifiers one implementation of
the FBPF is given in Fig. 11.18. This circuit realizes the transfer function of (11.12)
with k1 = 2, k2 =Cα/RC2, and k3 = 1/R1RC2. The FBPF of Fig. 11.18 was imple-
mented when Cα = 1 μF with order α = 0.5, approximated using Carlson’s method
[3] and realized with the RC ladder approximation of Fig. 11.7 centered around 1
kHz. The component values required to realize this approximated fractional capac-
itor are (Ra, Rb, Rc, Rd , Re) = (1.4, 3.2, 4.77, 11.21, 92.97) kΩ and (Cb, Cc, Cd ,
Ce) = (6.64, 23.45, 42.57, 55) nF. To realize a Type I FBPF with Q = 33 and f0 = 1
kHz using this fractional capacitor requires R1 = 531 Ω, R = 4.7 kΩ, and C = 0.1
μF. The PSPICE simulations and experimental results of this FBPF are given in Fig.
11.19 as solid and dashed lines, respectively. The experimental results deviate from
the designed response with Q = 31.65 and f0 = 1.087 kHz due to the use of an
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approximated fractional capacitor and tolerances of the components to realize the
circuit. The measured slopes both lower and higher than the center frequency are 10
and −30 dB/dec, respectively, confirming the asymmetric stop band characteristics
possible using these filters.

11.5 Conclusion

In this chapter we have consolidated the recent progress in the design of ana-
log filters with fractional step stop band attenuations. Presenting the design of
1 < (1 + α) < 2 order fractional filters with lowpass and highpass responses;
0 < (α1 +α2)< 2 order fractional bandpass responses with asymmetric stop bands
and high quality factors; and the stable higher order fractional step filters. Finally,
presenting three methods and design equations for the physical realization of these
filters using fractional capacitors, SABs, FPAA hardware, and FDNR topologies.
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Chapter 12 
The Flipped Voltage Follower:  
Theory and Applications 

Jaime Ramirez-Angulo, Maria Rodanas Valero-Bernal, Antonio Lopez-Martin, 
Ramon G. Carvajal, Antonio Torralba, Santiago Celma-Pueyo,  
and Nicolás Medrano-Marqués  

Abstract. The “flipped voltage follower (FVF)” is an enhanced buffer cell widely 
employed for low-power and/or low voltage operation. The applications of the 
FVF and its variations in analog and mixed signal (AMS) circuit design have in-
creased continuously over the last few years. These are specially promising in 
deep submicrometer CMOS technology. In 2004 the paper “The Flipped Voltage 
Follower: A useful cell for low-voltage low-power circuit design” was published 
[1], where the most important information about this versatile cell was compiled. 
Since then, several modifications of the FVF and a wide variety of new applica-
tions have been reported. No other article with a similar purpose has been pub-
lished since then. The aim of this chapter is to make a compendium summarizing 
some of the most relevant information published to date on the FVF. In order to 
facilitate AMS designers the utilization of this cell in this chapter we revisit, clas-
sify and summarize most applications of the basic FVF and its variations. Al-
though it is tutorial in nature, it can be helpful for those who want to introduce 
themselves in the study of this cell or for experienced designers who want to be-
come familiar with the principle of operation, improved versions and applications, 
so that both can exploit to its maximum the potential of the FVF in a wide number 
of applications or also to develop new ones. 
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12.1   Introduction 

The interest in low voltage analog cells has increased in recent years since the 
downscaling of CMOS processes has forced analog circuits to operate with conti-
nuously decreasing supply voltages. The demand for low voltage systems has been 
driven mainly by the need to reduce power consumption of the digital circuitry in 
mixed-signal very large-scale integrated (VLSI) systems, to prevent oxide break-
down with decreasing gate-oxide thickness and also to satisfy the requirements of 
the portable electronic equipment market. The reduction of supply voltages has 
forced to reconsider or modify many of the existing CMOS analog building 
blocks. In fact, some of them are not functional at all in the reduced supply envi-
ronment of current CMOS technology.  

 

Fig. 12.1 Voltage followers: (a) Conventional Voltage follower (VF), (b) Flipped voltage 
follower (FVF), (c) Flipped voltage follower with VF level shifter (LSFVF), (d) Folded 
flipped voltage follower (FFVF), (e) Flipped voltage follower using floating gate level shif-
ter  (FGFVF), (f) Cascoded flipped voltage follower (CASFVF) 

The voltage follower (VF, Fig. 12.1(a)), also known as source follower, is one 
of the basic building blocks of analog VLSI systems. The VF is biased on the 
source side with a constant current source Ib which ideally keeps the gate-source 
voltage VGS of M1 constant. If body effect is neglected, the output follows the in-
put voltage with a DC level shift, i.e., V0 = Vin − VGS. This feature, together with 
its high input impedance, relatively low output impedance Rout=1/gm1 (in the range 



12   The Flipped Voltage Follower: Theory and Applications 271
 

of few kΩ) high bandwidth BW=gm1/(2πCL) and large input/output swing 
Vinpp=VDD − (VT+2VDSsat) are the main reasons why the VF is used as a voltage 
buffer. Following notation is used throughout this chapter: VDSsat is the drain-
source saturation voltage, VGS the gate-source voltage, VT and gm the transistor’s 
threshold voltage and small signal transconductance gain. 

Nevertheless, in practice, the VF suffers from various problems: a) In many ap-
plications the output resistance is not low enough. It can be decreased only by in-
creasing the transconductance gain gm. This requires a large bias current and/or 
large W/L dimensions. b) The output current is given by Iout(ω)=VoutωCL and the 
drain current is ID1(ω)= Ib−Iout(ω). Given that Iout is a function of the input signal, 
the gate-source voltage of M1 varies with the input signal, which leads to distor-
tion that increases at high frequencies. c) The slew rate is non-symmetrical since 
the sourcing capability is very large, while the sinking capability is limited by the 
bias current Ib. The Flipped Voltage Follower (FVF) is an enhanced voltage fol-
lower cell that overcomes some of the limitations of the VF [1]. In this chapter we 
summarize its characteristics, implementations and applications.  

This chapter is structured as follows: In section 2 the basic single input, single 
branch FVF is presented and discussed together with six improved modifications, 
which overcome some of its limitations. In section 3, a detailed study and classifi-
cation of low-voltage/low-power CMOS circuits based on the FVF is shown. In 
section 4, new FVFs with differential input are presented and discussed. In each 
section we revisit the applications of the different FVF cells in linear and nonli-
near circuits that were reported originally and summarize new applications that 
have been reported since then. Although for the sake of space some remarks are 
just made on the applications of the different cells, the authors have made their 
best to compile a comprehensive (but not exhaustive) list of references. The chap-
ter is finished with the conclusions drawn in section 5 where we summarize the 
most important facts of the FVF and hint at possible future applications. 

12.2   Single Input FVF Structures 

12.2.1   Flipped Voltage Follower 

The basic FVF (Fig. 12.1(b)) corresponds to a voltage follower with improved 
characteristics [1]. In fact, it can be described as a cascode amplifier with negative 
feedback where the gate terminal of M1 is used as the input and its source as out-
put voltage. It is characterized by very low output impedance Rout = 1/(gm2gm1ro1) 
(tens of Ωs), high current sinking capability, very low supply requirements 
(VDDmin=VGS2+VDSsat) close to a transistor’s threshold voltage, low static power 
dissipation and high gain-bandwidth GB=gm2/(2πCc). Output current variations are 
absorbed by the current sensing transistor M2, keeping the current in M1 essen-
tially constant. Neglecting body effect and channel modulation, the gate-source 
voltage of M1 remains also constant. As a result, distortion remains low even at 
high frequencies. In the basic FVF of Fig. 12.1b, the output swing of M1 is ‘stran-
gled’ by the gate-source voltage VGS2 of M2. This leads to a small input/output 
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peak-peak swing Vinpp = VT – VDSsat. Unlike the case for most circuits, swing does 
not increase with the supply voltage VDD. This is a severe limitation in modern 
deep sub-micrometer CMOS technology with VT~0.4V peak-to-peak input/output 
swing is very small, typically Vinpp < 300mV. 

12.2.2   FVF with Level Shifter 

A possible solution to overcome the problem of the small input/output swing of 
the FVF is to include a DC level shifter between the drain of M1 and the gate of 
M2 [2]. Fig. 12.1(c) shows a modified version of the FVF that includes a DC level 
shifter (transistor M3) using a conventional voltage follower (LSFVF). In this cir-
cuit the input/output swing is increased by the DC level shift of the follower (VGS) 
to a value Vinpp=2VT, which is still independent of VDD and might still be small in 
modern CMOS technologies. Bandwidth is moderately degraded due to the intro-
duction of an additional high frequency pole at node C in the negative feedback 
loop formed by M1-M2 and M3. In addition, the introduction of M3 increases the 
quiescent power consumption and the minimum supply requirements of the circuit 
to the relatively high value VDDmin=2VGS+VDSsat. 

12.2.3   Folded Flipped Voltage Follower 

In the folded flipped voltage follower (FFVF) or ‘super source follower’ [3] (Fig. 
12.1(d)), the current sensing transistor M2 is folded (the NMOS is replaced by a 
PMOS transistor) by introducing an additional biasing source 2Ib, making the 
FFVF to require additional power dissipation. The gain-bandwidth product is giv-
en by GB=gm2/(2πCB), where CB is the capacitance at node B. Given that all FVF 
structures are negative feedback structures, stability requires a dominant pole 
which should limit the gain bandwidth product (GB) to a value typically one half 
to one third of the effective high frequency pole of the open loop. 

The effective high frequency open loop pole for the FVF, the LSFVF and the 
FFVF is given by fphf=fpout=gm1/(2πCL). In general the additional high frequency 
pole introduced by M3 at node C is at much higher frequency than the pole at the 
output node. This assumption is valid if the load capacitance CL is much greater 
than the parasitic capacitance at node C. In order to ensure stability in all FVF cir-
cuits (including the ones to be discussed below) a small compensation capacitor Cc 
can be used at node B to introduce a dominant pole that limits the gain bandwidth 
product to a value GB=gm2/(2πCc). 

12.2.4   Flipped Voltage Follower with Floating Gate Level Shifter 

In the Flipped voltage follower with floating gate level shifter (Fig. 12.1(e)), de-
noted as FGFVF [2], the DC level shifting is achieved by using for M2 a two input 
floating gate transistor with capacitors C1 and C2 connected to the drain of M1 and 
to VSS (ground) respectively. Capacitors C1 and C2 form a capacitive voltage di-
vider, and based on charge conservation [4] the voltage at the gate of M2 is given 
by VGS2 = kVD1 where k = C1/(C1+C2). Therefore, the voltage at the drain of M1 
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will be VD1 = VGS2 (1+C2/C1). In this circuit VD1 is level shifted by (C2/C1)VGS1 
with respect to VGS1. The minimum supply requirements of this circuit are given 
by VDDmin = VGS2 (1+C2/C1) +VDSsat.  

12.2.5   Cascoded FVF 

In the cascoded FVF [2] or CASFVF (Fig. 12.1(f)) a PMOS cascoding transistor 
M3 is introduced between the gate of M2 and the drain of M1. This transistor MC 
provides additional gain to the FVF negative feedback loop, leading to an ex-
tremely low output resistance Rout=1/[gm(gmro)

2] (tenths of Ω). The quiescent vol-
tage at the drain of M1 is set by the cascode biasing voltage of MC, with a value 
VD1=VCAS+VSG,MC that can be close to VDD, in order to maximize the signal swing. 
The minimum supply requirements are VDDmin=VGS+2VDSsat. The peak-to-peak 
output swing is dependent on VDD and given by Voutpp=VDD-3VDSsat. An advantage 
of the CASFVF with respect to other FVF configurations is that due to the addi-
tional loop gain provided by MC, the voltage variations at the drain of M1 are re-
duced by the factor gmro (the gain of MC) with respect to those at the gate of M2. 
In this case lambda effect on M1 and on the transistor acting as biasing current 
source 2Ib are minimized. 

FV
F 
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Fig. 12.2 Generic FVF cell. Note the identification of nodes: X is the low impedance node 
corresponding to the source terminal of the input transistor M1 (Node A), Z is a high im-
pedance node corresponding to the gate terminal of the input transistor M1 (Vin), Y is a 
moderate low impedance node corresponding to the gate terminal of the current. 

12.2.6   Other Improvements of Single Input FVF Structures 

As can be easily identified from the FVF cell and its variations presented above all 
these cells are characterized by the presence of three terminals X, Y and Z 
(Fig. 12.2), where Z is a very low impedance node, Y is a moderate low imped-
ance node (with value 1/gm2) and Z is a high impedance node. In this way, in node 
X current may be taken as the input or output variable, while voltage is the input 
or output variable for nodes Y and Z. An additional low impedance node W can be 
identified, which is the source terminal of the current sensing transistor M2, and 
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that is usually connected to a rail. For simplicity in notation and generality, from 
here onwards, we will refer to the FVF as the FVF generic cell with four terminals 
X, Y, Z and W presented in Fig. 12.2. The following techniques can be applied 
both separately or combined. 

12.2.6.1   Class AB Operation of Single Input FVF Structures 

Similar to the conventional voltage follower, all FVF structures are characterized 
by nonsymmetrical slew rate. They all have large current sinking capability but 
their current sourcing capability is limited to the bias current Ib. A simple modifi-
cation of the basic FVF [5]-[6] consists of including an additional input transistor 
M1AB with its drain terminal connected to VDD, that provides class AB operation 
with both large current sourcing and sinking capabilities. This simple solution can 
be used in all FVF structures discussed above as shown in Figs. 12.1 and 12.2 in 
discontinuous trace. Although M1AB increases quiescent current dissipation by Ib 
(assuming same W/L for M1 and M1AB), it allows class AB operation with large 
positive and negative output currents Iout>>Ib. Table 12.1 shows a comparison 
summarizing the characteristics of the single input FVFs discussed and those of 
the conventional voltage follower. 

Table 12.1 Comparison of buffer performance characteristics 

Single Input Buffer comparison 

Circuit Rout VDD
min VoutPP GB IDD 

VF 1/gm VGS+VDssat VDD−VDD
min gm1/CL Ib 

FVF 1/(gm (gmro)) VGS+VDssat VT−VDssat gm2/Cc Ib 

LSFVF 1/(gm (gmro)) 2VGS+VDssat 2VT gm2/Cc 2Ib 

FGFVF 1/(kgm(gmro)) VGS/k+VDSsat VGS/k−2VDSsat kgm2/Cc Ib 

FFVF 1/(gm (gmro)) VGS+2VDssat VDD−VDD
min gm2/Cc 2Ib 

CASFVF 1/gm (gmro)
2 VGS+2VDssat VDD−VDD

min gm2/Cc 2Ib 

12.2.6.2   Non Trapped Current Single Input FVFs 

In all FVF cells discussed above, the current that flows in the current sensing tran-
sistor M2, IFVF, is ‘trapped’, that is, it is not available as an output current. It can 
be replicated using mirroring techniques by tying the gate of an additional mirror-
ing transistor to VB. However, current mirroring inevitably introduces distortion 
and degrades the circuit’s frequency response. This is especially critical in the im-
plementation of highly linear OTAs [7]. 
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Fig. 12.3 Current ‘de-trapping’ technique 

A solution to overcome this problem is to use the scheme depicted in Fig. 12.3 
for NMOS input transistor. As it can be seen, now node W (the source of the cur-
rent sensing transistor M2 in Fig. 12.2) is connected to a constant current source 
instead of being tied to a rail. In this way, the current IFVF is transferred to transis-
tor M0 whose current equals I0 = Ib − IFVF. The additional component Ib is sub-
tracted at the drain of M0, leading to an output current Iout = Ib – I0 =IFVF, which is 
free of the distortion and the degradation in frequency behavior introduced by cur-
rent mirroring. The output node is a high impedance, high swing node. In addition 
to its simplicity, this technique can be applied to any of the FVF cells discussed 
above. 

 

Fig. 12.4 Illustration of multiple cascoding technique: (a) Basic FVF, (b) Cascoded FVF, 
(c) double cascoded FVF using additional cascode transistor MC2   

12.2.6.3   Multiple Cascoding Techniques 

Note that the performance of FVF cells can be improved at no cost in power con-
sumption by including additional cascode transistors in the negative feedback loop 
of the FVF. This leads to an increase in the open loop gain of the FVF cell with 
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the consequent further reduction of the output resistance at node A by a factor Ai= 
gmiroi for each additional cascoding stage. This has very little effect on the phase 
margin since cascode transistors introduce very high frequency poles in the feed-
back loop. Fig. 12.4 illustrates how the conventional FVF (Fig. 12.4(a) with 
Rout=1/[gm(gmro)]) is transformed into the cascoded FVF (Fig. 12.4(b) with 
Rout=1/[gm(gmro)

2]) by adding a cascode transistor MC. Fig. 12.4(c) shows the ad-
dition of another cascode transistor, MC2, to achieve an extremely low output re-
sistance with value Rout=1/[gm(gmro)

3]. 

 

Fig. 12.5 (a) Source degeneration technique, (b) Equivalent circuit, (c) FVF CMOS linear 
transconductor employing source degeneration technique, (d) equivalent circuit of (c) 

12.2.7   Applications of Single Input FVF Structures 

As said before, the FVF can be seen as a high performance buffer. Therefore the 
basic applications of the FVF are those in which a high performance buffer is re-
quired. One example is in the implementation of linear CMOS transconductors. 
Linearization techniques have to be used to reduce the total harmonic distortion 
(related to the quadratic relation of the output current into the input voltage in a 
MOS transistor operating in saturation). A commonly used linearization technique 
is based on source degeneration [8], in which a resistor R is connected between 
the sources of a differential pair (Fig. 12.5(a)). Fig. 12.5(b) shows the equivalent 
circuit of Fig. 12.5(a), in which we have neglected the output impedance of the bi-
as currents Ib and those of the input transistors. The input voltage Vi (i = 1, 2) of each 
input transistor is translated into its source VSi (i = 1, 2) with a level shift. In this way, 
VSi = Vi − Vshift, where Vshift depends inversely on their transconductance gmi.  
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If gm1 = gm2 = gm, the current which flows in the linear resistor R is given by i = 
(V1 – V2)/((2/gm) + R). If R >> 2/gm, then G ≈ i/(V1–V2) = 1/R, and the transcon-
ductance G is linear since it only depends on R and not in the non-linear resistor rnl 
= 1/gm, (whose value depends on the current i and input voltage Vi). In this way, 
linearity increases, but the price paid is that the transconductance G decreases in-
versely. Note that the gain bandwidth product (GB) and signal to noise ratio 
(SNR) of a circuit with OTAs is proportional to the transconductance gain. A 
possible solution to improve GB and SNR would be to reduce the value of rnl, so R 
can be lower (and G higher). This requires a larger bias current and/or large tran-
sistor dimensions in the differential pair. An alternative is shown in Fig. 12.5(c) 
[9] the input pairs have been replaced by FVFs (actually FFVFs). In this case  rnl = 
1/(gm2gm1r01), which is much smaller than in the previous case, and G = 
1/[2/(gm

2r0) + R] where we have assumed gm=gm1=gm2, ro2=ro. In addition, the fre-
quency response of the system is unaltered, since the bandwidth of the FVF is the 
same as a conventional voltage follower. Note that in this case it is possible to use 
a much smaller R value corresponding to a much higher linear transconductance 
gain G≈1/R (with correspondingly higher GB and SNR). 

In fine line CMOS technologies, the transistor’s intrinsic gain Ai=gmro has de-
creased drastically which has resulted in decreased open loop gain of conventional 
Op-Amp architectures. For example, in one stage Op-Amps the gain bandwidth 
product (GB) and AOL are given by GBW ≈ gmDP/CL and AOL ≈ gmDP·ROUT respec-
tively, where CL is the capacitive load connected to the output of the Op-Amp, 
ROUT is the output resistance and gmDP is the transconductance gain of the input 
differential pair. In a conventional Op-Amp gMdp ≈ gm, corresponds to the tran-
sconductance gain of the input stage transistors. One possible solution to tackle 
the problem of low intrinsic gain in modern CMOS technology is to increase gmDP 

by replacing  the differential input stage by the circuit of Fig. 12.5(c) with R=0 
[9]. In this case the effective transconductance gain gm’is given by gm’ = gm1gm2ro2 
≈ gm

2·r0. Therefore, both GB and AOL are increased by the factor Ai = gmro 
achieving GB ≈ gm

2·r0/CL and AOL ≈ gm
2·r0·ROUT. Note that the gm enhancement 

factor depends on the FVF used. For example, if the cascoded FVF is used instead 
of the FFVF of Fig. 12.5(c) the gm (and gain) enhancement factor is Ai

2. 

12.3   Basic Single Input FVF Based Structures 

For simplicity, in this section we will only refer to one implementation of the 
FVF, usually the basic one of Fig. 12.1(a). Note that, in every case, we can replace 
the FVF by the generic cell with four terminals X, Y, Z and W presented in 
Fig. 12.2. In this way, by FVF we can refer not only to the original FVF presented 
in section 2.1, but also to all improved FVF variations studied along section 2. 

12.3.1   FVF Current Sensor (FVFCS) 

The FVF can be used as a current sensing cell [1], where node X in Fig. 12.6(a) is 
the input current sensing node. This very low impedance node X can source large 
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current variations. They are translated by the FVF into compressed voltage varia-
tions at node Y. Fig. 12.6(b) shows the DC response of the circuit in Fig. 12.6(a). 
The output and the input currents are related through the expression Iout = Iin + Ib. 
 

 

Fig. 12.6 FVF Current Sensor (FVFCS): (a) Basic implementation, (b) DC response with 
M2 in saturation, (c) DC response with M2 biased near the linear region 

If transistor M2 is biased with voltage Vb near the linear region and M3 is 
maintained in the saturation region, the output current can increase by a very large 
factor compared to the input current (Fig. 12.6(c)). This is due to the fact that with 
input current increases M2 enters triode mode and a large source-gate voltage, 
VSG2, is developed in M2. This can be used to achieve class AB operation as was 
demonstrated in [10]. 

12.3.1.1   FVFCS Applications 

The FVFCS has been used in the past for different applications [11-13]. For ex-
ample, in [12] the FVFCS was used as a part of a power amplifier. A well-known 
application is at the input stage of a high performance low-voltage current mirror 
[11,12,14], but many other applications exist, such as in digital IDDQ and Mixed-
signal iDD testing [15], which is employed to detect the presence of faults in 
CMOS integrated circuits.  
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A recent useful application of the FVF has been found in Low Dropout Voltage 
Regulators (LDO) [16,17]. An LDO is a circuit which provides a nearly constant 
DC output voltage despite changes in load current or its input (supply) voltage 
with a small drop between its supply and output regulated voltage. 

Generic LDO structures have two high impedance nodes and a tradeoff exists 
between accuracy and feedback stability: A high loop gain improves the line regu-
lation and load regulation factors, but degrades closed-loop stability. Besides low 
drop in the pass transistor, stability is an important issue in LDOs because they are 
required to operate with a wide range of load currents. This causes very large vari-
ations in the output pole of the feedback loop. Therefore, different methodologies 
such as advanced pole–zero cancellation schemes, load-dependent reference vol-
tage concept, pole-splitting schemes, and extremely large capacitive loads were 
proposed [16]. However, this increases the complexity and the power consumption 
and cost of the devices. 

The properties of the FVF as an enhanced voltage buffer make it a simple and 
excellent solution to overcome these drawbacks. The FVF's low supply require-
ments and reduced output impedance due to shunt feedback connection [16], is the 
key for obtaining high regulation and achieving frequency compensation with 
wide load variations. The FVF has a feedback loop with only one high impedance 
node. In fact, the enhancement of the output resistance by means of cascoding 
techniques improves its characteristics in terms of line and load regulation, with 
negligible impact in stability. In addition, the FVF is very simple, can be biased 
with low currents and has very low drop, leading to high power efficiency. 

12.3.2   FVF Differential Structure (FVFDS) 

The FVF differential structure (FVFDS) is built by adding an extra transistor M3 
connected to node X of the FVF cell, as it is shown in Fig. 12.7(a) [11]. As the 
impedance at node X is very low, its voltage remains approximately constant for 
large input currents. 
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Fig. 12.7 (a) FVF Differential structure (FVFDS), (b) DC transfer characteristic 
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Under quiescent conditions (V1=V3) assuming that transistors M1 and M3 have 
the same size then IDM1 = IDM3 = Ib. A nonzero differential voltage V1−V3 adds to 
VSG3 and generates current variations in M3 that follow approximately the MOS 
square law. These current variations are supplied by M2. In this way, the FVFDS 
maximum output current IDM3 can be much larger than the quiescent current. 
Fig. 12.7(b) shows the DC transfer characteristic for IDM3 vs. V1−V3. The typical 
class AB behavior can be observed. On the other hand the FVFDS shows similar 
high common mode rejection (CMRR) as a conventional differential pair (DP). 
Since common mode input voltage variations do not lead to changes in IDM3.  

12.3.2.1   FVFDS Applications 

FVFDSs are mainly applied to build low-power, low-voltage, class-AB stages 
with a wide variety of applications: transconductance operational amplifiers [18], 
output stages [19] and buffers [1]. 

12.3.3   FVF Pseudo-Differential Pair (FVFPDP) 

The FVF pseudo-differential pair (FVFPDP) is constructed from the FVF by add-
ing an extra input transistor (M4) connected to node X, as it is shown in Fig. 
12.8(a) [20].   
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Fig. 12.8 (a) FVF Pseudo-Differential pair (FVFPDP), (b) DC transfer characteristic 

Fig. 12.8(b) shows the DC output currents IDM3 and IDM4 versus the differential 
input voltage V34 = V3–V4, in a typical case. The pseudo-differential pair also ex-
emplifies the characteristic behavior of a class-AB circuit, where the quiescent 
output current Ib can be much lower than the peak output current. In this case, we 
have considered that, under quiescent conditions, V1 = V3 = V4. That is, the vol-
tage at the gate of M1 corresponds to the common mode of M3 and M4: 
V1=(V3+V4)/2=VCMi. If the common mode value VCMi of input voltages V3 and V4 
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is not equal to V1 the DC output characteristic will have the same shape, but a DC 
level shift will appear. 

The main difference between the FVFDS and the FVFPDP is that the latter has 
a true differential output. The output current IDM3 of the FVFDS can be large if V1-
V3 is positive and zero if V1−V3 is negative, while in the FVFPDP we can have 
positive or negative large differential output currents (Iout = IDM3 − IDM4) depending 
on the value of the input differential voltage (Vin = V3 −V4). This pseudo-
differential pair can be also operated with a minimum supply voltage of 
VDDmin = |VTP| + 2 |VDSsat|, as in the case of the FVFCS and FVFDS. The FVF 
formed by M1,M2 and Ib can be replaced by any of the variations discussed in 
section 2 in order to increase the input signal swing. The FVFPDP requires a 
common mode input voltage detector or complementary input signals with a well 
defined constant common mode voltage applied to the gate of M1. This is availa-
ble in fully differential circuits where the common mode voltage of a signal is set 
by the output common mode feedback network of the previous stage. 

12.3.3.1   FVFDP Applications 

FVFPDPs can be applied as input stage in Class-AB Op-Amps [20], Class AB op-
erational transconductance amplifiers for switched capacitor (SC) applications, 
Class AB operational transconductance amplifiers for continuous time operation 
[21] and multipliers [22]. 

12.3.4   Other Structures 

The FVF cell can be used in many other applications such as in Translinear Cir-
cuits [1]: FVF Voltage Translinear loops and Static Nonlinear Circuits (Geome-
tric-Mean circuit, Squarer/Divider circuit ([1], [23]), Multiplier/Divider circuit and 
Dynamic linear and nonlinear circuits [1]. 

12.4   Differential Input FVF Structures 

12 4.1   Differential Voltage Follower (DVF) 

Fig. 12.9(a) shows a simple buffer without DC level shift between the input and 
the output terminals. It consists of an active loaded differential pair with unity gain 
negative feedback (shown in dashed lines connecting nodes 2 and 3). This class A 
circuit has an output resistance given by Rout = 1/gm1, gain-bandwidth product GB 
= gm1/(2πCL) and symmetrical slew rate SR = 2Ib/CL, which is determined by the 
maximum output current IoutMAX = 2Ib. The input swing is Vinpp = VDD – VSS – 
2VDSat – |VTN|. The minimum supply voltage is VDDMIN = VGS + VDSsat + |VTP| – 
VTN, while the output swing is Voutpp = VDD – VSS – 2VDSat – |VTN|. 
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Fig. 12.9 Differential buffers: (a) Conventional DP buffer, (b) Differential FVF buffer (c), 
Cascoded Differential FVF buffer, (d) Generic differential amplifier representation, (e) 
DFVF used as op-amp with resistive feedback network 

12.4.2   Differential Flipped Voltage Follower (DFVF)  

The Differential Flipped Voltage Follower was reported as a part of a current con-
veyor in [24] and as general three terminal structure in [25]. The DFVF of Fig. 
12.9(b) can be derived from the FVF of Fig. 12.1(b) by replacing the transistor M1 
by a differential pair M1-M1P and a tail current source as explained in section 
2.6.5 and illustrated in Fig. 12.5. This is done by diode connecting M1P and flip-
ping the currents sensing transistor MCS from NMOS to PMOS type. Besides the 
fact that there is no DC level shift between the input and output, the input range 
Vinpp is higher than in the FVF, dependent on VDD. It is given by Vinpp = VDD – VSS 
–3VDSat. The minimum supply voltage is VDDMIN = VGS + 2VDSsat – VTN, while the 
output swing is Voutpp = VDD – VSS –3VDSat – VTN. Other features of this circuit  
are lack of body effect attenuation and low output resistance Rout=1/[gm(gmro)]  
(~ 50Ω).  
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12.4.3   Cascoded Differential Flipped Voltage Follower (CDFVF) 
[24] 

In Fig. 12.9(c) an additional cascoding transistor M1C is introduced in the nega-
tive feedback loop formed by M1-M1P, MCS and M1C. In this case the FVF cor-
responds to a folded double cascoded amplifier with unity gain negative feedback. 
M1C increases the open loop gain of the cascode amplifier negative feedback by 
the factor  gm1Cro1C and leads to an extremely low output resistance given by 
Rout=1/[gm(gmro)

2] (~ tenths of Ω). The input swing is slightly reduced since the 
maximum input voltage now is given by VinMAX = VDD – VSS – 3VDSat + VTN. The 
minimum supply voltage is VDDMIN = VGS + 4VDSsat - VTN, while the output swing 
is Voutpp = VDD – VSS – 2VDSat – VTN.  

12.4.4   Other Improvements of Differential Input FVF Structures 

12.4.4.1   Class AB Operation 

The DFVFs of Fig 12.9(b) and Fig 12.9(c) are class A circuits characterized by 
nonsymmetrical slew rate. They all have large current sinking capability thanks to 
the current sensing transistor MCS but their current sourcing capability is limited 
by the bias current 2Ib. Similar to single input FVFs, a simple modification of the 
basic FVF provides class AB operation to DVFVs with both large current sourcing 
and sinking capabilities. This modification is based on the quasi floating gate 
technique described in [26], and it is shown in discontinuous line in Figs. 12.9(b) 
and 12.9(c). It requires an additional transistor M1AB whose gate is connected to 
the DC biasing voltage Vbn through a very large valued resistive element Rlarge (~ 
100 GΩ) and the connection of the gate of the current sensing transistor MCS 
through a capacitor Cbat. This transistor has a quiescent gate voltage Vbn’ = Vbn 
and small dimensions (W/L)AB = (W/nL) with n > 3 and for this reason it has a 
small quiescent drain current (~2Ib/n). Under dynamic conditions Rlarge prevents 
flow of charge into the gate of MAB. For this reason Cbat performs as a floating 
battery so that Vbn’ follows the gate voltage variations of MCS. During negative 
slewing (when a negative current flows into CL), the current of M1 and M1P re-
mains constant and the drain current if MCS increases so it does its gate voltage. 
As a consequence, the gate voltage Vbn’ of MAB increases so that its drain current 
can increase significantly over the quiescent value 2Ib/n. During positive slewing 
the gate of MCS decreases. Due to this it can provide very large positive currents 
to CL which can be much larger than 2Ib. At the same time MAB decreases its cur-
rent and turns off.  

As shown in Fig. 12.9(d) the DFVF can be seen as a more general three termin-
al amplifier (or Op-Amp) with two differential input terminals (1 and 2) and an  
output terminal (3). This was reported in [25]. As such it has an open loop output re-
sistance Rout=1/gm  and the same open loop gain Aol= gmro/2 as the conventional cir-
cuit of Fig. 12.16(a) which has a much higher open loop output resistance Rout=ro/2. 
The circuits of Fig. 12.9(b) (and 12.9(c) with even higher open loop gain and lower 
output resistance) can be considered transposed versions of the conventional circuit 
of Fig. 12.9(a). They have the same power dissipation and complexity but given it 
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has lower open loop output resistance it can be used as a compact buffered Op-
Amp and operate with resistive feedback as shown in Fig. 12.9(e). This is in gen-
eral only possible using more complex two stage (or three stage) Miller op-amps. 

Table 12.2 shows a comparison summarizing the characteristics of the differen-
tial input FVFs discussed and those of the conventional differential input voltage 
follower. 

Table 12.2 Comparison of buffer performance characteristics 

Differential Input Buffer comparison 
Circuit Rout VDD

min VoutPP Vinpp IDD 

DVF 1/gm VGS+VDSsat + |VTP| – 
VTN 

VDD – VSS – 
3VDSat 

VDD – VSS – 2VDSat – 
|VTP| 2Ib 

DFVF 1/(gm (gmro)) VGS+2VDSsat – VTN VDD – VSS – 
3VDSat – VTN VDD – VSS – 3VDSat  2Ib 

CDFVF 1/(gm (gmro)2) VGS+4VDSsat – VTN VDD – VSS – 
5VDSat –VTN VDD – VSS – 5VDSat  2Ib 
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Fig. 12.10 (a) Differential flipped voltage follower cell, (b) Symbol, (c) WTA MAX Circuit 
based on DFVF cells with their output connected in parallel 
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12.4.5   Applications of the Differential Input FVF Structures 

Due to its characteristics and compactness, the main application of differential in-
put FVF structures are in high performance voltage buffers [25], but recently they 
have also been employed in non-linear circuits such as winner-take-all circuits 
(WTA) [27,28], programmable gain voltage amplifiers [29] and current conveyors 
[30]. 

WTA circuits are widely employed in non-linear systems. They are typically 
based on the parallel connection of identical buffer cells (driven by the input vol-
tage or current signals) to a common low-impedance output node. Input signals 
“compete” to set the voltage at the output branch, so that, in a WTA, only the 
branch with the highest or lowest voltage or current input signal remains active 
and sets the output voltage (current), depending if the circuit performs the maxi-
mum (MAX) or minimum (MIN) function, respectively.  

Fig. 12.10 shows an implementation of a high-performance WTA circuit based 
on the differential FVF (DFVF) [28]. The circuit features high precision, high 
speed, very low supply voltage requirements and high input/output signal swing 
which is dependent on VDD. The use of DFVF versus the single input FVF 
presents several advantages: with the same low output resistance and supply re-
quirements as the FVF, it does not introduce a DC level shift between the input 
and the output terminals; it has wide input signal swing and it is not subject to the 
body effect attenuation, featuring close to unity gain; it has wide input/ output 
swing which is dependent on VDD. As opposed to most other WTA circuits re-
ported in literature this circuit can operate with a single supply close to a transis-
tor’s threshold voltage and with high speed and accuracy, finding application in 
the sub-volt supply environment required by modern deep sub-micrometer CMOS 
technologies. 

Differential input FVFs can be also employed in the implementation of high 
performance, second generation current conveyors (CCII) and current feedback 
operational amplifiers (CFOAs) [30]. They are used in many current mode analog 
circuits as basic building blocks due to the suitability of current mode signal 
processing for the implementation of low voltage, low power, and high bandwidth 
analog circuits.  

12.5   Conclusion 

In this work a cell denoted “Flipped Voltage Follower” has been revisited. In this 
revision, several improved FVF cells (with single and differential input) and struc-
tures derived from the basic cell have been discussed, comparing their perfor-
mances and characteristics. It has also been shown to be a useful cell with many 
applications in low-power, low-voltage analog design. The large number of linear 
and nonlinear structures that can use and be derived from this cell demonstrate its 
usefulness for low-power, low-voltage analog circuit design. However, FVF ap-
plications do not finish here. New fields and new possibilities exist. An area where 
the applicability of FVF has not been studied, is in line drivers and in digital  
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circuits. But there are many additional possibilities essentially any application 
where a very high performance buffer is required. 
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Chapter 13 
Synthesis of Analog Circuits Using Only Voltage 
and Current Followers as Active Elements 

Raj Senani, D.R. Bhaskar, A.K. Singh, and R.K. Sharma   

Abstract. There has been considerable interest in recent technical literature on the 
use of only unity gain cells (i.e. unity gain voltage followers (VF) and unity gain 
current followers (CF)) as alternatives to other more complex building blocks in 
the design of analog circuits. This has been possible due to the advances made in 
IC technology. It is possible to design VFs and CFs providing wider bandwidth, 
lower power consumption and simpler architectures as compared to other more 
complex building blocks. Moreover, using CFs and VFs it becomes possible to  
design all the four controlled sources in an open loop arrangement without en-
countering the gain-bandwidth-conflicts. These advantages have stimulated consi-
derable interest in the use of VFs and CFs in a variety of linear as well as  
non-linear applications over the past two decades. Simultaneously, significant 
work has also been done on improving the design of VFs and CFs themselves for 
both bipolar and CMOS technologies. This chapter presents a brief account of 
some prominent works done on the analog circuit design using VFs and CFs to-
gether with the design of VFs and CFs themselves.  
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13.1   Introduction 

Due to their relatively wider bandwidth, simpler architectures as compared to oth-
er more complex building blocks and low power consumption, unity gain voltage 
followers (VF) and unity gain current followers (CF; henceforth, both referred to 
as followers) have attracted considerable attention in recent technical literature on 
analog  circuit design and analog signal processing. This chapter gives a brief ac-
count of various applications of the followers in the synthesis of universal biquad 
filters, sinusoidal oscillators, impedance converters/inverters, precision rectifiers 
and chaotic oscillators. The realization of VFs and CFs in both bipolar and CMOS 
technologies has also been dealt with. Other than their direct applications, VFs and 
CFs are also recognized to be basic building blocks in the synthesis of CCIIs and 
CFOAs.  Finally, recent directions of research in this area and some suggestions 
for future work have been made.  

13.2   Realization of Controlled Sources Using VFs and CFs with 
Gain-Bandwidth-Decoupling 

The traditional IC-op-amp is generally regarded to be the work horse of analog 
circuit design and it is said that almost anything can be done with IC op-amps in 
the area of analog circuits. However, it is well known that in several cases, op-
amp circuits impose a number of limitations such as  

(i) There is a well-known gain-bandwidth-conflict in the design of controlled 
sources. For instance, it can be easily worked out that the non-inverting amplifier 

circuit of Fig. 13.1(a) has the maximum gain = K and 3−dB bandwidth =
κ
ωt  

whereas the inverting amplifier of Fig. 13.1(b) has maximum gain = −K and 3−dB 

bandwidth= 
1+κ

ωt .where pot A ωω = is the gain bandwidth product of the op-

amp used. Thus, changing gain ‘k’ also changes the bandwidth.  
 

 
(a)                                                                    (b) 

Fig. 13.1 Op-amp based amplifiers: (a) Non-inverting amplifier, (b) Inverting amplifier 
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(ii) In a number of applications one has to use more number of passive compo-
nents to realize the given function than minimum number necessary. In the reali-
zation of VCCS, single op-amp based non-inverting integrators and differentiators 
and instrumentation amplifiers etc., the traditional op-amp circuits compulsorily 
require component-matching conditions or realization constraints, the non-
fulfillment of which may either lead to non-realization of the intended function 
and/or instability problem as encountered in the design of single op-amp based 
non-inverting integrators, single op-amp based VCCS circuits and three or more 
op-amps based instrumentation amplifiers.  

(iii) The finite slew rate of the general purpose commonly employed op-amps 
such as uA741 results in slew-induced distortion or limitations in operational fre-
quency range.  

 
In the following, we show that use of CFs and VFs overcomes many of these limi-
tations. However, before proceeding to discuss the various analog circuits realiza-
ble using VFs and CFs and advantages gained in doing so, it is useful to introduce 
the symbolic notations of VFs and CFs which are shown in Fig.13.2. 

 

 
(a)                                                        (b) 

Fig. 13.2 Symbolic notations of VFs and CFs (a) VF (b) Non-inverting CF, Inverting CF 
and dual complimentary output CF 

We now show that the use of VFs and CFs leads to realizations of  
controlled sources with a bare minimum of passive components. These circuits, 
using the symbolic notation of VFs and CFs are shown in Fig.13.3 from  
which it is clear that using followers, all the four controlled sources can be rea-
lized with a minimum possible number of resistors without requiring any  
component-matching [1]. 
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(a) 

 
(b) 

 
(c) 

 

(d) 

Fig. 13.3 Constant-bandwidth variable-gain realizations of the four Controlled sources us-
ing only followers as active elements 
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The VCCS of Figure 13.3 (a) is characterized by Iout =
o

in

R

V

 

whereas the CCVS 

of Figure 13.3 (b) has output voltage given by Vo= R0 Iin. On the other hand, the 

VCVS of Figure 13.3(d) has output voltage Vo = inV
R

R

01

02

 

and the CCCS of Figure 

13.3 (c) has output current given Iout = 
2

01

oR

R  Iin. 

An important property of all the configurations is that they exhibit constant 
bandwidth and variable gains and thus, have no gain bandwidth conflict [1].  

13.3   Impedance Synthesis Using VFs and CFs 

It has been known for the past four decades that although one usually requires two 
op-amps, one capacitor and four or more resistors to simulate a lossless grounded 
inductance but nearly double the number of active and passive components are 
needed to simulate its floating counterpart using op-amps. In the following, we 
show how using only VFs and/or only CFs or a combination thereof, a variety of 
interesting inductance simulation circuits can be devised.  

It has been known that using a single unity gain VF one can realize a grounded 
lossy inductor and using only two VFs and a minimum of only five passive com-
ponents one can realize a floating lossy inductance. A well-known circuit for rea-
lizing grounded lossy (series RL) inductor is shown in Figure 13.4 (a) whereas 
two circuits for simulating the same kind of lossy inductor in floating form are 
shown in Figure 13.4 (b) with their equivalent circuit shown in Figure 13.4(c).   

 

 
(a) 

 

Fig. 13.4 Simulation of lossy grounded and floating inductors using VFs (a) Grounded los-
sy inductor (adapted from [2] ©1966 IEE) (b) Floating lossy inductors (adapted from [3] 
©1974 IEE [4] ©1974 IEEE) and an alternative1 version (adapted from [5] © 1985 IEEE) 
(c) An equivalent of the circuits of Fig. 13.4(b) 

                                                           
1 This topology was proposed earlier in “A study of Active-RC Floating-Inductance-

Simulators employing operational amplifiers”, M.E Thesis by M.K. Jain (Supervisor: Raj 
Senani) 1980, University of Allahabad, India.  
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(b) 

 
(c) 

Fig. 13.4 (continued) 

It is interesting to note, however that the fact that exactly same topologies can 
also be realized by using CFs rather than VFs does not appear to have been recog-
nized explicitly in the literature so far. The circuits simulating the same type of 
grounded and floating inductors using CFs are shown in Fig.13.5 and surprisingly 
have never been perceived explicitly in the technical literature earlier. 

 

 
(a) 

 

Fig. 13.5 Simulation of lossy grounded and floating inductors using CFs: (a) Grounded los-
sy inductor, (b) Floating lossy inductors, (c) An equivalent circuit of the circuit of Figure 
13.5(b)  
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(b) 

      

(c) 

Fig. 13.5 (continued) 

We now show that if we combine VFs and CFs then a number of interesting in-
ductor simulation circuits can be devised using no more than a bare minimum of 
only two resistors alongwith a single grounded capacitor as preferred for IC im-
plementation. A circuit for simulating a lossless grounded inductance is shown in 
Figure 13.6. Note that the inductance value can be adjusted/tuned by either or both 
of R1 and R2.  

Zin

1
R1 R2

1

C0

 

Fig. 13.6 Simulation of a lossless grounded inductor using VFs and CFs: ( )sZin  = sC0R1R2 

The total number of VFs and CFs can be reduced to only three with the use of 
grounded capacitor as well as tunability of the inductance value through a single 
resistance, both remaining intact, if an attempt is made to simulate lossy inductors  
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instead of lossless one. Two such circuits are shown here in Figure 13.7. It may be 
observed that in these circuits, the inductance value is single resistance controlla-
ble through R1. 

 

 
(a) 

 
(b) 

Fig. 13.7 Simulation of lossy grounded inductors: (a) series RL type, (b) parallel RL type 

In a more generalized context, one can also think of formulating follower-based 
impedance inverter and impedance converters. In principle, an impedance inverter 
can simply be obtained by a parallel back-to-back connection of two VCCSs hav-
ing opposite polarities. The circuit of Figure 13.8 is an embodiment of this idea. 
Interestingly, this circuit can also be obtained by deleting capacitor C0 from the 
circuit of Figure 13.6 and treating the port thus created as port 2. From this circuit, 
a negative impedance inverter would be obtainable by having both the CFs with 
identical polarities (either both positive and both negative). When port 2 of this 
circuit is terminated into impedance Z3, the input impedance looking into port 1 is 
given by: 

Z(s) = 
3

21

Z

ZZ
 (13.1) 

 
Fig. 13.8 Generalized positive impedance inverter 
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Thus, circuit can be looked upon as a Generalized Positive Impedance Inverter 
(GPII). 

Lastly, it is worth pointing out that a more generalized positive impedance si-
mulator is easily obtainable by a cascade of two such GPIIs terminated into load 
impedance Z5 thereby yielding input impedance 

42

531

ZZ

ZZZ
Z in=  (13.2) 

which is analogous to that obtained from op-amp-based Antoniou’s GIC [6]. 
If multiple output current followers (MOCF) are considered, positive imped-

ance Inverter (PII) can be realized by only two MOCFs. One such circuit, equiva-
lent to that shown in Figure 13.8, is shown in Figure 13.9. 

 

 

Fig. 13.9 An entirely CF-based PII 

13.4   Sinusoidal Oscillator Realization Using VFs and CFs 

In this section, we present some important contributions made during the last  
25 years in the synthesis of sinusoidal oscillators using only unity gain VFs and 
CFs. 

13.4.1   Oscillator Realization Using Only VFs as Active Elements 

It was demonstrated, for the first time, by Senani in 1985 [7] that it is possible to 
realize single resistance controlled oscillator (SRCO) (i.e. an oscillator circuit in 
which condition of oscillation (CO) and frequency of oscillation (FO) both can be 
independently varied/adjusted through single variable resistances without affect-
ing each other) using only two VFs as active elements. In [7], a configuration was 
presented which employed two unity gain amplifiers (UGA) made from op-amps, 
only three resistors and only three capacitors; see Fig. 13.10.  
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Fig. 13.10 SRCO using two VFs (adapted from [7] ©1985 IEE) 

By a straight forward analysis, the CO and the FO of this circuit are found to be  

C3R3 = R2 (C1+C2) (13.3) 

whereas the frequency of oscillation is given by 

2121
2
1 1

RRCC
fo π=  (13.4) 

Thus, f0 can be independently adjusted through a single variable resistor R1 with-
out affecting the CO which is also independently adjustable through a grounded 
resistance R3 (or through C3). 

Apart from the novelty of independent control this circuit was superior to all 
previously known oscillators/ SRCOs as it achieved, for the first time ever, the 

highest possible frequency stability factor SF = n  (for C1 =C2 =C, C3 =2C, R2 
=R3 =R and R1 = n R) whereby large values of SF could be obtained by keeping n 
large.   

Another advantage of this circuit was that it could achieve highest possible os-
cillation frequency, typically around 400-500 KHz, among all op-amp based 
SRCOs known till then because both the op-amps were employed in unity gain 
connection exhibiting the highest possible closed loop bandwidth (equal to the un-
ity gain frequency of the op-amps employed).  

Soon after, Abuelma’atti in [8] demonstrated that, starting from a general 
scheme; ten such two-UGA-based oscillators can be derived. About the  
same time, Boutin [9] demonstrated that an oscillator using only a single UGA is 
also possible using only three resistors and three capacitors but in such a circuit, 
the control of FO is possible only through a potentiometer realizing simultaneous-
ly two specific resistances in the circuit which share a common node; see 
Fig.13.11. 
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Fig. 13.11 Single-UGA Oscillator (adapted from [9] (©1986 IEE) 

The CO and FO for circuit of Fig.13.11 are given by  

R3 = 6(R1 + R2):  assuming C1 = C2 =C3 = C (13.5) 

21

0
32

1

RRC
f

π
=  (13.6) 

Thus, by adjusting the potentiometer the product R1R2 changes and hence, FO 
changes whereas sum (R1+R2) and hence, CO remains intact.  

A limitation of the circuits quoted above has been that all of them are necessari-
ly third order circuits therefore, a natural question arises whether or not a second 
order SRCO using only VFs is possible? From the basic considerations it was sub-
sequently found2 that a second order canonic SRCO using only VFs is not  
possible.  

It is interesting to point out that the circuits of Figure 13.10 and Figure 13.11 
both can be realized by CFs also. For this, the VF(s) are to be replaced by CF(s) 
with input output port reversed (as done in the circuits of Figure 13.5 obtained 
from those of Figure 13.4).  

However, with the advent of current-mode circuits later on, interest in current-
follower-based circuits picked up again around 1990 onwards. During the course 
of investigations concerning the realization of analog signal processing circuits us-
ing VFs and CFs as building blocks [10], [11], it was discovered that if one com-
bines VFs together with CFs then it does become possible to realize second order 
SRCOs using only two capacitors (both of which can be grounded as preferred for 
IC implementation) and no more than three resistors such that CO and FO both 
can be independently controlled through separate variable resistors [10]. In the 
next section, we present the details of systematic method of synthesizing a variety 
of SRCOs using VFs and/or CFs as active elements. 

 
 

                                                           
2 R. Senani, “On the realization of RC-active oscillators using unity gain amplifiers”, No-

vember 1985, unpublished.  
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13.4.2   State Variable Synthesis of VF and CF Based SRCOs 

In this section we demonstrate a systematic method of synthesizing SRCOs using 
VFs and CFs through a state variable methodology which is briefly outlined here. 
In general, a second order oscillator employing only two capacitors can be charac-
terized by the following autonomous state equations. 

















dt

dx
dt

dx

2

1

= 
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x

x
 (13.7) 

where x1 and x2 are the voltages across the capacitors in the circuit to be synthe-
sized.  

Consider now the following [A] matrix 

[ ]


























−

−
=

31232

21

1111

1
0

RRCRC

RC
A  (13.8) 

The corresponding CO and FO of the SRCOs (to be synthesized from the above 
matrix), would be: 

31 RR =  (13.9) 

32212

1

RRCC
fO π

=  (13.10) 

from which it is seen that both CO and FO would be non-interactively controllable 
by R1 and R2, respectively.  

Eq. (13.7) in conjunction with (13.8) leads to the following node equations 
(NEs): 

2

21
1 R

x

dt

dx
C −=  (13.11) 

1

2

3

212
2 R

x

R

xx

dt

dx
C +

−
=  (13.12) 

Let us choose the state variables x1 and x2 as voltages across the grounded capaci-
tors C1 and C2, respectively. Now the terms on the left hand side of the 
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Eqs. (13.11) and (13.12) can easily be seen as currents flowing into grounded ca-
pacitors C1 and C2. The currents flowing through R1, R2 and R3 can be generated 
with the use of two VFs, one CF+ and one CF− such that the Eqns. (13.11) and 
(13.12) can be satisfied. The SRCO, thus generated, is shown in Figure 13.12. The 
various currents have been marked in the circuit to make the synthesis clear.  

 

Fig. 13.12 SRCO with explicit voltage mode output (adapted from [10] © 2006 Springer) 

It may be noted that although this SRCO does provide an explicit voltage-mode 
output however, it does not provide explicit current-mode output (i.e. from a high 
output impedance terminal). Here we show how to accomplish this. 

For the synthesis of SRCO with the above desired features, the following  
matrix [A] is a suitable choice: 

[ ]
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21311
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RCRRCA  (13.13) 

which leads to the following node equations: 

2
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3

1

1

11
1 R

x

R

x

R

x

dt

dx
C −−=  (13.14) 

3

12
2 R

x

dt

dx
C =  (13.15) 

Implementation of the above equations into physical circuit results into SRCO 
shown in Figure 13.13 which employs one voltage-follower and two dual-output 
CFs. 
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Fig. 13.13 SRCO providing voltage output and explicit Current output both (adapted from 
[10] © 2006 Springer) 

13.4.3   SRCO Using Only Two Unity-Gain Cells 

Finally, we show a grounded-capacitor SRCO which employs only one voltage-
follower and one dual-output current follower which is shown in Figure 13.14. 
This circuit does not provide an explicit current-mode output but has the advan-
tages of employing only one VF, only one dual-output current-follower and both 
grounded-capacitors as desirable for IC implementation. 

 

 
Fig. 13.14 Grounded-capacitor SRCO employing only one VF and one dual output CF 
(adapted from [10] © 2006 Springer) 

The circuit has CO: 
3

21

1
1 R

CC

C
R 








+

= and FO: 

3221

0
2

1

RRCC
f

π
=  

13.5   Synthesis of Universal Current-Mode Biquads Using VFs 
and CFs  

Although the idea of using only single VF to realize active filters was first pro-
posed by Sedra as early as in 1972 [12], however, all the nine circuits considered 
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therein were non-canonic since they required three to four capacitors to realize 
various second order filters. With the non-obvious idea of using VFs and CFs 
both, to implement analog processing circuits, it subsequently became known only 
after nineties that by doing so, canonic filters using no more than two capacitors 
can be derived. As a consequence, several researchers investigated the realization 
of all the five standard filter functions using only CF or a combination of both VFs 
and CFs while using no more than two capacitors (see [14] and [15] and refer-
ences cited therein). In this section, we omit the discussion about circuits which 
realize only one function at a time and mainly concentrate on circuits which can 
realize a universal biquad configuration capable of realizing all the five basic 
functions from the same structure.  

For the generation of universal biquad employing only CFs, we have used  
Senani’s method of [13] to show how a number of such circuits can be systemati-
cally derived. This method is based upon the RLC parallel resonator shown in 
Figure 13.15, according to which if we denote the currents in the passive elements 
C, L and R as IHP, ILP and IBP, respectively, the three transfer functions realized are 
given by: 
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Thus, if one can sense the currents ILP and IHP as it is and the current IBP with a 
negative sign then the circuit of Figure 13.15(a) enables the realization of a  
universal filter which will provide all the five standard responses explicitly in cur-
rent-mode without any constraints/ condition (as the notch can be obtained just by 
adding ILP and IHP and all pass response by adding all the three currents).  

One possible way to accomplish this by employing VFs and various CFs is 
shown in Figure 13.15 (b) where VF is characterized by the equations 

ywy vvi == ,0 with wi being arbitrary and various CFs are characterized by the 

equations xzzx iiiv =−== −+,0 , with zv  being arbitrary. This realization uses 

two VFs and four CFs. Note that if the current through R2 could be returned to 
node A, VF1 can be eliminated and similarly, VF2 can be eliminated by returning 
the current through R3 to node B. The circuit obtained by this process is shown in 
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Figure 13.15 (c) which employs only four CFs. Further reduction in the number of 
CFs can be obtained by simulating parallel RL and sensing the currents IBP and 
ILP. This has been done in Figure 13.15(d) which is a minimal realization of uni-
versal current-mode biquad employing only three CFs.  
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(c)                                                                          (d) 

Fig. 13.15 (a) LCR resonator, (b) Universal biquad employing two VFs and four CFs, (c) 
Universal biquad employing four CFs, (d) The minimal universal biquad using only three 
CFs (adapted from [14] © 2011 Brno University of Technology Czech Republic) 

A routine analysis of the circuit of Figure 13.15(d)3 reveals the following three 
transfer functions: 
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3 For brevity, we have omitted the details of the functions realized by the circuits of  Fig.13.15 

(b) and (c); the interested reader is referred to Senani R. and Gupta  S. S. (2006) New uni-
versal filter using only current followers as active elements. Int.  J. Electron Commun. 
(AEU), 60, pp.251-256.  
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where the parameters ϖ0, H0 and Q0 have their usual meanings.  
It is seen that the current-mode outputs IHP and ILP can be tied together to obtain 

current-mode notch response directly without any condition and IHP, ILP and IBP 
can be added together to obtain current-mode all pass response also without any 
condition. These current-mode transfer functions are given by: 
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where D(s) is same as in Eq. (13.22).  
It may be observed that all the five standard filter functions are available from 

the same structure, no design constraints/ cancellation condition is required for 
any response, explicit current-mode outputs are available from high output imped-
ance terminals, f0 can be sequentially tuned by R2 after adjusting the bandwidth by 
R1 and out of two capacitors used, one is virtually grounded and the other is 
grounded. 

13.6   Building Blocks for the Design of Digitally-Controllable 
Biquad Filters 

Although we have described above a number of current mode filters based on CFs 
and/or VFs which offer the inherent advantages of larger bandwidth, higher linear-
ity and lower power consumption as compared to filters realizations using other 
building blocks. However, a major limitation associated with the above described 
filters is the absence of programmability feature.  

In the recent literature two interesting techniques have been advanced to realize 
digitally programmable active filters. In the first approach advanced by Alzaher 
[16] digitally controlled current amplifier (DCCA) is used which provide precise 
frequency and or gain characteristic that can be digitally tuned over a wide range. 
A typical DCCA structure which makes use of a current division network is 
shown in Figure 13.16.  
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(a) 

 
(b) 

 
(c) 

Fig. 13.16 Digitally controlled current amplifier (DCCA): (a) CMOS implementation,     
(b) Symbolic notation, (c) current division network (adapted from [16] © 2008 Springer) 

 
The transfer current characteristic of the DCCA is given by  

XZ II α= with i
n

i
id −

=
= 2/1

1

α                              (13.25) 
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where id  is the thi digital bit and n is the size of control word. It has been shown 

in [16] that using DCCAs, a number of interesting circuits with programmability 
features can be formulated. For example, Figure 13.17 shows the realization of 
four different types of amplifiers whereas realization of ideal integrator and lossy 
integrator are shown in Figure 13.18. On the other hand, Figure 13.19 shows a 
negative impedance converter (NIC) and Figure 13.20 shows a programmable 
lossless inductor, a series RL and a parallel RL.  
 

     
(a)     (b) 

    
(c)          (d) 

Fig. 13.17 The four different types of amplifiers: (a) Current, (b) Voltage, (c) Transcon-
ductance, (d) Transresistance (adapted from [16] © 2008 Springer) 

 

 
(a) 

 
(b) 

Fig. 13.18 Integrators: (a) Ideal, (b) Lossy with grounded elements (adapted from [16] © 
2008 Springer) 
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Fig. 13.19 Negative impedance converter (NIC) 

 
(a) 

 
(b) 

 
(c) 

Fig. 13.20 Simulated inductors: (a) another lossless inductor, (b) series R-L, (c) parallel R-
L (adapted from [16] © 2008 Springer) 

 
These basic circuits can be employed to devise a number of interesting univer-

sal biquad filters, the details of which can be seen in [16]. 
In reference [17], on the other hand, a digitally-programmable current follower 

has been proposed which is employed to realize digitally programmable current 
mode universal filter and a digitally programmable current mode full wave rectifi-
er which is essentially similar to the circuit described in Figure 13.24 of this chap-
ter in section 13.8.  
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13.7   Realization of Chua’s Chaotic Oscillator  

Due to the importance of chaotic phenomena, in the understanding and design of 
nonlinear electronic circuits, in general and that of Chua’s oscillator in particular, 
there have been many studies in devising Chua’s Chaotic Oscillator circuit using a 
variety of devices such as op-amps, current conveyors, current feedback op-amps 
and even log-domain circuits, for instance, see references [18] to [22]. In this sec-
tion we show how Chua’s Chaotic Oscillator can be designed using unity gain 
cells. 

In this context we know that the required grounded inductance simulator  
(Figure 13.21)4 with unity gain cells can be readily realized with the PII circuit 
presented in the earlier section by simply loading the port-2 into a grounded capa-
citance as shown in Figure 13.6.  

Together with this, the non-linear resistor characteristic (so-called Chua diode) 
can also be realized by a specially devised negative resistance (NR) circuit using 
unity gain cells as shown in Fig. 13.22. Using these building blocks, the complete 
Chua’s oscillator using unity gain cells turns out to be as shown in Figure. 13.23.  

 

 
Fig. 13.21 Grounded inductance simulation using only unity-gain cells (adapted from [22] 
© 2008 IEEE) 

 
Fig. 13.22 Design of the NR with unity-gain cells (adapted from [22] © 2008 IEEE) 

                                                           
4 This specific grounded inductor was earlier described in Ch. 9 titled ` Some Contributions 

to the Realization of Universal Biquad Filters’ in the Ph.D. thesis of S. S. Gupta (Super-
visor R. Senani) entitled `Realizations of Some Classes of Linear/Nonlinear Analog Elec-
tronic Circuits, University of Delhi, 2001-2005.  
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Fig. 13.23 The complete Chua’s oscillator using unity gain cells (adapted from [22] © 
2008 IEEE) 

13.8   Full Wave Current Mode Precision Rectifier Using Unity 
Gain Cells 

A precision rectifier can be made from a single dual output current follower and 
four diodes capable of rectifying either a current mode sinusoidal signal or a vol-
tage mode signal using schematic of Figure 13.24. Assuming identical diodes, the 
operation of these circuits can be explained as follows. When Iin or Vin is positive, 
diodes D1 and D3 are forward biased and current is conducted to the load through 
them. When the polarity of the input signal changes, D1 and D3 are off and D2 and 
D4 are on. Thus, positive full wave rectified current flows into R1 since negative 
current flows in R2. It may be noted that if current outputs are required then resis-
tors R1 and R2 are not needed and the output of the diode bridge can be directly 
connected to the load. If the input signal is a voltage, it can be applied through a 
resistor Ri connected between the input voltage source Vin and the input terminal 

of the CF which has virtual ground potential thereby making 
i

in
in R

V
I =  (Figure 

13.25). Furthermore, if input impedance Zin is desired to be ideally infinite, then 
the input resistor Ri can be preceded by a unity gain VF as shown in Figure 13.25.  

 

 

Fig. 13.24 First full-wave precision rectifier scheme (adapted from [23] © 2003 Pateikta 
Spaudai) 
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Fig. 13.25 High input impedance current-mode precision rectifier (adapted from [23] © 
2003 Pateikta Spaudai) 

13.9   Hardware Implementation of VFs and CFs 

In view of numerous applications of VFs and CFs in both linear and non-linear 
circuit designs as outlined in this chapter, there has been quite a lot of interest in 
designing the internal hardware of VFs and CFs for both bipolar and CMOS tech-
nologies. Quite often, a basic CCII based current conveyor structure has been em-
ployed by several researchers to implement CFs with a single or multiple outputs 
which can be created easily by grounding terminal Y and duplicating the Z output 
terminals and creating a complimentary output merely by using additional pairs of 
current mirrors. A typical circuit design of dual output CFs, which has been em-
ployed by several authors, is shown here in Figure 13.26.  

 

Fig. 13.26 Current Follower (adapted from [15] © 1999 IEE) 

It is well known that both VF and CF can be represented as a pair of a nullator 
and norator, as shown in Figure 13.27. 
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Fig. 13.27 Nullor models of VF and CF 

In the recent years, two new pathological elements namely the current mirror 
and voltage mirror were defined in [24]. Motivated by these, there have  been a 
number of attempts on systematically synthesizing VFs and CFs by manipulation 
of generic cells as well as by applying genetic algorithms, for instance, see [25], 
[26]. An exemplary, genetically-derived CMOS VF from [26] is shown in Figure 
13.28.  

 

I ref

VDD

VSS

M3 M4

M
Mb2

MM1

Mb1
Mb3

Mb5

Mb4
b6

2

V in V out

 

Fig. 13.28 A genetically derived voltage follower (adapted from [26] © 2008 Birkhauser) 

These developments have also lead to the computational synthesis of CMOS 
VFs [27]. On the other hand, the genetic algorithm based synthesis has been em-
ployed to the synthesis of CCIIs by superimposing VFs and CFs in [28]. There 
have been many attempts on designing VFs using CMOS transistors such as [29], 
[30] for improving various performance criterions.   

Attention has also been given in recent literature in evolving low power fully 
differential CFs. One such circuit, proposed by Azhari and Safari, is shown here in 
Figure 13.29 [31].   
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Fig. 13.29 Fully-differential Current buffer (adapted from [31] © 2010 IEICE) 

13.10   Use of CFs and VFs in the Synthesis of Other Building 
Blocks 

Interesting and useful work has been done by Tlelo-Cuautle and his co-workers in 
using CFs and VFs systematically for synthesizing CCIIs and CFOAs [28], [32]. 
In [28], a genetic algorithm based synthesis has been proposed wherein a number 
of new topologies have been evolved for implementation of CCIIs. On the other 
hand, in [32], a systematic synthesis has been evolved for generating the hardware 
for CCs and CFOAs by manipulation VFs and CFs by executing four basic steps 
(i) selection of generic cells using nullators and norators (ii) addition of norators 
and nullators to form joined nullator-norator pairs (iii) addition of DC biasing cir-
cuitry and (iv) synthesis of the joint-pairs by transistors which could be either 
BJTs or MOSFETs. This methodology has been shown to be suitable for generat-
ing new transistor implementation of CCs or CFOAs and appear well suited for 
automatic design of these building blocks.      

13.11   Concluding Remarks and Directions of Future Research  

This chapter has presented, in a tutorial-review format, various analog signal 
processing and signal generation circuits using only voltage followers and current 
followers as active elements which have attracted considerable interest in recent 
analog circuit design owing to the advantages of wider bandwidth, higher linearity 
and lower power consumption as well as possessing simpler circuit architectures 
as compared to other more complex active building blocks. Apart from enumerat-
ing a number of circuits which are known in literature, a few alternative circuits 
have also been suggested which have not been explicitly disclosed in the earlier li-
terature so far, such as the circuits based upon CFs derived from those employing 
VFs as exemplified in sections 13.3 and 13.4. Apart from their numerous applica-
tions such as impedance simulation, oscillator synthesis, universal filter realiza-
tion, full-wave rectification, chaotic oscillators and digitally programmable filters, 
other applications still await to be explored and this constitutes an important area 
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of research. On the other hand, although numerous techniques are currently being 
investigated for synthesizing CMOS VFs and CFs, including those possessing dig-
ital programmability of the gain, the work reported so far is by no means com-
plete. The development of optimum CMOS VFs and CFs structures is still open to 
investigation. Continued work on the use of CFs and VFs in systematically evolv-
ing CCII and CFOA architectures as in [28], [32] may likely to result in optimum 
topologies. Furthermore, this work may also be carried over for the synthesis of 
more complex building blocks like current differencing buffered amplifiers 
(CDBAs), Differential difference buffered amplifiers (DDBAs) and others.   

Acknowledgement. The authors gratefully acknowledge the dedicated and meticulous help 
of Ms. Shashi Rawat in the preparation of this manuscript.  
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Chapter 14 
Design of Setable Active Lossy Inductors 

Marian Pierzchała and Mourad Fakhfakh∗  

Abstract. The general two-graph framework for designing series and parallel R-L 
imittances is presented. The transformation of passive LC-filters into active  
RC-circuits using signal-flow graphs in the two-graph version, is the basis of this 
method. The idea consists of using exclusively RC-elements and the newly intro-
duced ‘active switches’. A second novel idea is presented; it consists of the reduc-
tion of the complexity of the equivalent active circuits, i.e. reducing the number of 
active elements to reproduce the ‘same’ circuit’s behavior, but at the cost of a re-
duction of the quality factor. SPICE simulation results are presented to show the 
viability of the proposed approaches.  

14.1   Introduction 

Active inductors play an important role in analog circuit design. They are fre-
quently used in the design of active oscillators, active filters, and in cancellation of 
parasitic elements. In many cases, values of the resistance and the inductance of 
these inductor simulators should be set individually in order to obtain the optimal 
construction of such active components. Actually, the literature offers a large 
number of publications dealing with the realization of inductor simulators using 
high performance active blocks, such as current conveyors [1]-[7], trans-resistance 
amplifiers [8]-[9], and nullors [10]-[12]. A systematic synthesis framework for li-
near active-RC circuits has been also proposed [13], [14]. In this method the final 
node admittance matrix (NAM) is obtained by applying pivotal expansion. Next, 
the nullors can be introduced to change the position of the matrix elements to ob-
tain required relationships between the input and output signals. This systematic 
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synthesis framework has been extended in [15] to use NAM representation for 
mirror elements, also. This generalized approach facilitates the use of all type of 
pathological elements (nullor and mirror elements). However, there is a lack of 
publications about a general systematic method which enables designing setable 
active inductors, i.e. the active inductors which equivalent values of the resistance 
and the inductance can be set individually.  

Thus, in this Chapter we propose a systematic approach which enables generat-
ing settable active inductors using manifold active elements, which are equivalent 
to an ideal nullor, for example current conveyors, four-terminal floating nullor, 
etc.  

The method is based on the use of signal-flow graphs in the two-graph version. 
Application to the design of a series and a parallel settable inductor simulators, 
and a ladder filter is detailed in the following. 

14.2   The Proposed Approach  

Recently, a method dealing with the synthesis of lossless active inductors was 
proposed by the authors in [16]. It uses RC-elements and ‘active switches’ for the 
design of the inductor simulators. However, this method does not give the possi-
bility to synthesize settable active inductors with losses, i.e. an active inductor 
with individually setting the values of the resistance and the inductance. In this 
Chapter we propose a modification of this method which not only enables setting 
the values of the resistance and the inductance of the active inductor, but also sig-
nificantly simplifies the structure of these circuits. 
 
A- The serial RLC-filter 

 
Let’s consider the lossy serial LC-filter shown in Figure 14.1. The circuit encom-
passes an independent voltage source. The inductor and the resistor are chosen to 
be in the tree branches, and the capacitor is, thus, placed in the cotree branch. Fig-
ure 14.2 gives the corresponding signal-flow graph associated with this circuit. 

 

Fig. 14.1 A serial lossy LC-filter 
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Fig. 14.2 The signal-flow graph associated with the circuit presented in Figure 14.1 

The fundamental circuit matrix 
LC

V
TB )(  and the T-matrix 

LC
tI

CLC
I

C QT ))(()( −=  

for this LC-filter can be presented as follows (see Table 14.1), where I
CQ  is the 

cutest matrix. Subscripts T and C refer to the tree position and the co-tree position, 
respectively. Superscripts V and I refer to the voltage graph and current graph,  
respectively. 

Table 14.1 LC
V
TB )( and LC

I
CT )(  for the lossy serial LC-filter 

 E VRT VLT 

VCc -1 1 1 

(a): 
LC

V
TB )(  

 IE IRT ILT 

ICc -1 1 1 

(b): LC
I

CT )(  

Table 14.2 RC
V
TB )( and RC

I
CT )(  matrices for the equivalent RC-filter 

 E VRT VRd

VCc -1 1 1
VCd 0 1 0 

(a): 
RC

V
TB )(  

 IE IRT IRd 

ICc -1 1 0 

ICd 0 0 -1 

(b): 
RC

I
CT )(  
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From Figure 14.2, and using the Masons’ formula, we have: 

TTL sLRZ +=  (14.1) 

The proposed idea consists of replacing the inductor with losses by a combination 
of suitable passive elements. Table 14.2 presents a modification of the B and T 
matrices given in Table 14.1. 

The signal-flow graph associated with the matrices shown in Table 14.2 is giv-
en in Figure 14.3. 
 

 

Fig. 14.3 The signal-flow graph of the lossy RC-active filter 

According to the signal-flow graph given in Figure 14.3, the equivalent imped-
ance (ZLeq) expression of the designed active inductor is 

ddTTLeq CRsRRZ +=  (14.2) 

Accordingly, the equivalent inductance Leq is equal to RTRdCd and the equivalent 
serial resistor Req is equal to RT. 

Hence, the values of the serial resistance (RT) and the inductor’s inductance 
(RTRdCd), can be set orthogonally, and the Q factor is equal to: 

ddCRQ ω=  (14.3) 

In order to design the equivalent circuit that can reproduce the current and the vol-
tage relationships shown in the signal-flow graph of Figure 14.3, one should use 
the ‘active switches’ (see [16]-[18]).   

A simple procedure which enables to construct the circuits with “active switch-
es” consists of the following: 

i. Connect the elements forming the tree in the RC
V
TB )( and RC

I
CT )(   

matrices, 
ii. For the cotree elements which have different rows in the RC

V
TB )(  and 

RC
I

CT )(  matrices, add a pair of ‘active switches’ (i.e. one switch for the 

voltage graph and the another for the current graph) at each terminal. 
iii. Connect the cotree elements to the tree elements according to RC

V
TB )(  

and RC
I

CT )( . 
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iv. Remove the extra switches. 
 

As an example, let us construct the circuit with ‘active switches’ for the matrices 
from Table 14.2. 
 

Step i.: In these matrices the tree encompasses the following elements: E, RT 
and Rd, as shown in Figure 14.4. 
 

 

Fig. 14.4 The tree of the lossy RC-active filter 

Step ii.: In the above matrices RC
V
TB )( and RC

I
CT )(  both elements (CC and Cd) 

have different rows, thus we draw them with the “active switches” (see  
Figure 14.5). 

 

 

Fig. 14.5 The cotree elements with the ‘active switches’ 

Step iii.: After realizing the necessary connections, the circuit will have the 
configuration shown in Figure 14.6. 

 

Fig. 14.6 The circuit with the ‘active switches’ 
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Step iv.: We can replace the parallel connection of the voltage and current 
switches by a short circuit and thus simplifying the circuit. Figures 14.7 and 
14.8 show the ‘switched’ circuits that reproduce the matrices given in Ta-
ble 14.2. The switches are presented in two positions, the first, i.e. Figure 
14.7, for the voltage graph and the second, i.e. Figure 14.8, for the current 
graph. 
 

 

Fig. 14.7 The equivalent ‘switched’ circuit for the voltage graph 

E +
-

RT

Cd

Rd

Cc

IRT IRd

ICc

ICd

 

Fig. 14.8 The equivalent ‘switched’ circuit for the current graph 

It was shown in [16] and in [18] that the behavior of such ‘active switches’ can 
be emulated by using norators and nullators, see Table 14.3. Thus, these ideal 
elements can be used to construct a circuit which is equivalent to the original LC-
filter with losses. Figure 14.9 presents the obtained nullator/norator based circuit. 

 
B- The “simplified” serial RLC-filter 

Each cotree element which has different rows in the RC
V
TB )( and RC

I
CT )(  needs at 

most two pairs of switches, as shown in Figure 14.5. It is to be noted that if we 
wish to have a simpler circuit, than we have to reduce the number of these rows, 
but at the expense of reducing the Q value. 
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Table 14.3 Two-graph equivalents of nullators and norators 

 Symbol 
Position

Current graph Voltage graph 

Nullator 

Norator 

 

 

Fig. 14.9 The equivalent circuit using nullators and norators 

Table 14.4 shows a modification that will result in the elimination of one pair 
of switches. 

Table 14.4 RC
V
TB )(  and RC

I
CT )(  matrices for the simplified version of the lossy serial 

RC-filter 

 E VRT VRd 

VCc -1 1 1 

VCd 0 1 0 

(a): 
RC

V
TB )(  

 IE IRT IRd 

ICc -1 1 1 

ICd 0 0 -1 

(b): 
RC

I
CT )(  
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The signal-flow graph associated with the matrices shown above is given in 
Figure 14.10. 

 

Fig. 14.10 The signal-flow graph of the simplified lossy serial RC-active filter 

In this case, the equivalent impedance (ZLeq) of the designed active inductor has 
the following expression: 

ddTdTLeq CRsRRRZ ++=  (14.4) 

Obviously, the Q factor of this circuit, which expression is given by (14.5), is 
smaller than the one of the first circuit, but the circuit offers a simpler configura-
tion (see Figures 14.8 and 14.9). 

dT

T
dd RR

R
CRQ

+
= ω  (14.5) 

 

Fig. 14.11 The equivalent ‘switched’ (simplified) circuit. (The switches are in the position 
for the current graph) 
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Fig. 14.12 The equivalent (simplified) circuit designed using a nullor 

C- The parallel RLC-filter 
In the same way, let’s consider now the parallel RLC-filter shown in Figure 14.13. 

 

I RC LC CT

 

Fig. 14.13 A lossy parallel LC-filter 

Table 14.5 RC
V
TB )(  and RC

I
CT )(  for the parallel LC-filters 

 VCT 

VI -1

VLc 1 

VGc 1 

(a): 
LC

V
TB )(  

 

 ICT 

I -1

ILc 1 

IGc 1 

(b): 
LC

I
CT )(  
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The fundamental circuit matrix LC
V
TB )(  and the T-matrix LC

I
CT )(  associated 

with this LC-filter can be presented as follows (see Table 14.5), where the induc-
tor and the resistor are considered in the cotree branches and the capacitor in the 
tree branch. (GC=1/RC). 

The signal-flow graph associated with the matrices given in Table 14.5 is 
shown in Figure 14.14. 

 

 

Fig. 14.14 The signal-flow graph associated to the lossy parallel LC-filter 

It is possible to replace the inductor with parallel losses by a combination of 
passive elements, as shown in Table 14.6. 

Table 14.6 RC
V
TB )(  and RC

I
CT )(  for the lossy RC-filter 

 VCT VCd 

VI -1 0 

VGc 1 1 

VGd 1 0 

(a): ( )V
T RCB  

 ICT ICd 

I -1 0 

IGc 1 0 

IGd 0 -1 

(b): ( )I
C RCT  
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The signal-flow graph of the equivalent RC-circuit is shown in the Figure 
14.15. 

 

Fig. 14.15 The signal-flow graph of the lossy parallel LC-active filter 

From the above signal-flow graph we can see that: 

dCdCeq RRsCRZ

111 +=  (14.6) 

Thus, the values of the parallel conductance (Gc) and the inductance (RcRdCd) can 
be set orthogonally and the Q factor is equal to: 

ddCR
Q

ω
1=  (14.7) 

Using the above proposed procedure, the ‘active switches’-based circuit corres-

ponding to the RC
V
TB )(  and RC

I
CT )(  matrices of Table can be constructed as shown 

in Figure 14.16. 

 

Fig. 14.16 The ‘switched’ active circuit associated with the signal-flow graph given in Fig-
ure 14.15 (The switches are in the position corresponding to the voltage graph) 
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In Figure 14.17 we give the nullator/norator based circuit that is equivalent to 
the circuit given in Figure 14.16.  

 

Fig. 14.17 The nullator/norator based equivalent circuit 

D- The “simplified” parallel RLC-filter 
Similarly, as for the serial RC-active circuit, the circuit shown above can be sim-
plified, but at the cost of the Q factor. Table 14.7 shows a modification that will 
result in the elimination of one pair of switches. 

Table 14.7 RC
V
TB )(  and RC

I
CT )(  matrices for the simplified version of the lossy parallel 

RC-filter 

 VCT VCd 

VI -1 0 

VGc 1 1 

VGd 1 0 

(a): ( )V
T RCB  

 

 ICT ICd 

I -1 0 

IGc 1 0 

IGd 1 -1 

(b): ( )I
C RCT  

 
The signal-flow graph associated with the matrices shown in Table 14.7 is giv-

en in Figure 14.18. 
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Fig. 14.18 The signal-flow graph of a simplified lossy parallel RC-active filter 

 

Fig. 14.19 The circuit of a lossy simplified parallel RC-active filter with switches. (The 
switches are in the position corresponding to the voltage graph). 

 

Fig. 14.20 The circuit of a lossy simplified parallel RC-active filter with only one nullator 
and one norator 

 
It is easy to check that in this case we have: 

dCddCeq RRsCRRZ

1111 ++=  (14.8) 

So, the values of the parallel conductance (1/RC+1/Rd) and the inductance (RcRdCd) 
can be set orthogonally, and the Q factor is equal to: 
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ddC CRR
Q

)(
1
+

=
ω

 (14.9) 

Of course, the Q factor of this circuit is smaller when compared to the one given by 
(14.7), but the circuit has a simpler configuration (see Figures 14.19 and 14.20). 

14.3   The Practical Implementation 

The CMOS negative second generation current conveyor (CCII-) given in [14] can 
be used as a circuit that carries out the idea of the nullor, as illustrated in Figure 
14.21. Hence, this CCII- was used in the following example to construct the 
equivalent active circuits. It is to be noted that the AD 844 IC can also be used for 
this purpose. 

 
 

 
zy

x

 

↔ CCII- z
y

x

 

 

Fig. 14.21 The CCII– nullor equivalency 

Example #1 
 

Using the CCII- it is possible to directly realize the above proposed circuits. For 
example, the series lossy simplified circuit, given in Figure 14.12, will have the 
form shown in Figure 14.22. 

CCII-z
y

x

Cd

RdRT

E +
-

CC

 

Fig. 14.22 The serial lossy simplified circuit from Figure 14.12 
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Using expressions (14.4) and (14.5), the proper angular frequency ( 0ω ) and the 

corresponding quality factor Qω0 can be expressed as follows: 

CddT CCRR

1
0 =ω  

(14.10) 
 

)1(
)1(

1
0 a

ab

R

R

C

C

R

RRR

R

CCRR

CR
Q

T

d

d

C

d

TdT

T

CdTd

dd

+
=

+
=

+
=ω

 

where Td RRa = , Cd CCb = .  

Accordingly, the expression of 
0ω  can be written as follows: 

CT CRab

1
0 =ω  (14.11) 

It is to be noted that 
0ωQ depends on the ratio of the values of the circuit’s ele-

ments and not simply on the elements values. 
An examination of (14.10) and (14.11) shows that 

0ωQ  and 0ω  can be set or-

thogonally. (
0ωQ can be set via a and b, while 0ω  can be settled by the product 

RTCC). 
It is easy to verify that if we would like to reach the maximum value of 

0ωQ , 

than we have to choose coefficient a equal to one, i.e. Rd=RT, while coefficient b 
should be as large as possible. 

In the following we give an application example and we show through SPICE 
simulation results, the viability of the proposed approach. 

If we choose f0=50kHz and 5
0

=ωQ , than for a=1, b=(1+a)² Q²ω0=100. In addi-

tion, for RT=5kΩ, we have Rd=5kΩ, pFbRC TC 641 0 ≈= ω , and nFCd 4.6≈ . 

 

V C
c(d

B)

 

Fig. 14.23 SPICE simulation of the circuit of Figure 14.22 
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Using the MOS CCII- adopted in [19], SPICE simulations of the circuit given 
in Figure 14.19 were performed, using the aforementioned components’ values. 
Figure 14.23 shows the corresponding simulations. The deviations in the characte-
ristic from theoretical values are caused by the non-idealities of the CCII-, such as 
finite output and input impedances. 
 
Example #2 
 

Similarly, the parallel lossy circuit given in Figure 14.20 was realized using a 
CCII-. Figure 14.24 shows the corresponding simplified circuits. 

 

Fig. 14.24 The parallel lossy simplified circuit from Figure 14.20 

The corresponding proper angular frequency ω0 and quality factor Qω0 can be 
deduced from (14.6) and (14.7), thus we obtain: 

TddT CCRR

1
0 =ω  

(14.12) 
 

)1(10 ab

a

RRC
CCRR

RR

RR

Q

dCd

CdCd

Cd

Cd

+
=+=ω

 

where a=Rd/RC and b=Cd/CT.  
Introducing, these last values into the expression of ω0, we obtain: 

TCCRab

1
0 =ω  (14.13) 

It is to be noted that 
0ωQ depends on the ratio of the values of the circuit’s ele-

ments and not simply of the elements values. 
An examination of (14.12) and (14.13) shows that 

0ωQ  and ω0 can be set or-

thogonally. 
0ωQ can be set by the values of a and b, while ω0 can be adjusted by 

the product RTCC. 
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It is easy to check that if we would like to reach the maximum value of 

0ωQ than we have to choose the coefficient a equal to one, i.e. Rd=RT while the 

coefficient b should be as large as possible. 
If we choose f0=50kHz and 

0ωQ =0.5, than for a=1, b=(1/4 2

0ω
Q )=1. In addition, 

for RC=50kΩ, than Rd=50kΩ, pFbRC CT 66.631 0 ≈= ω , and 

pFbCC Td 66.63== .  

Figure 14.25 gives the SPICE simulation results of the circuit shown in Figure 
14.24 that is designed using the CMOS CCII- [16].  

 

 

Fig. 14.25 SPICE simulation of the circuit of Figure 14.24 

Example #3 
 

As a more complicated application, let’s consider the lossy ladder fourth order 
band-pass filter shown in Figure 14.26 [20]. Such resistively terminated LC-ladder 
networks have been known to posses very low sensitivities to their passive com-
ponent variations [20]. As a mean of fact, considerable efforts have been spent to 
attempt to simulate these passive networks with active and passive RC elements. 

 

Fig. 14.26 A resistively terminated lossy forth order band-pass LC-filter 

By using the circuits of the lossy serial and parallel RC-active filters, which 
were given in Figures 14.22 and 14.24, we can construct a circuit which is equiva-
lent to the one shown in Figure 14.26. This circuit is given in Figure 14.27. 
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Fig. 14.27 The active resistively terminated lossy band-pass filter 

For the SPICE simulations (given in Figure 14.28), the following values were 
considered: 

a.− Circuit of Figure 14.26: f0=50kHz, Q1=1.5 and Q2=5, C1=C2=64pF, 
L1=L2= 0.158H, R1= 5kΩ, R2=75kΩ. 

b.− Circuit of Figure 14.27:  
  The parallel resonant circuit: f0=50kHz, Q1=1.5, CC1=Ca=64pF, and 

because a=1, then b=1/4Q2
ω0=0.111 and Cd1=b Ca=7.104pF≈7pF, 

RC2=1/ ab ω0CT≈150kΩ, Rd2=150kΩ. 
  The series resonant circuit: f0=50kHz, Q2=5, Cd1=Ca=6.4nF. Since 

a=1, then b=4Qω0
2=100 and Cd2=bCa=64pF, RT1=1/ ab ω0CC≈5kΩ, 

Rd1=5kΩ. 
 
The CMOS CCII- [19] was used to design the circuit of Figure 14.27. Figure 
14.28 shows the corresponding SPICE simulations. 

The deviations in the characteristic from theoretical values are caused by the 
non-idealities of the CC such as finite output and input impedances.  

 

V
ou

t(d
B

)

 

Fig. 14.28 SPICE simulation of the circuit of Figure 14.27 and comparison with the ideal 
results 
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14.4   Conclusion 

A symbolic framework for designing settable series and parallel R-L imittances 
has been presented. The framework is based on the concept of signal-flow graph 
technique in the two-graph version. An important feature of this technique is that 
the circuits with different voltage and current graphs can be described. As a con-
sequence, the method provides a systematic basis for designing setable active  
inductors, i.e. active inductors which inductance and resistance values can be set 
individually. It has been shown that a sufficient set of elements to construct such 
active inductors consists of a number of RC passive elements and a single type of 
active element, the universal active elements. the nullor. These circuits fall into 
two categories. In the first, a circuit is represented by a simple configuration, at 
the cost of the lower value of the Q factor. In the second, the circuit has more 
complicated configuration but the corresponding value of the Q factor is higher.  

SPICE simulation results of a serial, a parallel and a ladder filter were pre-
sented to show the viability of the proposed approaches. 
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Chapter 15 
MIDAS: Microwave Inductor Design 
Automation on Silicon 

Luca Aluigi, Federico Alimenti, Luca Roselli, Domenico Pepe,  
and Domenico Zito∗  

The design of modern radiofrequency integrated circuits on silicon operating at 
microwave and millimeter-waves requires the integration of several spiral 
inductors, transformers and transmission lines, which are commonly not available 
in the process design-kits of the technologies. Moreover, the design and 
simulation of such devices are not addressed adequately by means of systematic 
techniques and automation. 

In this chapter we present the implementation of an auxiliary CAD tool for 
Microwave Inductor Design Automation on Silicon, MIDAS. MIDAS is based on 
VBScripts, exploits commercial simulators and allows us to implement an 
automatic design flow, including three-dimensional layout editing and 
electromagnetic simulations of microwave spiral inductors, transformers and 
transmission lines by means of a systematic approach. A beta version of MIDAS 
for spiral inductors and transmission lines is available under free Creative 
Commons license and can also be downloaded from the website: www.midas-
project.org. In detail, this chapter reports through several examples characterized 
by different design constrains how MIDAS allows us to derive a preliminary 
sizing of the devices on the bases of the design entries (specifications), drawing 
the layers for the specific process design kit, including vias and underpasses, with 
or without patterned ground shield, according to a systematic approach for design 
and simulation, and then launching the electromagnetic simulations. The 
systematic approach implemented by MIDAS has been validated by means of 
experimental verifications of several case studies, showing an effective design 
automation of the microwave inductor and transmission line designs with respect 
to the traditional RFIC design flow. With the present software suite the complete 
design time is reduced significantly (typically 1 hour on a PC based on Intel® 
Pentium® Dual 1.80GHz CPU with 2-GB).  
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This chapter is organized as follows. Section 15.1 reports a short introduction 
to the open challenges and proposed solution. Section 15.2 summarizes the state-
of-the-art design flow adopted commonly by the RFIC design community and 
based on the most widespread commercial CAD tools including both EM and 
circuit simulators. Section 15.3 highlights the design automation operated by 
MIDAS and proposed herein, including script code descriptions and limitations. 
Section 15.4 reports the results achieved for some representative cases of study. 
Finally, the conclusions are drawn in Section 15.5. 

15.1   Introduction 

Thanks to the latest advances in terms of cut-off frequency of active devices in 
silicon microelectronic technologies, radiofrequency integrated circuit (RFIC) 
design is extending to millimeter-wave frequency range [1]. Exacerbated by high 
frequency losses into the silicon substrate, RFIC design is dramatically dependent 
on the quality factor (Q) of passive components (mostly inductors), and by their 
prediction accuracy [2]. In particular, the formulas developed for lower 
frequencies [3] are prone to large deviations from actual performance in the 
microwave and millimeter-wave frequency ranges. Consequently such formulas 
are insufficient in order to carry out accurate designs [4, 5]. For this reason, layout 
editing, electromagnetic (EM) simulations (e.g. three dimensional, 3D) and design 
fine-tuning are essential to predict accurately and improve the inductor 
performance. However these crucial design steps lead to extend considerably the 
time and efforts required for the entire design of circuits and systems. 

EM design of inductors lacks of systematic techniques, leading to significant 
design challenges. The main limitations are due to the computing time and 
hardware resources required by EM simulation tools, which make the design fine 
tuning very time consuming. For instance, some tools [6, 7] provide equivalent 
circuit extracted from the layout, circumventing the need of EM simulations. 
Another time-consuming design step is the inductor layout drawing within the 
design and simulation environments. Typically the layout drawing lacks of 
automation, contributing to increase the design efforts and time. Some tool 
focused on specific purposes has been proposed in this regard, such as CYCLONE 
[8] aiming at the automatic design and layout of RF LC oscillators. 

In response to the needs of systematic and automatic design approaches, in this 
chapter we propose an auxiliary software suite for Microwave Inductor Design 
Automation on Silicon, namely MIDAS, based on scripts and commercial 
electromagnetic (EM) simulators. In particular, the tool is based on VBScript 
(Visual Basic Scripting), a “lightweight” interpreted script language developed by 
Microsoft as a subset of Visual Basic programming language. VBScript can be 
executed in a wide variety of Microsoft host environments as well as in third party 
environments, allowing the embedding of the scripts in other programs, such as 
several commercial EM simulators. In particular, MIDAS allows the design 
automation of microwave spiral inductors, transformers and transmission lines 
within commercial CAD environments. A beta version of MIDAS for spiral 
inductors, with or without patterned ground shield (PGS), and transmission lines is 
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available under free Creative Commons license and can also be downloaded [9]. 
In detail, on the basis of the design entry, i.e. specifications, such as inductance 
value, quality factor and operating frequency, MIDAS supports the following 
automatic design steps i) preliminary device sizing, ii) automatic generation of the 
device in the 3D EM simulator according to a systematic approach for design and 
simulation, iii) launching of the EM simulation and iv) layout drawing for GDS-II 
importing into the Cadence-Virtuoso design environment. 

15.2   State of the Art for RFIC Design 

In the last few decades, microelectronic design automation engineering provided 
several accurate automatic CAD tools for design analysis and synthesis both for 
front-end and back-end design phases, which include advanced techniques  
for accurate parasitic extractions, sensitivity analyses, routing, optimization, etc. 
[10-13]. Significant advances have been made also by electromagnetic design 
engineering, providing CAD tools capable of solving the typical EM problems of 
interest in IC design with adequate accuracy [14]. Microwave integrated circuits 
design is characterized by a limited number of active devices (with respect to 
mixed-signal and digital circuit design) and the EM design challenges are 
typically predominant. 

As for the EM design, typically limited to passive microwave devices for 
silicon technologies, we can distinguish between two primary classes of 
simulation tools on the basis of the level of abstraction: schematic and full-wave 
simulators [15]. The former (i.e. schematic simulator) offers a limited number of 
predefined devices such as transmission lines, junctions, etc. Such devices are 
described by parametric models and therefore schematic simulators are very fast, 
but affected by the accuracy of model equations that often have a quite narrow 
range of validity. Outside the validity range, the results may experiment large 
inaccuracy, thus resulting unreliable. For this reasons, schematic models of 
passive devices, if available, can be used to determine an initial device sizing as 
the base for next EM design steps. The latter (i.e. full-wave simulator) allow us to 
overcome the limitations of schematic models, by solving numerically the 
Maxwell’s equations. However this is carried out at the expenses of a high 
computational complexity, i.e. larger hardware resources and simulation time. 
Several techniques have been developed by exploiting numerical approximations 
and theoretical assumptions. The most widespread commercial full-wave 
simulators are based on Method of Moments (MoM) and Finite Element Method 
(FEM) (both operating in the frequency domain) and Finite-Difference Time 
Domain (FDTD) (operating in the time domain). Meshing in MoM is limited to 
conductors only, which are typically reduced to bidimensional domains (2D), i.e. 
surfaces, whereas meshing in FEM and FDTD is typically applied to the entire 
three-dimensional (3D) domain. In general, 2D EM simulations are characterized 
by shorter simulation time, lower computational efforts, but also lower accuracy 
with respect to 3D EM simulations. EM simulations, when conditioned properly, 
ensure accurate and reliable results in good agreement with measurements.  
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Assuming that the first-guess circuit design is satisfied by basic a resistance-
inductance (RL) series model of inductors, the first EM design step will be the 
preliminary sizing of the inductor (see Fig. 15.2). 

 

 

Fig. 15.2 Typical EM design flow on silicon 

The preliminary inductor sizing may be based on approximate closed-form 
analytical equations, which can provide an initial design space exploration [16]. 
More accurate models based on π-model equivalent circuits could be used [17-25]. 
Such models proposed in the literature may be derived by numerical techniques 
(fitting procedures) or physical models. A deep discussion on such models is 
beyond the scopes of this paper; however, a summary of effective models is 
reported in Table 15.1. Moreover, it is worth saying that in spite of such models 
could be exploited to provide more accurate sizing of the preliminary inductor 
design, it is a common approach to skip such task and focus the design efforts 
directly on full-wave EM simulations.  

Therefore, assuming that 3D EM simulator is the appropriate design tool for the 
next step, the designer must define therein the typical process cross section, draw 
the device geometry, set the boundary conditions, excitations and desired outputs, 
and finally launch the simulation. When the device meets the specifications, 
typically after a significant number of iterations and fine tuning of the geometry, 
the next design step is the layout drawing and S-parameters exporting for the 
subsequent importing into the IC design environment and the completion of the 
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RFIC design flow including parasitic extractions and post-layout simulations (see 
Fig. 15.1). It is worth mentioning that, in principle, the completion of the RFIC 
design flow could require additional fine tuning of the EM design, leading to 
additional refinement cycles (i.e. design, measurements and redesign). More 
importantly, note that these typical design phases involving separately EM and IC 
design environments lack of automation (i.e. integrated software suite) so that it is 
entirely supported by means of designers’ efforts. 

Table 15.1 Equivalent circuit models of integrated inductor on silicon 

Ref Skin and 
proximity effects 

Capacitive 
coupling 

Inductive 
coupling 

Distributed 
effects 

Frequency 
independent 

[4] yes yes no no yes 
[17] yes yes yes yes yes 
[18] yes yes yes yes yes 
[19] yes yes yes no no 
[20] yes yes no no yes 
[21] yes yes no yes yes 
[22] yes yes no yes no 
[23] yes yes yes yes yes 
[24] yes yes yes yes yes 
[25] yes yes yes yes yes 

15.3   Proposed Methodology 

The proposed tool for the Microwave Inductor Design Automation on Silicon 
(MIDAS) allows the designers to generate automatically the layout of the inductor 
in the EM design environment, set and launch simulations. Moreover, MIDAS 
provides also the support for the initial design of the inductor by evaluating 
geometric options on the basis of the performance requirements in terms of L and 
Q, and provides also the approximate equivalent π circuit of the inductor.  

More in detail MIDAS is a software suite consisting of four tools described 
hereinafter, each independent and designed in order to support a specific design 
step. The first version of the tool takes into account two possible geometries for 
inductors: i) octagonal symmetric and ii) square. The tools Geometric Calculator 
and LQR Calculator allow the user to determine the geometric values, which suit 
with the design constraints. EM Structure Simulator is useful to generate the 
layout of the inductor. Equivalent Circuit Extractor extracts the equivalent π 
model, based on the Y parameters computed by the full-wave simulator. 

15.3.1   Geometric Calculator 

Geometric Calculator offers to the users the possibility to identify the geometric 
values of the preliminary device, which may potentially provide the desired 
inductance. This is currently limited to octagonal and square spirals. The 
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prediction formulas used do not account for the technology process (the inductors 
are supposed to be in air, i.e. εr≈1). Considering the losses in the silicon substrate, 
it is evident that these prediction formulas provide only low-frequency 
approximations for very preliminary device sizing.  

The output data set of this tool is an Excel spreadsheet. Therefore Microsoft 
Excel must be available in the computer in which MIDAS is running. The core of 
Geometric Calculator is a series of conditional statements if ... then performing 
nested sweeps of the four characteristic geometric parameters of spirals, such as 
number of turns (N), width (w), spacing (s) and outer diameter (dout), as reported in 
Table 15.2. The output data are the set of such parameters (N, w, s and dout), which 
may provide the desired inductance specified by the user (i.e. design entry) 
calculated by Geometric Calculator according to equation (1). For sake of clarity, 
the start, stop and step values in Table 15.2 can be easily modified in future 
versions. 

Table 15.2 Sweep parameters in Geometric Calculator 

Parameter Start Stop Step 

Number of turns (N) 1 3 0.25 

Width (w) 1 µm 20 µm 1 µm 

Spacing (s) 1 µm 10 µm 1 µm 

Outer diameter (dout) 30 µm 200 µm 1 µm 
 

On the basis of the settings in Table 15.2, Geometric Calculator can cover the 
range of inductances from about 0.1 to 5 nH according to the following 
approximated formula [26]: 
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The coefficients c1, c2, c3 and c4 given in Table 15.3 allow the formula to be 
adapted to both octagonal and square spiral inductors. 
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Table 15.3 Values of the coefficients 

Layout c1 c2 c3 c4

Square 1.27 2.07 0.18 0.13 

Octagonal 1.07 2.29 0 0.19 

For instance, we ran Geometric Calculator for a required inductance value of 
1.2 nH. The output spreadsheet reports 239 different geometries for octagonal 
inductor and 764 for square inductor. The running time is about 15 seconds on a 
pc based on Intel® Pentium® Dual 1.80 GHz CPU with 2-GB RAM. One of the 
solutions for square spiral is given by N=2.25, s=5 µm, w=10 µm and dout=154 
µm. Assuming such a geometry for the hypothetical preliminary design, the outer 
diameter could be rounded to 150 µm. As it will be shown in the following 
sections, the design solution above has been implemented on silicon and 
characterized experimentally (see Section 15.4.1). 

15.3.2   LQR Calculator 

The LQR Calculator allows us to achieve a preliminary and rough evaluation of 
the value of inductance, series resistance and quality factor of an integrated 
inductor on silicon. 

 

 

Fig. 15.3 Simplified cross-section of the silicon die. Only the parameters used by the tool 
are highlighted. This approximation does not consider the isolation layer on top since its 
contribution is typically negligible and packaging (if any). If the oxide is made of different 
oxide layers with different dielectric constant, a typical simplification consists of 
considering a unique layer with averaged electrical properties. 

The user provides the geometric values of the spiral inductor evaluated 
previously, the type of shape (octagonal or square), the frequency of operation and 
some process-related parameters. In particular, LQR Calculator requires the 
insertion of the geometric and electrical properties of the metal layers used for  
the implementation of spirals, the oxide layers and substrate. The notation used for 
 

 



15   MIDAS: Microwave Inductor Design Automation on Silicon 345
 

 

Fig. 15.4 Input window of the LQR Calculator 

the geometry of the process cross section is reported in Fig. 15.3, whereas the 
input window is shown in Fig. 15.4. 

The output data are the results of the calculations derived for equations (15.1), 
and the following (15.6) and (15.11) [26-28]: 

                                          (15.6) 
where 

                                              (15.7) 

                             (15.8) 

where tM2 and σM2 are the thickness and conductivity of the top metal layer, δ is the 
skin depth and l is the length of the spiral given by: 
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where NSIDE is 4 for square inductors and 8 for octagonal inductors. Using the 
relations (15.1) and (15.6), we can evaluate the quality factor by the following 
equations [28]: 

                   (15.11) 

where 

                               (15.12) 

                                 (15.13) 

Figure 15.4 shows the input window of the LQR Calculator tool. The particular 
case of the square inductor with the geometry chosen in the previous subsection 
(N=2.25, s=5µm, w=10µm and dout=150µm) is reported. The inductor is designed 
in 0.35μm BiCMOS technology by Austriamicrosystems (AMS) for operating 
frequencies in the range 5-6 GHz. The simulation time is approximately one 
second on a PC based on Intel® Pentium® Dual 1.80GHz CPU with 2-GB RAM. 
The LQR provides the following preliminary values: L=1.08nH, Q=8.63 and 
R=3.91Ω. 

15.3.3   EM Structure Simulator 

The EM Structure Simulator tool requires that the user specifies the shape, i.e. 
square or octagonal, of the spiral inductor and if it is with or without patterned 
ground shield (PGS). In other terms, there are four possible combinations (square 
with and without PGS, octagonal with and without PGS). For each of those 
selections, MIDAS launches a VBScript routine which guides the designer 
through the setup and execution of the EM simulation by means of High 
Frequency Structure Simulator (HFSS) by ANSYS. HFSS is a 3D full-wave EM 
simulator offering different simulation domains. In particular, we will consider 
HFSS based on FEM and operating in frequency domain [29]. HFSS generates 
appropriate meshing (typically derived to be consistent and accurate at the highest 
frequency of the sweep interval, i.e. stop frequency) and solves numerically the 
EM problem for each single point of the frequency sweep. It is worth mentioning 
that the script can easily been adapted to other full-wave simulators commercially 
available. 

Therefore, EM Structure Simulator requires specifying the number of dielectric 
layers of the technology process. The electrical and geometrical parameters 
(conductivity, permittivity and thickness) can be added one by one (starting from 
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the bottom, i.e. from the substrate). The next step consists of specifying 
geometrical and electrical parameters (conductivity, thickness and position on the 
vertical axis) of the metal layers for spirals and underpasses (typically by using the 
topmost metal layers) and the metal layer used for implementing the ground ring. 
Then the user has to provide the characteristic geometric values of the spiral 
inductor. 

It is worth mentioning that a one to one correspondence between process 
geometry and structure described within the EM simulator is not possible in 
practical cases, since it would lead to smaller unit cell size and then a dramatic 
increase of the number of mesh cells, leading to a huge computational complexity, 
typically unfeasible on common workstations. Therefore, a reduction 
(simplification) of the geometrical details is required for the description within the 
EM structure simulator. MIDAS takes into account the most common work 
hypotheses adopted by the scientific community and supported by our common 
good practice [30] as highlighted in the following sections. 

Once all these data are given, the automatic layout generation can start. This is 
the point in which MIDAS provides a significant contribution to the overall design 
automation. In fact, the designer could spend a considerable amount of time (e.g. 
several hours) in drawing manually the complete structure and setting up the 
simulation environment. In MIDAS this operation is automatic and takes only few 
minutes to be completed. This is the most significant innovation of the design 
approach introduced by MIDAS. The tool draws the entire cross section of the 
layer stack and adds an additional layer of air on top having a thickness (ta) 
proportional to the frequency operation (typically ta=λ0/10, where λ0 is the 
wavelength at the central frequency f0). The box horizontal sizes (x and y) are 
proportional to the outer diameter of the spiral drawn (xside = yside = 2·dout). These 
general settings are highlighted in Fig. 15.5. 

Surrounding the inductor there is a ground ring made out of the lowest metal 
level available in the technology, which acts as the path for the return current in 
the structure. The ring is also connected to the Si substrate using a number of vias 
(contacts). The ground ring has a square shape with characteristic size 
dring=dout+2s in case of octagonal spirals, whereas dring=dout+4w+2s in case of 
square spirals. The PGS is made of a number of strips (typically polysilicon) 
proportional to the dimensions of the ground ring: Nstrips=(dring / 2·s)-3. The width 
of each strip and the spacing between them is equal to s. It is worth saying that 
typically the PGS is realized by using much finer geometries (strip width is maybe 
be even 1 µm or smaller), but the proposed geometrical simplifications represent a 
good tradeoff between description accuracy and computational complexity (i.e. 
simulation time). 

The spirals are made of the topmost metal layer, where the underpasses are 
made of the underneath metal layer. The bottom metal layer is used for the 
realization of the ground ring, both for spirals with and without PGS. Contacts1 
are added from the ground ring to the substrate or from the ground ring to the PGS 

                                                           
1 In the current systematic settings, the geometry of contacts has been simplified in order to 

reduce the mesh requirements and an average resistivity has been considered in order to 
provide the same overall resistance of the real case. 
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and from the PSG to the substrate (see Fig. 15.5(c)), which is assumed to be the 
first technology layer entered by the user, i.e. Layer0. The other layers are then 
numbered progressively. Note that there is not an upper limit to the number of 
layers to be drawn by MIDAS. The user enters this number. 
 

 

 
(b) 

 
(a) (c) 

Fig. 15.5 General EM settings in MIDAS. Example of an octagonal spiral inductor with 
PGS in a commercial 0.25µm BiCMOS process. The inductor has the following 
characteristic parameters: N=4, s=4 µm, w=12 µm and dout=220 µm. As can be seen, the 
vertical (axis z) dimension of a typical (Bi)CMOS process is dominated by the height of the 
substrate, which is the bottom layer (tagged as Layer0 by MIDAS). 

Once the steps above have been completed, the designer must set up the 
excitation ports before the EM simulation has place. HFSS allows the use of two 
kinds of ports, lumped port and wave port. In case of lumped port the excitation is 
applied to a specific point of the device as a voltage or current, as reported in Fig. 
15.6(a). In case of wave port instead, the excitation is a quasi-TEM wave 
supported by microstrip line. This is applied to a proper lateral area of the 
simulation box, which includes the metal layer and the reference ground plane, as 
illustrated in Fig. 15.6(b). 
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(a) 

 
(b) 

Fig. 15.6 (a) Lumped ports; (b) wave port 

The voltage is a scalar quantity whereas the wave is a vector. Therefore, there 
are substantial differences between lumped and wave excitations. Wave ports are 
typically preferred in case of uniform regions, whereas lumped ports are typically 
preferred in case of non-uniform geometry or material discontinuities, as well as 
in our case. 

Before launching the simulation, the tool requires to specify the central 
frequency f0, and the start, stop and step values in order to identify the frequency 
sweep interval. Once the simulation has been completed, the tool presents the 
resulting graphs for L and Q according to the following expressions [17]: 
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It is worth mentioning that the user could also generate the GDS-II file to be 
imported into the Cadence-Virtuoso layout editor with error-free DRC by means 
of a layer-mapping file. In the current version MIDAS is able to generate error-
free DRC layout only for a specific technology, as reported in [31]. 

 

 

Fig. 15.7 HFSS layout resulting from the EM Structure Simulation tool 

Figure 15.7 shows the output of the EM Structure Simulator tool resulting 
directly from the layout in the HFSS environment. Therein we generated a square 
inductor with PGS by using the geometric values chosen in the previous 
subsections (N=2.25, s=5 µm, w=10 µm and dout=150 µm) for the implementation 
in a 0.35 µm BiCMOS process by Austriamicrosystems (AMS). As result, the 
simulation provided the values of L=1.2 nH and Q=8.4 at 5 GHz. The simulation 
time was about two minutes (excluding the time required for the HFSS simulation) 
on a pc based on Intel® Pentium® Dual 1.80 GHz CPU with 2-GB RAM. 

15.3.4   Equivalent Circuit Extractor 

Once the full-wave simulation has been performed, the designer can automatically 
extract the π circuit model of the inductor (see Fig. 15.8(b)) by means of the 
Equivalent Circuit Extractor tool. This tool provides the outputs on the basis of the 
results of the EM simulation results in terms of two-port Y parameters. It is 
required that Microsoft Excel is installed on the computer where MIDAS is 
running, since the output of this tool is an Excel spreadsheet containing the 
extracted circuit parameters. The extraction procedure performed by MIDAS 
makes use of the method described in [4]. 

Figure 15.9 shows the input window of the tool for two different examples of 
inductors (square in Fig. 15.9(a) and octagonal symmetric in Fig. 15.9(b)). Figure 
15.9(a) is related to the case of study already introduced in the previous 
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(a)

 
(b) 

Fig. 15.8 Typical π models of spiral inductors: (a) asymmetric spiral, (b) symmetric spiral 

subsections, regarding the EM simulation of a square inductor (dout=150 µm, 
w=10 µm, s=5 µm, N=2.25) in a 0.35 µm BiCMOS technology. The result was an 
inductance of 1.2 nH. Equivalent Circuit Extractor provides a π equivalent circuit 
model. The comparison in terms of L and Q between the results of π model and 
EM simulation results is reported in Fig. 15.10. 

Figure 15.9(b) instead is related to a case of study presented in [31], regarding 
the EM simulation of an octagonal symmetric inductor (dout=48 µm, w=2 µm, s=2 
µm, N=2) in a 0.25 µm BiCMOS technology. The result was an inductance of 0.27 
nH. The comparison in terms of L and Q between the π model and the EM 
simulation results is reported in Fig. 15.11. Note that the model is accurate not 
only at the central frequency of 31.4 GHz, but over the entire Ka band. 
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(a) (b) 

Fig. 15.9 Examples of input masks of the Equivalent Circuit Extractor tool. (a) square 
inductor at 5 GHz, (b) octagonal symmetric inductor at 31.4 GHz. 

  

(a) (b) 

Fig. 15.10 (a) L and (b) Q provided by MIDAS for the square inductor (dout=150 µm, 
w=10 µm, s=5 µm, N=2.25) in a 0.35 µm BiCMOS technology. Comparison between the π 
model and EM simulations. 
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(a) (b) 

Fig. 15.11 (a) L and (b) Q provided by MIDAS for the inductor presented in [31]. 
Comparison between the π model and EM simulation results. 

15.4   Experimental Results 

In order to validate MIDAS, we report in this section the results of three relevant 
cases of study for different process design kits. For each case of study, the 
simulation results achieved by following the EM design flow implemented by 
MIDAS will be compared with the experimental results on test-chips. 

15.4.1   Case of Study 1: Square Spiral Inductor in 0.35µm 
BiCMOS Process by AMS 

As a first case of study, MIDAS has been applied to the design of square spiral 
inductors in 0.35 µm SiGe CMOS technology by AMS. The die micrograph is 
reported in Fig. 15.12. 

 

  
(a) (b) 

Fig. 15.12 (a) Die micrograph of the square spiral inductors. (b) Test-structure for de-
embedding. 
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The characteristic inductor sizes are: N=2.25, s=5 µm, w=10 µm and dout=150 
µm. The inductor has been designed over a polysilicon PGS. The implementation 
on silicon includes the test structure (see Fig. 15.12(b)), such as pads and 
additional contact metals from pad to inductor, which are not included in the EM 
design flow within MIDAS. These additional test structures do not represent any 
limitation since the measurement results of the inductor used into the RFIC design 
flow will be derived by using the pad open de-embedding technique [32]. 

Figures 15.13 show the measurement and simulation results for L and Q. Note 
that the measurements and simulations provide a very close result for L. As for the 
Q, the peak is very close (Q=7.8 measured and Q=8.5 simulated), whereas the 
peak frequency exhibits a deviation. 

 

  

(a) (b) 

Fig. 15.13 (a) L and (b) Q for the square inductor (measurement and the simulation results) 

15.4.2   Case of Study 2: Square Spiral Inductor in 65nm CMOS 
Process by STM 

As a second case of study we report the experimental results obtained by M. 
Kraemer et al. in [5]. The measured inductor (about 0.12nH) is realized in a 65 nm 
bulk CMOS technology by STMicroelectronics (STM). The sizes are: N=1.25, 
s=2 µm, w=3 µm and dout=31 µm. The parasitic effects of pads and any other part 
of the structure not included in the EM problem description given by MIDAS have 
been de-embedded from the measurement results. Figure 15.14 shows the output 
of the EM Structure Simulator tool resulting directly from the layout in the HFSS 
environment. In this particular case the structure generated by MIDAS has been 
slightly modified to match the shape of the input terminal of the inductor with the 
geometry of the inductor proposed therein [5]. L and Q achieved by simulations 
and measurements are reported in Fig. 15.15. The square spiral inductor has been 
simulated in HFSS adopting the grounding structure as in Fig. 15.6(a), hereinafter 
refereed as GND#2. Moreover, in order to evaluate the effectiveness of such 
setting of the EM simulator, we report also the EM simulation results achieved by 
using a different grounding structure, namely GND#1, such as reported therein [5]. 
GND#1 is composed by a metallic ground plate made of the bottom metal layer 
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available in the technology process. The ground plate has 80 µm square hole 
centred below the inductor. GND#2 consists of a vertical PEC column connecting 
each port to the bottom (automatically set by HFSS as a PEC) of the substrate box. 

 

 

Fig. 15.14 Square spiral inductor (without PGS) simulated in HFSS within MIDAS design 
flow (i.e. GND#1). The sizes are: N=1.25, s=2 µm, w=3 µm and dout=31 µm. 

 

  

(a) (b) 

Fig. 15.15 (a) L and (b) Q from measurements and EM simulations for the inductor in [5] 

Both the simulated structures present a good agreement with the measurements. 
The simulation results for GND#1, result in a better matching with respect to the 
measured Q. This is in agreement with the fact that GND#1 is very close to the 
grounding structure really implemented in the test chip, and that an accurate 
description of the grounding geometry (i.e. of the ground current return paths) is 
very important in these simulations. 

15.4.3   Case of Study 3: Microstrip Line in 90nm CMOS Process 
by STM 

As a third case of study, the EM Structure Simulator tool setup has been applied to 
simulate a silicon microstrip line fabricated on the 90 nm bulk CMOS technology 
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by STM. The screen shots of the EM structure in HFSS environment are shown in 
Fig. 15.16. Figure 15.17(a) shows the screen shoot in Cadence design 
environment, whereas Fig. 15.17(b) reports the picture of the device realized on 
silicon. 

 

 

Fig. 15.16 Microstrip line on silicon simulated in HFSS within MIDAS design flow. For 
sake of clarity, due to metal density rules in the technology process, the ground plane is 
made of a very fine grid of metal strips so that the uniform ground plane in the EM 
Structure Simulator takes into account averaged electrical properties. 

 

 

(a) (b) 

Fig. 15.17 Microstrip line on silicon: (a) layout in Cadence environment and (b) die 
photograph 
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Note that a microstrip line on silicon substrate can be considered as a particular 
case of square spiral inductor with N=0.25. The sizes of the structure are 
summarized in Table 15.4. The microstrip line is made of the top metal layer and 
the ground plane is made of the bottom metal layer. 

Table 15.4 Geometric values of the microstrip line 

 Lenght [µm] Width 

Line 400 10 

Ground plane 400 250 
 
Figure 15.18 shows a comparison between the measurement and the simulation 

results of the S parameters. Note the good matching between the simulations and 
measurements. 

 

 
 

  

Fig. 15.18 S parameters of the microstrip line. Comparison between the simulation and 
measurement results.  

15.5   Conclusion 

Full-wave electromagnetic simulations provide a high prediction accuracy for the 
design of modern radiofrequency integrated circuits on silicon. Despite the 
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electromagnetic simulation allows us to implement cost-effective design flows 
with respect to prototyping cycles including verification on test-chip, it still 
remains quite time consuming due to the computational complexity and the lack of 
automation. 

This chapter has dealt with the lack of systematic design and simulation 
approaches, and automation. A methodology to automate the design of microwave 
inductor on silicon has been proposed by introducing an auxiliary CAD tool, 
namely MIDAS, which reduces drastically the design time of inductor on silicon. 
Based on full-wave EM simulations, MIDAS allows us to speed up the design 
phase by introducing automatic steps in the electromagnetic design flow.MIDAS 
is based on four different tools, which assist the designer from the design entry to 
the GDS-II exporting by means of automatic design procedures, contributing 
significantly to speed up the entire design flow of radiofrequency integrated 
circuits on silicon in the microwave and millimeter-waves frequency range. The 
tool setting have been presented, discussed and applied to different cases of study. 
The effectiveness of the approach proposed within MIDAS has been confirmed by 
the experimental results on test-chips. 

A beta version of the tool is available to the radiofrequency integrated circuits 
design community. Possible extensions of the EM Design Simulator regard the 
addition of new inductor shapes. Equivalent Circuit Extractor could be enhanced 
by introducing additional automatic plots of the results obtained by the EM 
simulation.  

Finally, it is worth mentioning the overall extension to the automatic design of 
transformers. 

MIDAS is a unique innovative contribution to the microwave inductor design 
automation on silicon, which is particularly helpful for the entire scientific and 
industrial community, as well as in research and education. 

Appendix A 

Consider the π model shown in Fig. 15.8a, the following parameters (not reported 
in the previous sections) can be derived as follows. 

A.1  Series Capacitance 

CS can be derived by using the following expression [33]: 

                                          (15.16) 

where εox is the oxide permittivity and tTM2-TM1 is the oxide thickness between the 
two top metal layers. 
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A.2   Oxide Capacitance 

The parasitic capacitance between the spiral metal and the silicon substrate is 
estimated by the following formula [33]: 

                                         (15.17) 

where tox is the thickness of the oxide between the inductor and the substrate. 

A.3   Substrate Resistance and Capacitance 

The substrate resistance and capacitance are obtained by [33] 

                                                     (15.18) 

                                                (15.19) 

where σSi, hSi and εrSi are the substrate conductivity, height and dielectric constant 
respectively. 
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Chapter 16 
LC-VCO Design Challenges in the Nano-Era  

Pedro Pereira, Helena Fino, Mourad Fakhfakh, Fernando Coito,  
and Mário Ventim-Neves  

Abstract. The progressive scaling of CMOS technology towards nanometre sizes 
has made the implementation of highly integrated systems for the wireless  
communication systems possible. Additionally, higher speed, lower power con-
sumption and area reduction has been reached. Due to the high-density integration 
needs, as well as to low cost fabrication, RF applications, such as the LC-voltage 
controlled oscillator (LC-VCO), are usually implemented in CMOS technology. 
The complexity of designing LC-VCOs has lead to the development of several de-
sign methodologies. This chapter introduces an optimization based methodology 
for the design of LC-VCOs, where its efficiency is granted by the use of analytical 
models to characterize the active and passive elements’ behaviour.  

16.1   Introduction  

CMOS technology has been responsible for the rapid growth of communication 
systems. The demands for new services or functionalities have motivated design-
ers competitiveness in order to provide equipments with ever higher performance 
and lower cost. In fact, and assuming the prediction in related bibliography, during 
the last two decades, the goal for this market has been to reduce both the power 
consumption and price of mobile phones by 30% every year  [1]. 

Due to the high-density integration needs as well as to low cost fabrication, 
fully integrated LC-VCOs applied to RF applications, such as clock generation, 
frequency synthesizers or timing-recovery circuits are usually implemented in 
CMOS technology. Yet, to fulfil the market demands, very stringent design speci-
fications in terms of phase-noise, power consumption or area, among others, must 
 
                                                           
Pedro Pereira . Helena Fino . Fernando Coito . Mário Ventim-Neves 
Faculdade de Ciências e Tecnologia, FCT, Universidade Nova de Lisboa, Portugal 
e-mail: hfino@fct.unl.pt 

Mourad Fakhfakh 
University of Sfax, Tunisia 



364 P. Pereira et al.
 

be attained, leading to the necessity of finding design solutions where technology 
is pushed towards its limits. Furthermore, as device sizes approach the nano scale, 
new phenomena affecting the robustness of the solutions must be accounted for. 
Nonetheless, the technology scaling has lead to a decrease in the supply voltage, 
thus making the analogue design more challenging, since neither a wide range of 
linearity nor full output voltage swing are easily guaranteed  [2]. 

To cope with the complexity of the design, optimization based methodologies 
must be adopted. For the efficiency of the design process, analytical models for 
both passive and active devices must be considered. The characterization of the in-
tegrated inductor has already been addressed in previous publications  [3]- [4]. As 
far as the active devices are concerned, the accurate process-dependent compact 
transistor model EKV, is considered  [5]. 

In this chapter an optimization based methodology for the design of nano-
CMOS LC-VCOs, represented in Figure 16.1, is proposed. In this methodology an 
hierarchical approach is adopted where the optimization of the LC tank is per-
formed and then results are integrated into the overall VCO optimization. From the 
optimization point of view, this methodology poses several challenges. 

The LC-VCO design methodology proposed in this chapter has two major  
advantages. In one hand the use of accurate compact device models, makes the de-
termination of the design parameters very rapid. On the other hand as the model 
elements are exclusively based on technological parameters, the adaptability of the 
design process to new technologies is extremely easy. Yet, additional challenges 
from the fact that the optimization algorithm must be capable of dealing with both 
continuous variables and discrete variables such as the inductor’s geometrical  
parameters and the varactor’s number of fingers. 
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Fig. 16.1 Cross coupled LC-VCO topology 
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For the dimensioning of LC-VCOs, the accuracy of the solution relies on the 
accuracy of models of each element. Even though designers may use very accurate 
models, for predicting the VCO performance, there will always be a certain error 
due to some parasitic effects that appear in the manufacturing process  [6]. For that 
reason a VCO is always tuneable, and varactors must be used as in Figure 16.1. As 
the core of the design methodology relies on the use of compact models for the 
VCO main blocks, special attention is paid to the models adopted. 

In Section 2 this chapter presents a description of the EKV CMOS transistor 
model, as well as a brief depiction of the parameters extraction procedure. In Sec-
tion 3 the CMOS varactor analytical model is introduced. The adopted inductor 
model and its design challenges are offered in section 4. Section 5 and 6 are dedi-
cated to present the proposed LC-VCO design approach and optimization working 
examples, respectively. Finally, conclusions are offered. 

16.2   EKV Transistor Model  

The EKV model has been developed to facilitate the compact modelling and simu-
lation of low voltage devices for application in low power semiconductor tech-
nologies. The main advantage of using the EKV model in the characterization of 
the MOS transistor behaviour relies on the fact that a single accurate expression, 
valid from weak to strong inversion and from linear to saturation region, is used 
 [7]. This characteristic makes the EKV model suitable for analytical design and 
simulation of analogue circuits, allowing a deep insight into the device behaviour. 
The set of equations that makes the EKV model are listed below  [8]- [10]: 
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where UT is the thermal voltage, β0 is a transconductance parameter, Θ is the mo-
bility reduction coefficient, VP the pinch-off voltage and n is the slope factor. 
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is the body effect parameter, 'γ is the 

correct body effect parameter taking into account the device geometry, and φ the 
bulk Fermi potential. 
 

φγφ ++−= togg VVV '  (16.8) 












+










−++−= s

effeff
d

effox

sio V
W

WETA

L

LETA
V

L

LETA

C
φφεεγγ 3'  (16.9) 

 

where Vto is the threshold voltage for VSB = 0 V, εo is the permittivity of free space,  
εsi is the permittivity of silicon, Cox is the gate-oxide capacitance per unit area, Leff 
and Weff are the transistor effective length and width respectively, and finally, 
LETA and WETA are the short channel and narrow width effect coefficients. 

The next section will focus on the EKV DC parameters extraction process,  
giving a clear idea on how to perform it. 
 
 Parameters Extraction 
Although, the analysis and results presented in this section consider an NMOS 
transistor, a similar methodology is perfectly valid for PMOS transistors. 

The very first step on extracting the EKV DC model parameters, is to deter-
mine the specific current, Is, as this information is crucial to correctly determine 
all regions of operation, as well as to obtain the pinch-off voltage characteristic, 
VP = f(Vg)  [11]. Considering a MOS transistor operating in strong inversion, the 
reverse current, Ir, can be neglected and the current Ids may be given by: 
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which means that the specific current can be obtained from the slope of √Ids(Vs). In 
Figure 16.2(a) a typical test circuit for simulating the transistor behaviour regard-
ing Ids, is represented. The current Ids as a function of the source voltage, for dif-
ferent gate voltage values, is plotted in Figure 16.2(b). It is clearly identifiable that 
a similar slope is obtained for all the curves represented in Figure 16.2(b), validat-
ing (16.11). 
 

      
(a) 

     
(b) 

Fig. 16.2 (a). Circuit for specific current extraction, (b). √Ids as function of Vs 

 
The pinch-off voltage, VP, is determined by measuring the source voltage in 

saturation mode, when the transistor current, Ids, is in the order of half of specific 
current, Is  [9]. Hence, in those conditions, the transistor is biased in moderate in-
version region. The use of a simple circuit, similar to the one in Figure 16.2(a), to 
simulate the transistor performance, does not guarantee a constant drain-source 
voltage when sweeping Vg. Therefore a small error arises from the channel length 
modulation, which affects mostly the short-channel devices. The circuit of Figure 
16.3(a) overcomes this issue, where a constant Vds voltage is imposed by means of 
an Op-Amp, and its value is regulated by the resistor R, and the current source IR 
 [9]. The pinch-off voltage obtained by simulation is represented in Figure 16.3(b). 
 

(a) 
 

 (b) 

Fig. 16.3 Circuit for pinch-off voltage (VP), extraction (a), and VP, as function of Vg (b) 
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The first three EKV parameters, Vto, γ and φ, are determined from the previous 
results. The value of the threshold voltage, Vto, is the value of Vg when VP equals 
zero, which is easily obtained by fitting the simulated curve in Figure 16.3(b). The 
values of γ and φ, are extracted by fitting (7)-(8) to the measured characteristic. 

The next set of parameters, β0, Θ, UT, are determined by fitting (4)-(6) to the 
simulated characteristics of the specific current and pinch-off voltage. In our ap-
proach, we have considered the thermal voltage, UT, as a constant given by, 
UT=BT/q, where B is the Boltzman constant, T is the absolute temperature (K) and 
q is the electron charge. 

Finally, to determine the parameters LETA and WETA, two different strategies 
are needed. In one hand, the parameter LETA is obtained through the simulation of 
VP = f(Vg) for wide/short (Wmax, Lmin) transistors. On the other hand, the parameter 
WETA is obtained through the simulation of VP = f(Vg) for narrow/long transistors 
 [10]- [11]. In both situations, the simulated results together with the EKV model 
equations are used for the curve fitting, making possible the extraction of the  
parameters LETA and WETA. 

As a parameters extraction working example, in Table 16.1, the EKV model pa-
rameters obtained for UMC130 technology, and a NMOS transistor with length 
L=0.39µm and width W=50L, are presented. In Figure 16.4, the error between  
the transistor current, Ids, obtained with the EKV model and simulations through 
HSPICE, is plotted. As it is possible to observe, the error range is very  
satisfactory. 

Table 16.1 EKV model parameters 

Vto γ β0 Θ UT φ Weff Leff LETA WETA 

261.5e-3 175.0e-3 31.24e-3 1.394 25.9e-36 778.1e-3 1.94e-5 3.67e-7 6.85e-3 1.15e-6 

 

Fig. 16.4 Transistor Ids error between EKV model and simulation (HSPICE) results 
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16.3   CMOS Varactor Analytical Model 

In an LC-VCO, the tank circuit is of major importance since it is responsible for 
producing the required oscillatory signal. Moreover, the varactor is the element 
which gives the oscillator the capability of being tuneable. In this section a 
mathematical model for the CMOS varactor characterization is presented. This 
model has two main advantages. Firstly, the analytical model for the varactor ca-
pacitances is based on process and technological parameters, avoiding the unde-
sired empirical/fitting factors. Secondly, the analytical transistor model, which is 
needed to determine the transistor current, is the well know EKV model, guaran-
teeing the accuracy of the results for low-voltage circuit design. 

The EKV transistor model is suitable to perform the automatic CV-
characterization of varactors, due to reduced number of parameters as well as the 
continuity of the model. According to  [12], the intrinsic capacitances of a varactor 
are obtained through the relative variation of the nodes charge against the node 
voltage, obtained by: 
 

yxxy VQC ∂∂±=      with     BSDGyx ,,,, =  (16.12) 
 

In a varactor, the total capacitance is usually referred to as the gate capacitance, 
since the drain, source and bulk are connected to a fixed voltage, which allows ne-
glecting the drain/source – bulk capacitance. Additionally, overlap and fringing 
capacitances – extrinsic capacitances, Cextrinsic – must be accounted for. The varac-
tor total capacitance can be obtained through 
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In  [12] and  [13] simplified expressions to determine each of the intrinsic capaci-
tances are proposed. The varactor intrinsic capacitances are obtained through the 
following set of equations: 
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where Irev and Ifor are the normalised reverse and forward current, respectively; nq 
is the slope factor, γ is the body effect parameter, and VP is the pinch-off voltage, 
obtained by 
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In nano-CMOS technologies, besides the intrinsic capacitances, the extrinsic 
(parasitics) capacitances may be a major player in the varactor total capacitance. 
In the extrinsic region the capacitance is bias dependent, and thus essentially in-
fluenced by the gate voltage  [14]. The extrinsic capacitance may be determined 
by: 
 

( ) ( )( )ofgifgovextrinsic CVCVCC ++≈ 2  (16.22) 
 

In (16.22) Cov(Vg) is the parallel plate capacitance associated with the electric field 
in the gate-to-drain/source overlap region; Cif(Vg) is the inner fringing capacitance 
associated with the inner electric field emerging from metallurgical junction 
source/drain to the underside of the poly-gate. Cof is the outer fringing capacitance, 
independent of the gate voltage, related to the electric field emerging from the 
sidewall of the poly-gate, ending at the source/drain region  [14]. The gate overlap 
capacitance is here defined as in (16.23), where Lov is the effective diffusion 
length. 
 ( ) ( )govoxgov VLCVC ⋅=  (16.23) 
 

Concerning the fringing capacitances, the model proposed in  [15] is adopted. For 
the inner fringing capacitance the equation proposed for nano technologies, does 
not account for the bias dependence. Since this capacitance is strongly influenced 
by the gate voltage, a more accurate expression is presented in  [14], where: 
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The outer fringing capacitance is bias voltage independent, and may be calculated 
by: 
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Figure 16.5 shows the characteristic of an inversion MOS varactor (I-MOS) – a 
transistor with B=D=S, working only in the strong, moderate and weak region – 
obtained with the proposed varactor analytical model, for different tuning volt-
ages, namely 0.2V (I), 0.4V (II) and 0.6V (III), against simulations obtain with 
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HSPICE (+) software. The relative error for the mean capacitance was less than 
4% in all cases. For those examples, the UMC130 CMOS technology, a transistor 
width of 10 µm and length of 0.8 µm, with a supply voltage of 1.2 V, was consid-
ered. The results in Figure 16.5 show the accuracy of the varactor model thus 
guaranteeing its adequacy to be integrated in an optimization based design tool. 
 

Fig. 16.5 Tuning characteristics for an I-MOS varactor 

16.4   Spiral Inductor Model 

The efficient design of on-chip planar inductors, Figure 16.6(a), is still a challeng-
ing task, since it relies on the availability of accurate models. When modelling an 
inductor, there are three major sources of losses that must be accounted for. 
Namely, the series resistance of the inductor, which depends on geometric and 
technological parameters, such as the inductor length, eddy currents and the skin 
effect at high frequencies, the capacitive coupling between metal and substrate, 
and the power losses due to eddy currents in the substrate. 

The double π-model has been proposed with the aim of overcoming the lack of 
accuracy of results obtained with the single π model for frequencies above 1 GHz. 
This limitation stems from the fact that the analytical expressions for the evalua-
tion of the π-model lumped elements do not take into account some high fre-
quency effects, such as skin and proximity effects  [16]. 

The double π-model is represented in Figure 16.6(b). This model uses a wide 
range of equations for evaluating the inductor model lumped element values. In 
spite of the complexity of the model, this equivalent circuit model considerably 
reduces computation time, when compared to electromagnetic simulation, and 
supports optimization design. In the double π-model, it is not possible to charac-
terize the inductor quality factor (Q) with a single equation, as for the π model. 
Here, circuit analysis is needed, such as Kirchhoff’s laws and electromagnetic  
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induction theory, for obtaining the value of the input impedance of the one port 
circuit, and then Q can be calculated. 

For the evaluation of the double π-model, the set of equations used can be di-
vided in three blocks; DC inductor parameters, Substrate Network and Ladder Cir-
cuit elements, respectively. Some of those elements such as L0 and Lp, depend on 
the inductance value at low frequencies (DC analysis), Ldc, where parasitics do not 
affect the inductor behaviour. For the estimation of the spiral inductance, Ldc, sev-
eral approximate formulas can be found in the literature, such as the Modified 
Wheeler equation or the Greenhouse Approximation of Grover  [17]. Regarding 
the model capacitors, Cs accounts for all overlap capacitances whereas Cox and Cc 
account for the parasitic capacitances between the metal-substrate and metal-to-
metal. The values for these capacitances may be evaluated with the expressions 
proposed in  [18]. Concerning the substrate elements, the Ohmic losses in the con-
ductive silicon substrate as well as capacitive effects are encapsulated in Rsub and 
Csub. Another resistor, Rsc represents the losses due to the electric lines through the 
conductive substrate. The values for these elements are obtained with the set of 
equations proposed in  [16]. Finally, and considering the Ladder circuit elements, 
in  [16] and  [18] is offered the range of equations necessary for the computation of 
the extra elements behaviour. 
 

 
(a) 

 
(b) 

Fig. 16.6 Layout of a square planar inductor (a), Inductor double π model (b) 
 
 Model Evaluation 
As previously pointed out, a single expression for obtaining the inductance and 
quality factor, cannot be derived. Furthermore, a fully symbolic characterization is 
also not easily generated, so a semi-symbolic approach is considered. Also a 
nested-equation approximation is used where the intermediate variables consid-
ered are  [3]: 
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yielding the circuit admittance matrix represented beneath 
 

 
 
Reducing the circuit to its one port equivalent, with the right-side terminal 
grounded, the input impedance is calculated, Zin, and then the inductance value, L, 
and the quality factor, Q, are obtained by: 
 

( ) oin fZmL π2ℑ=  (16.38) 
 

where f0 is the oscillation frequency, and 
 

( ) ( )inin ZeZmQ ℜℑ=  (16.39) 
 

In Figure 16.7 the performance of a four turn inductor obtained through the double 
π-model and results from  [19] are illustrated. Regarding the qualitative behaviour 
of both curves, a good correspondence was achieved. 
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Fig. 16.7 Inductance and Quality Factor plot for a 4-turn inductor 

16.5   LC-VCO Design Approach 

When designers have in hands the task of designing a VCO, one of the main chal-
lenges is to obtain results between simulation and on-chip measurement as close 
as possible. Most of the LC-VCO designs have as main criteria to achieve both 
minimum phase noise and minimum power consumption for a certain oscillation 
frequency. In a very simplistic point of view, for a specified frequency, the design 
problem to be worked out is the sizing of all the elements of the LC-VCO. How-
ever some trade-offs regarding the LC-VCO specifications, make the design more 
and more challenging, becoming a perfect candidate for optimization based de-
sign. For instance, if low power consumption is desired, a low bias current must 
be delivered to the circuit. Yet, parasitic effects will have a major role in circuit 
behaviour, yielding to the degradation of phase noise. On the other hand, if low 
phase noise is required, high output voltage swing is desired. To achieve this goal, 
either the power consumption increases or the VCO tuning range shrinks, due to a 
higher inductance. 

In this Section an optimization-based LC-VCO design methodology, for the to-
pology represented in Figure 16.1, is proposed. The optimization-based design 
flow for the proposed methodology is illustrated in Figure 16.8  [20]. Having in 
mind the oscillator topology represented in Figure 16.1, for a given set of specifi-
cations, the design process starts with the design of the active elements, by fixing 
the DC bias current, since it is the main dominant contributor to the phase noise. 
The following step aims to optimize the LC tank design. This process starts with 
the optimization of the inductor layout for a fixed inductance, and then the varac-
tor is determined, aiming to maximize the tank quality factor. Finally, the envis-
aged circuit phase noise and power consumption are validated by means of a  
figure of merit, FoM. 

In previous sections a detailed insight to analytical models of each element of 
the LC-VCO was offered. Finally, a last set of equations, concerning the full cir-
cuit characterization is offered. The oscillation frequency, f0, of the LC-VCO is 
given by: 
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where Ctank takes into account both the varactor capacitance, as well as the active 
elements output capacitance, and Ltank is the inductance of the on-chip inductor. 
The differential output voltage, 2Vtank, is calculated by: 
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Where 

 

Fig. 16.8 LC-VCO design flowchart 
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where gind, gvar, gds,p/n are the inductor, varactor and output conductances, respec-
tively. 

Phase-noise is an elementary characteristic of a VCO that reflects the purity of 
the oscillation signal in the vicinity (∆f) of the oscillation frequency f0, and is ob-
tained through  [21]: 
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where gd0 is the drain conductance when VDS=0, and  γnf is the excess noise factor. 
Lastly, the figure of merit, FoM, is given by: 
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where Pdc is the dc power dissipated in the oscillator. 

16.6   Design Results 

The present work shows an LC-VCO obtained with the proposed methodology. It 
was implemented in Matlab and uses the Genetic Algorithms (GA) toolbox. In this 
section the design of three LC-VCOs for operating frequencies of 1.0, 1.5 and 2.2 
GHz in UMC130 technology are addressed. The proposed design methodology 
approach deals with three major optimization processes: the inductor optimization, 
the varactor optimization, and the LC-VCO performance optimization, regarding 
phase noise and power consumption. 

For the planar inductor design, the methodology adopted aims to achieve a 
technology/topology-aware solution. Also to be accounted for is the discrete na-
ture of the design variables, as well as, the correlation between them. The design 
concerns the evaluation of four independent parameters, namely the track width 
(w), the number of turns (n), inductor shape (Nside), and the internal diameter (din). 
The inductor design methodology adopted in this work follows  [3] and  [20]. 

The design of the varactor concerns the evaluation of three independent pa-
rameters, namely the transistor width (W), the transistor length (L) and the number 
of gate fingers (Nf). The GA optimization algorithm deals with both continuous 
and discrete variables. The transistor width and length are considered as continu-
ous variables, but the number of gate’s fingers is an integer value. Technological 
and physical parameters, optimization constraints, as well as the optimization ap-
proach, are presented in  [22]. 

Regarding the LC-VCO performance, the optimization objective functions are 
the minimization of both the phase noise and the power consumption. The VCO 
envisaged characteristics and parameters range are given in Table 16.2. The re-
sults obtained with the proposed methodology as well as those obtained through 
HSPICE/RF simulations, are presented in Table 16.3, showing a quite good 
agreement between predicted and simulations results. The dimensions of the tank 
elements, obtained through the optimization design procedure, are shown in Table 
16.4. In Figure 16.9 the VCO output signals for an oscillation frequency of 1.5 
GHz are presented. The output signal oscillates between 1.11 V and 0.61 V, which 
represents a tank output swing of 0.50 V. 
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Table 16.2 LC-VCO Characteristics 

Center frequency  (f0  /  ∆f) 1.0, 1.5, 2.2 GHz  /  1 MHz 

Bias current 0.5 mA  –  5 mA 

Output voltage swing VDD/8  –  VDD/2 

Transistor width 3Lmin  –  1000 µm 

Tank inductance - L 1 nH  –  10 nH 

Tank capacitance - Cvar 0.5 pF  –  10 pF 

CLoad 1 pF 

Table 16.3 Optimization vs. Simulation results  

 1.0 GHz 1.5 GHz 2.2 GHz 

 Optim Hspice Optim Hspice Optim Hspice 

Ibias (mA) 1.00 1.05 1.30 1.36 1.20 1.26 

Wp (µm) 217.8 - 283.0 - 261.4 - 

Wn (µm) 88.6 - 115.5 - 106.4 - 

Wb (µm) 78.6 - 102.2 - 94.3 - 

Ltank (nH) 7.0 - 2.5 - 3.0 - 

Ctank (pF)  4.40 4.44 5.90 5.96 0.625 0.634 

Tank Q 7.50 - 11.67 - 9.82 - 

VoutAmp(V) 0.16 0.18 0.22 0.25 0.27  

Pdc (mW) 1.20 1.25 1.56 1.60 1.44 1.50 

f0 (GHz) 1.01 0.95 1.50 1.35 2.20 1.95 

L{1MHz} (dBc/Hz) -115.5 -116.2 -131.3 -112.9 -117.7 -118.1 

FoM (dBc/Hz) 174.7 174.8 192.9 173.5 183.0 182.1 

Table 16.4 Tank inductor and capacitor dimensions  

  Planar Inductor Varactor 

 
Width 
(µm) 

Din 
(µm) Nturns Nside 

Width 
(µm) 

Length 
(µm) Nfingers 

1.0 GHz 
(7.0 nH / 4.40 pF) 

9.50 137.50 4.5 4 483.0 1.25 198 

1.5 GHz 
(2.5 nH / 5.90 pF) 

15.50 180.75 2.5 6 642.0 1.45 198 

2.2 GHz 
(3.0 nH / 0.63 pF) 

10.50 192.25 2.5 8 84.7 0.94 52 
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Fig. 16.9 LC-VCO output signal (Vout1 and Vout2) @1.5GHz with indication of signal pe-
riod and output swing 

16.7   Conclusions 

This chapter introduces an optimization based methodology for the design of LC-
VCOs. The efficiency of the design process is granted by using analytical models 
to characterize the active and passive elements’ behaviour, which offers an ex-
tremely easy adaptability of the design process to new technologies. 

The design of LC-VCO is supported by a Genetic Algorithms optimization 
methodology, which is able to deal with both continuous and discrete variables, 
making possible to satisfy both technological and layout constraints. A set of  
design examples showing the design of three VCOs for different oscillation fre-
quencies were considered. The feasibility of the obtained design solutions is high-
lighted via comparison with simulated results. 
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