Following Human Mobility Using Tweets

Mahdi Azmandian, Karan Singh, Ben Gelsey,
Yu-Han Chang, and Rajiv Maheswaran

Information Sciences Institute
University of Southern California
Marina del Rey, CA 90292
{azmandia,karans,gelsey}Qusc.edu,
{ychang,maheswar}@isi.edu

Abstract. The availability of location-based agent data is growing
rapidly, enabling new research into the behavior patterns of such agents
in space and time. Previously, such analysis was limited to either small
experiments with GPS-equipped agents, or proprietary datasets of hu-
man cell phone users that cannot be disseminated across the academic
community for followup studies. In this paper, we study the movement
patterns of Twitter users in London, Los Angeles, and Tokyo. We cluster
these agents by their movement patterns across space and time. We also
show that it is possible to infer part of the underlying transportation net-
work from Tweets alone, and uncover interesting differences between the
behaviors exhibited by users across these three cities.

1 Introduction

Location-based agents are becoming increasingly prevalent, and the data gener-
ated by these agents is a rich domain for data mining and interaction research.
This involves an important issue, i.e. mining agent data to enhance agent perfor-
mance, an important topic in agent mining [12]. Agents are sometimes location-
based advertising bots, location-based game virtual characters, or humans using
GPS-capable devices such as smartphones. Understanding location-based be-
havior can lead to better models of people and cities and help improve decision-
making in domains from transportation networks to advertising. In this paper,
we focus on geotagged data generated by Twitter-users, and apply data mining
and visualization techniques to uncover both behavior patterns as well as the
underlying network structure that supports the agent movements in London,
Los Angeles and Tokyo. Understanding location-based behavior can be used to
build more accurate models of human movement, which could then be deployed
to any number of applications ranging from transportation modeling to person-
alized and predictive location-aware agent services to assessing “patterns of life”
in foreign cities and towns.

We first introduce the notion of a trace, which is simply a user’s trajectory
extracted by connecting his tweet locations through the course of a day. Traces
are broken down to fragments that correspond to periods where a user is tweeting
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frequently. These fragments will also include updates of the user’s location, which
yields relatively accurate knowledge of the user’s location during such a fragment.
These fragments are used to construct a visualization we call a Trace-Based
Heatmap. We then demonstrate an algorithm that can infer an undirected graph
depicting the routes in the city where tweeting is most active. We also apply
clustering techniques to this spatio-temporal data, and show that users can be
roughly described by their geographic area and temporal description of their
Twitter use. These results show initial promise towards agent models that can
be learned from publicly available geo-tagged data sources.

2 Related Work

With the growing prevalence of social media such as Facebook and Twitter, re-
searchers in social and network science have shown great interest in the datasets
generated. Recently GPS-tagged information and “check-ins” have become quite
widespread, giving rise to a new field of location data analysis [3]. In the past, the
majority of research used human location data procured through mobile phone
networks. These studies range from behavioral predictions [4], development of
human movement [5], detecting anomalies [6], identification of points of interest
from trajectories [7], discovery of the most popular routes [§], trajectory clus-
tering [9], identification of movement flocks [10], and inference of transportation
routines [I1]. Such extensive research is justified considering the broadness of the
potential applications, running the gamut from urban planners on the search for
discovering daily routines [12], to biologists modeling the worldwide spread of
pandemic influenza [I3]. Similar techniques have also been used in ecology to
track animal movements [14].

Visualization is a crucial tool in this human mobility research. Visualizations
enhance tangibility of data mining outcomes and guide computational methods,
providing a compensation for the computer’s inability to incorporate humans’
tacit knowledge [I5]. Mobility data visualization has come a long way from the
elementary idea of drawing arrows on an image [16] simply indicating direction of
movement. Time-Geography study introduced the “space-time cube” technique;
approaches to managing large-scale data have suggested data aggregation tech-
niques such as the temporal histogram, traffic density surface, and accessibility
surface; data filtering according to user-specified queries has been an alternative
approach to handling large amounts of data [I7]; and in a more recent endeavor
a multidisciplinary approach was applied to develop a framework for the analy-
sis of massive movement data taking advantage of a synergy of computational,
database, and visual techniques [15].

Among these visualization techniques, the following approaches are most rel-
evant to our work: The first approach is based on spatial, temporal or attribute
proximity [I8] (the space, time or attribute space are divided into compart-
ments, into which the trajectories (viewed as a set of discrete movement events,
i.e. geographic locations with respective time stamps) are projected). The sec-
ond approach is also trajectory-based where trajectories are aggregated in their
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entirety based on their similarity in geographic, temporal or attribute space (or
a combination thereof) [I9]. The “route-based” aggregation [I§] is often per-
formed by clustering in the data space or in an abstract projection thereof [20].
The third approach aggregates movement data based on their origin and des-
tination and ignores the route between these two spatial locations, so that the
movement is seen as a vector between the two locations, not as a set of recorded
positions on a trajectory [18].

The novelty of our approach is that the data we use comes from “geotagged”
tweets where we create trajectories via notions of “traces” and “fragments”. We
then develop various algorithms to turn these into heatmaps, route graphs, flows,
behavior characterizations and temporal signatures for cities.

3 Data Visualization

Heatmap Constructions. Two types of heatmaps were generated for each
area of study, a “Point-Based HeatMap” and a “Trace-Based HeatMap”, the
description of which will follow. For the Point-Based HeatMap, for every single
tweet occurring at a particular gridpoint, an intensity increment of 3 units was
applied to the cell, 2 units of intensity to the surrounding 8 cells, and one unit
of intensity to the 16 cells encompassing the previous 9. For the Trace-Based
HeatMap, for each fragment in each trace of each user the following was done:
Each line in a fragment, was mapped to a discretized line on the grid using
“Bresenham’s Line Algorithm” [2I]. Each line on the grid, contributed to two
units of intensity incrementation on each point residing on it; also for the two
parallel adjacent discretized lines to the previous, one additional unit of heat
was introduced on each point residing on them. We name this method “Radial
Line Heat Application”.

Route Graph Extraction. Given the trace-based heat map as input, we intro-
duce an algorithm to extract the underlying transportation network upon which
the Twitter users are moving. The algorithm proceeds in a greedy manner, iden-
tifying potential edges which contain the highest local intensity of traversal by
Tweet traces. Intuitively, this corresponds to the lines of red in Figure [I on
page These identified edges are initially short, and through an iterative
procedure, they are extended along directions with high Tweet traversal. A few
additional tricks are needed to prevent an excess of edges being identified in
regions where there is intense Tweeting spread out over a wide area, such as
preventing the discovery of new additional edges that are nearly identical to
previously identified edges. The pseudo-code is provided in Algorithm [

The algorithm keeps track of areas that it has already searched by setting map
cells as being “engaged” once an edge has been found nearby. Initially, all cells are
set as “disengaged”. The algorithm then follows an iterative procedure in which,
for every iteration, the following procedure is executed: A grid cell is chosen
which has the highest amount of heat among all the “disengaged cells”, and a
new vertex defined on that location is added to the graph. Every disengaged
grid cell within a radius of searchRadius = 15 cells is considered as a candidate
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for the next vertex to add to the graph, along with the edge that connects the
two. Each of these candidates are scored by summing the amount of Tweet
traversal intensity along the edge. The grid cell candidate with the highest score
determines the location of next vertex and is added to the graph. The edge
connecting the previous two vertices is also added to the graph.

Next, the algorithm attempts to extend the new edge in both directions. On
each direction, similar to before, all disengaged grid cells within a radius of
searchRadius = 15 cells are considered as candidates for the next vertex to add
to the graph, but this time, vertices that would result in an edge extension with
an angular deviation of more than 15 degrees are disregarded. This restriction
is intended to ensure that the path being formed corresponds to a single road
on the map. If the highest scored vertex has an average heat of more than
thresholdRatio = 0.8 times the average Tweet traversal intensity of the edge to
be extended, it will be added to the graph along with its corresponding vertex,
otherwise extension in this direction will reach cessation. During each attempt of
extension, if an existing vertex is found within the search radius, and this vertex
has an edge which forms an angle of less than 15 degrees with the edge to be
extended, the two edges are connected and the process stops. This also prevents
having redundant edges denoting essentially the same path. After path extension
in both directions is complete, all grid cells within a radius of engaging Radius =
10 from the new edge is flagged as “engaged”.

Patterns of Life. In the previous section, we use the aggregated data of all
the users’ activity traces to infer the underlying transportation network which
guided the trajectories of the users. Here, we demonstrate a simple clustering
technique to understand the different classes of user behavior. First, we apply
K-means clustering on the dataset containing all the coordinates of each Tweet
in our dataset. This results in clusters representing broad geographic areas where
Tweeting activity occurs. We use Dunn indexing to choose an appropriate K.
Given these geographic regions, we then create an activity vector v for each user:

v = [viv} wFvgud. ol wlvZul],
where v§ is the Tweeting activity level for this user on the jth day of the week in
geographic region ¢. This activity vector is normalized so that Tweeting activity
sums to one for each day of the week. We then apply a second K-means clustering
to this new set of vectors.

4 Data

Our dataset is extracted from Twitter, a popular micro-blogging service. In the
Twitter terminology, the microblog messages or “tweets”, are equipped with the
option of containing what is referred to as “geotags”. Geotags are labels that
indicate where a Twitter user was, when the tweet was posted. On a client’s side,
a geotag can be applied by activating the geotag functionality in the settings of
the twitter application being utilized.
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Algorithm 1. Graph Route Extraction given heatmapGrid
{heatmapGrid is assumed to store heat values assigned to each grid cell}
{Graph G is initially empty and gridCellFlags is a grid of booleans initially set to
false .}
{The distance between two gridpoints is the number of cells along the line connecting
them with Bresenham’s algorithm, which is equal to their Chebyshev distance}
searchRadius < 15
engagingRadius < 10
thresholdRatio < 0.8
for i = 1 — numberO fIterations do
gridPointy < gridpoint with most heat value among disengaged gridpoints
Add a new vertex vp to G with location defined as gridPointy’s location
for every gridPoint within a radius of searchRadius from gridPoint, do
sum < 0
for every midGridPoint that appears along the line connecting grid Point and
gridPointy do
{The line connecting two grid points is determined with Bresenham’s Line
Algorithm}
sum < sum + heatmapGridXOf(midGridPoint)][Y Of(midGrid Point)]
Assign sum as the score for gridPoint
pathEdges < {}
gridPoint, < gridPoint with the highest score
Add a new vertex v1 to G with location defined as gridPoint;’s location
Add a new edge e = {vo,v1} to G
addetopathEdges
directions + {(gridPointo, gridPoint.), (gridPointy, grid Pointo) }
while lisEmptydirectionsdirection do
direction = [textremoveFirstElement(directions)
extendInDirection(direction)
for every edge e in pathEdges do
for every midGridPoint that appears along e do
for every gridPoint within a radius of engaging Radius from midGridPoint
do
gridCellFlags[XOf(gridPoint)|[YOf(gridPoint)] < true

A tweet logged would contain exact latitude and longitude coordinates if
and only if the tweet was sent through a smartphone (or any hand-held GPS-
equipped device with the geotagging functionality switched on); Otherwise a
tweet will include more general geotags like “Santa Monica” or “Marina Del
Rey”; or perhaps lack any type of geotag whatsoever. One of the services Twit-
ter’s Streaming API provides, is live-streaming all tweets originating from a
predetermined coordinate range (known as the “filter” service). This implies all
such returned tweets will have non-empty geotag fields. Among retrieved tweets,
those without latitude and longitude coordinates (roughly half of them) were
discarded. In this paper, we focus on London, Los Angeles and Tokyo. From
September 18, 2011 to February 9, 2012, we collected 22,496,299 tweets geo-
tagged with latitude and longitude information.
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Algorithm 2. Path Extension given direction
head = directionHead (direction)
tail = directionTail(direction)
threshold = thresholdRatio x averagePathHeat(head, tail)
for every gridPoint within a radius of searchRadius from head do
angleDeviation = LineAngleDifference(line(head, tail), line(head, grid Point))
if angleDeviation/leqm /12 then
connectToVertex < false
verticesFound + {}
if hasVertex(gridPoint) then
for every edge link originating from gridPoint do
angleDeviation = LineAngleDifference(line(head, tail), link)
if angleDeviation/leqm /12 then
connectToVertex < false
add gridPoint to verticesFound
if isEmpty(verticesFound) then
sum < 0
cellCount < 0
for every midGridPoint that appears along the line connecting gridPoint
and head do
sum < sum + heatmapGrid[XOf(midGridPoint)][YOf(midGrid Point)]
cellCount <+ cellCount + 1
Assign sum/cellCount as the average score for gridPoint
if lisEmpty(verticesFound) then
Veon <— nearest vertex to head in verticesFound
Add a new edge e = {vcon, head} to G
addetopathEdges
else
gridPointcon < gridPoint with the highest score
if score(gridPointcon) > threshold then
Add a new vertex vcon to G with location defined as gridPoint.on’s location
Add a new edge e = {vcon, head} to G
addetopathEdges
add direction {head,vcon} to directions

Data Processing. Among the many users tweeting via their phones, the most
useful are those who tweet frequently throughout the day. By having the tweets
for a such user, one can attempt to extrapolate the person’s location throughout
the day. We define a trace to be all tweets for one user starting at 4:00 AM of a
day and ending at 3:59 AM of the following day. Empirically, it was the time of
lowest activity in all the cities we were analyzing. In order to gauge the value
of a particular trace of a user’s daily activity, we use a “Pulsating Heuristic”.
Each time a person tweets it “pulsates”, i.e., a radius of 400 meters (which is
roughly the GPS error in our tweeting data which was calculated empirically) is
“affected” by a pulse sent out from the tweet location. The lifespan of this pulse
effect is set to half an hour. Once a person tweets again, the effect of previous
pulses will be nullified. Now for evaluating a tweet and assigning a value to its
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utility, starting from a score of zero, each time a person tweets from a non-
effected location, the score is incremented. This heuristic avoids giving weight
to users that frequently tweet but always at the same location. Instead it gives
more weight to users that frequently tweet from different locations, even if the
number of distinct locations is small.

Bot Filtering. Many geotagged tweets in our dataset were sent by bots sending
location-specific news or advertisements. Although one might assume bots to
be stationary (resulting in all tweets originating from a fixed location), certain
services have multiple stations which all send information through the same alias.
Traffic and incident reporting services and dining-venue-advertising functions
would best exemplify such users. We use two heuristics to filter out most of
these messages: (1) if a user is tweeting URLs (identified by finding the substring
“http” in the tweet ) more than 70% of the time, it is likely to be a bot, and (2)
if a user’s movement speed is more than 120 km /h, it is likely to be a bot (speed
being calculated as the straight line distance between two consecutive tweeting
events).

Trace Fragmentation. We next process the data by segmenting each day’s
trace into one or more fragments that represent a period of continuous user
movement. For every trace, after displaying a point on the map representing the
location of a tweet occurrence, the assigned “trajectory” to each trace was de-
fined as the jagged line created by connecting each tweet’s corresponding point,
to the point of its next tweet. The idea was to extrapolate one’s daily trajectory.
One issue is that drawing a direct line between two points is too poor of an
estimation, unless the two occurrences are fairly close in time. Therefore given a
trace, we define a notion of a “fragment” as a maximal sub-path in a trajectory
which for every two consecutive tweet occurrences, the following two conditions
hold: (1) the time between the two is less than 30 minutes, and (2) the location
distance is more than 400 meters apart. The former condition is enforced to re-
duce extrapolation error, and the latter to avoid scenarios in which the observed
displacement is merely a result of GPS error. The notion of trajectory fragments
is the basis of the work in this paper.

Location and Area Discretization. In order to facilitate the process of
HeatMap construction, the area of study was sliced into a grid where each cell
covers a 0.0005 degrees of latitude by 0.0005 degrees of longitude surface (being
roughly equivalent to a 50 by 50 meter coverage). After executing necessary heat
application calculations (stated earlier), for visualization purposes, this grid was
in turn “flattened” using the Mercator method.

5 Results

Transport Network Inference. When comparing cities it seems that people in
Tokyo make much more use of the public transportation, and this is characterized
by seeing heat on particular routes in the Trace HeatMap that have blobs of
red in the Point HeatMap for Tokyo. Such paths were actually bus or subway
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routes and the blobs of red corresponded to the location of stops or stations;
and example of which is shown on Figure

By comparing the visualization results of our “Point-Based HeatMap” and
the “Trace-Based HeatMap” displayed in Figure[I] clearly the underlying trans-
portation routes are significantly more visible in the latter. Heat is sometimes
seen to be relatively higher on portions of routes in the Point heatmap due to
the fact that naturally, the more time people spend in an area, the more likely it
is to have tweet activity; of course time spent in routes for each individual may
not be high, but in a large scale, routes are densely populated.

Tokyo

Fig. 1. Point-Based HeatMap, Trace-Based HeatMap and Route Graph of London, Los
Angeles and Tokyo

We also managed to identify area-specific phenomena through studying the vi-
sualizations. Many of the main routes are nicely highlighted, as shown in the Fig-
ure 2] the 405 freeway is virtually inactive; which shows that tweeting on the 405
is not a common practice.

For the graph construction algorithm, an example of its functionality can be
seen in Figure @ which parts of Sunset Boulevard and West Hollywood in Los
Angeles are identified.

Patterns of Weekly Activity. No surprises were uncovered in our analysis of
weekly activity patterns. Our algorithm reported nine broad geographic areas of
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Fig. 2. Point-Based HeatMap, Trace-Based HeatMap and Map of Los Angeles Showing
the 405 Freeway Not Properly Delineated in Visualization

Fig. 3. Point-Based HeatMap, Trace-Based HeatMap and Route Graph of Tokyo, Un-
covering the Existence of a Public Transportation Route

lane Canyem 1z —
Reservoir . Beverly Glen Canyon Park Canyon Park

Bel Air

——F
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Greater Wilshi /

[ Hancock Park

Fig. 4. An example of the Graph Route Construction Algorithm’s Efficacy

tweeting activity within the Los Angeles dataset. User behavior was clustered
into eight classes, with each of these classes roughly corresponding to users whose
activity was mainly centered in one of the broad geographic areas. The results we
got by applying our Algorithm (to find pareiodic patterns in movement of people
based on K reference points) to our Los Angeles Data set were not surprising.
There was some differentiation between activity on weekdays and weekends, with
users exhibited slightly higher entropy in terms of their distribution of activity
over the nine geographic regions. This makes intuitive sense, since people tend
to travel more for leisure on weekends.
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6 Conclusions and Future Work

This paper describes the visualization, analysis, and mining of location-based
data generated by mobile agents. Here, our analysis focused on geo-tagged
Tweets. However, in the future, we hope to apply these techniques to other
agent-generated trajectory data, such as agents in location-based games, UAVs,
or indeed Twitter bots. Discovery of spatio- temporal patterns in such data is an
important and challenging problem, and here we have only presented an initial
step in this direction.
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