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Preface

This volume of Communications in Computer and Information Science con-
tains the proceedings of the 6th China Conference of Wireless Sensor Networks
(CWSN 2012), which was held in Huangshan, China, during October 25-27,
2012. CWSN represents the highest research level of sensor networks in China.
CWSN 2012 served as a forum for researchers, developers and users to compare
their experiences of sensor network research and applications, and to discuss the
key challenges and research directions facing the sensor network community.

CWSN 2012, with its focus on sensor network design and implementation,
aimed to promote the exchange of the theories and applications surrounding
sensor networks. In addition, the conference provide the opportunity to consider
research on CPS and the Internet of Things. Some well-known experts were
invited to attend and present keynote speeches. Related sensor networks enter-
prises demonstrated their state-of-the-art products and technologies. A total of
458 papers were submitted to CWSN 2012, of which 272 were in English. Eighty
high-quality papers, focusing, amongst other things, on node systems, infras-
tructures, communication protocols, data management, etc., were recommended
by the Program Committee to be presented at the conference and included in
this volume of CCIS.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of CWSN 2012. We would also like to express our
gratitude to the reviewers for providing extra help in the review process, and
the authors for contributing their research results to the conference. We would
like to express our appreciation and to profusely thank them for making CWSN
2012 a success.

We look forward to seeing all of you next year at CWSN 2013. With your
support and participation, CWSN will continue its success for a long time.

October 2012 Ruchuan Wang
Fu Xiao
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of Cooperative Platform for Multiple Devices
Based on Multi-Agent System
in Ubiquitous Networking Environment
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Abstract. With the development of embedded and communication tech-
nology, along with the rapid popularization of smart mobile devices in
recent years, the communication techniques in ubiquitous networking be-
comes more and more mature and variety, ranging from wireless commu-
nication techniques in long distance such as WiMAX and 3G to wireless
communication techniques in moderate distance such as WiFi, as well
as wireless communication techniques in short distance such as Blue-
tooth and ZigBee. Smart mobile devices can take advantages of various
communication techniques in ubiquitous networking to connect, discover
and communicate to each other, forming into groups to realize coop-
eration among multiple devices in ubiquitous networking environment.
Combined with the application context of cooperation among multiple
devices on entertainment in the scene of smart home, ubiquitous network-
ing techniques and smart mobile devices are adopted while a method
of group management for multiple devices in ubiquitous networking is
put up. And a cooperative platform in ubiquitous networking based on
a multi-agent framework, named JADE, is designed and implemented.
Last but not least, a prototype system is given to validate the feasibility
and the performance.

Keywords: Ubiquitous Networking, Cooperative Platform, Multiple
Devices, Multi-Agent.

1 Introduction

Ubiquitous Networking is characterized by wide application, range and ability.
It regards the smooth communication as the target whenever it is, wherever you
are, whoever you are and whatever it is. Ubiquitous Networking composed of
wireless communication technology, such as long distance wireless communica-
tion technology WiMAX and 3G,medium distance wireless communication tech-
nology WiFi and short distance wireless communication technology Bluetooth

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 1-{[3] 2013.
(© Springer-Verlag Berlin Heidelberg 2013



2 H. Cao et al.

and ZigBee. The development of embedded technology and computer communi-
cation technology, for one thing, makes more and more physical terminal devices
connected to the ubiquitous network environment. For another, it endows these
terminal devices more powerful ability, storage ability, expression ability of me-
dia, computing and communication abilities. All the abilities can be collectively
referred to as the Terminal Capability.

On the one hand, these increasingly Terminal Capabilities the terminal de-
vices share remains to be digged and make full use of by the researchers and
developers. On the other hand, signal terminal device can’t meet the increas-
ingly complicated functional demand and experiential demand from users. The
so-called experience demand refers to the user in the function demand, expects
to obtain better user experience demand except for the functional demand. The
reality of these two aspects reflects the Necessity and urgency of multiple devices
cooperation .

Recently, researchers pay much more attention to particular application based
on the particular terminal device concerning on the Multiple Devices Coopera-
tion. However, they rarely can provide a universal platform, which is limited by
the hardware and software technology the previous terminal device carried on
.With the development of the intelligent device, the effects caused by the techno-
logical difference are increasingly more and more small.so researchers will have
the conditions and abilities to build up the universal cooperative platform to im-
plement the cooperation among different devices. CSCW (Computer-Supported
Cooperative Work) means that a group of devices complete a common task in
the cooperative way under the environment supported by computer. Some char-
acteristics of CSCW are as followed. Perception, individual of the group can
get other individual information if it is in the cooperative group. Task clarity,
individuals in the cooperative group have clear responsibility on task division,
completion and integration. Adaption, individuals in cooperation and group can
adjust their technology to different scene. However, these features are still the
goals that the cooperative platform for multiple devices pursuits.

This paper of the first part, first of all, provides a method of group manage-
ment based on the ubiquitous network technology and intelligent mobile terminal
technology. At the same time, it designs and implements the cooperative plat-
form for multiple devices. In addition, based on the foundation of cooperative
platform and association with requirement of family entertainment, it gives the
design and implementation of a prototype system. In the end, experiments are
carried out to prove the feasibility of cooperative platform for multiple devices
based on multi-agent system in ubiquitous networking environment in logic and
performance. The second part briefly describes the domestic and foreign related
work. The third part describes the requirement, concept and process of group
management method based on the ubiquitous network technology. The fourth
part describes the design and implementation about the cooperative platform
for multiple devices based on multi-agent system in ubiquitous networking en-
vironment. The fifth part, associated with family entertainment scene, makes
an experiment and describes the experimental setting, methods, results and
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conclusions. At the end of this paper, we make a conclusion about current work
and propose the next research direction and content.

2 Related Work

In recent years, researchers have carried out some work in the terminal cooper-
ation field. Eric K [I] etc. proposed the concept of Capability Reconciliation. In
their paper, the service was regarded as a black box process and separated from a
group of input/output stream. Then, on the basis of input/output flow type and
attribute, match for the appropriate mobile devices and get the optimum solu-
tion. ZHANG X [2] etc. put forward the concept of distributed mobile terminal.
In this paper, it presented a system structure of distributed mobile terminal and
designed the control process of polymerization reconstruction. WANG X [3] etc.
proposed distributed terminal technology based on the ubiquitous environment.
Compared with the concept of distributed mobile terminal, this paper focused on
the mobile environment and discussed the model and process of mobile terminal
polymerization reconstruction. HU Z [4] etc. proposed the concept of best expe-
rience. Actually, he nature of their view is to add the optimal solution concept
and process to the concept of distributed mobile terminal.

Getting the optimum solution in the terminal polymerization process provides
a theoretical basis for improving the performance of the terminal polymerization.
WANG X [5] etc. presented the concept of using the structure and organization
of deconcentration in the distributed mobile terminal system. That is to say,
they proposed a model and process of deconcentration based on the concept of
distributed mobile terminal. The model of deconcentration is much more appro-
priate for polymerization and control management among mobile terminals and
also complicated. JIN Y.H. [6] etc. proposed how to build a satisfaction opti-
mal model in the ubiquitous service terminal system. Their paper discussed the
dynamic aggregation mechanism and the optimal model of the mechanism and
implementation based on service experience. Most of the work above involved in
building theoretical model, however, lacking in the implementation of combining
practical problems with specific technology.

3 Group Management Method Based on Multi-Agent
System in Ubiquitous Networking Environment

3.1 Application Scene

With the development of economy and technology, a user or a family with mul-
tiple terminal devices (personal computer, notebook computer, intelligent TV,
panel computer, intelligent mobile phone and so on) are not uncommon. In the
following scene shown in Fig. [Il user connects the family WiFi network by the
smart mobile phone, panel computer, Smart TV and other terminal devices,
and experiences entertainment applications in the family synergy entertainment
environment.
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Family Intelligent Gateway ‘ ‘ Smart Mobile Phone ‘

Fig. 1. Scene of family synergy entertainment environment

In this scene, there are several issues to be resolved. The first problem is
how terminal devices can find entertainment applications. The second is how
the terminal devices can find each other. The last is how the terminal devices
communicate and cooperate with each other to implement the entertainment
applications. To solve all the problems above, this paper puts forward a method
of group management based on ubiquitous network.

3.2 Group Management Method

In some scenes, a number of terminal devices is closely linked to because of some
entertainment applications, which is called a group. The so-called group man-
agement method is on these groups’ management .group management method
should maintain a terminal device and a task queue. All terminals devices of the
scene are in the device queue and all the tasks are in the task queue.

One group only has a business application and a business can only be in one
group. Therefore, the task queue is equal to the group queue, which maintains
the task information devices information of the group. Group management is
responsible for tasks in the task queue. In the practical scene, group manage-
ment method appears in the form of service, so it is called group management
service. The following three stages describe the process of group management,
the initialization phase, group stage and exit the stage respectively.

3.2.1 Initialization Phase

Group management method for the initialization phase is shown in Fig. [2(a)|
First of all, the management service started (Step 1). The process also has rela-
tion to the initialization of terminal device queue and task queue and restoration
of persistence data. Persistent data can be the service configuration information
and can also be the persistent information when the group management services
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exited last time. Then the terminal device A and B in the practical scene start
(Step 2) and register in the group management service (Step 3). After group
management service has gotten the registration request, it adds terminal device
A and B into the terminal device queue (Step 4).

<
Step 1, 4
Group Management Service

Group Management Service

Device A e Device A Device B

(a) (b)

Group Management Service

Group Management Service

@ 5
b %

7
=
nas

Device A Device B

Device A Device B

(c) (d)

Fig. 2. Group management method

3.2.2 Group Stage

The group stages of the group management method is shown in Fig. and
At a moment, terminal device A sends request to the group management service
to create a new task (Step 1). Group management service receives the request,
generates new task, adds it into the task queue and associate the terminal de-
vice with task just created (Step 2). Then the group management services will
select the appropriate terminal device which can participate in the task from
the device queue, such as B, associate the selected device with the task (Step 3)
and give the device a notification (Step 4). When all the terminal devices the
task required have been matched, the group management service notice these
terminal devices to start (Step 5). The terminal device A and B execute the
task through communication (Step 6). After having completed the task(Step 7),
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they inform the group management services of the condition of the process(Step
8).The group management service deal with the following task after having re-
ceiving the notification from the devices. It will cancel the task whenever it
receives the notification. If there is no terminal devices associated with the task,
the whole task will be canceled.

3.2.3 Exit Phase

The exit phase of the group management method is shown in Fig. In a
moment, If the group management service need to exit(Step 1), it will inform
all the terminal devices executing the task(Step 2). The terminal device will
exit when having received the notification(Step 3). Then the group manage-
ment service will send notification to all the devices (Step 4). In the end, the
group management service will deal the data which is should be persistent and
finally quit. According to the description, group management method can solve
the encountered problems in multiple terminal collaboration scenes. Firstly, the
group management service associate appropriate terminal device with the task
so that they can find the existence of task application. Secondly, after the start
of the task, the involved terminal device can find other devices in the same task
through the group management service and communicate with them. Finally, all
the devices can communicate and collaborate with each other according to the
requirement of the particular task application.

4 The Platform Based on Multi-Agent System in
Ubiquitous Networking Environment

4.1 Structure of Collaboration Platform

The previous section has described the concept and process of group management
method. The structure and implementation of the collaboration platform as
followed based on the group management method. The structure collaborative
platform adopts is as followed in Fig. Bl The architecture of the collaboration
platform based on Multi-Agent system in ubiquitous networking environment is
divided into three levels. The lowest layer is the terminal device queue and task
queue, which is the foundation of the group management method. The middle
layer is a collection of functional module and packages many kinds of operation
of the terminal device queue and task queue. The topmost layer contains zero
or more agents, which is called agent layer. Agent is the image of the terminal
device in the collaboration platform. That is to say, the agent corresponding to
the registered terminal device can communicate with it directly.

The terminal device communicates with each other through agents, which
is shown in Fig. @ below. Firstly, the terminal device2 sends a message to its
corresponding agent—agent2 (Step 1). Secondly, agent2 sends the message to
the agent the target terminal device correspond to (Step 2)—agentl and agent3.
Thirdly, agentl and agent3 sends the message to its corresponding terminal
device (Step 3)—devicel and device3. Finally,After having receiving the request,
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Fig. 3. Structure of collaboration platform
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Fig. 4. Communication among Terminal devices
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devicel and device3 will complete the corresponding task and then return results
in the reverse order.

Collaboration platform communicate with the terminal device through agent
too, which is shown in Fig. Bl Firstly, the terminal device sends a message to
its corresponding agent(Step 1). Secondly, after having receiving the message,
the agent will send the message to the function module set(Step 2). Thirdly, the
function module set will deal with the data structure to implement the practical
service function(Step 3). Finally, it will return results in the reverse order(Step4,
5, 6).

As the procedure described above, a terminal device only communicates with
its corresponding proxy, while the proxy is communicating or interacting with
other proxies or functional module(s) of the Cooperative Platform. The termi-
nal device needs not to care about the condition of other proxies or functional
module cluster, as all the messages are transmitted or received by the corre-
sponding proxy. The communication between terminal devices only requires the
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Fig. 5. Communications between Cooperative Platform and Terminal device(s)

communication between proxies, instead of the communication between termi-
nal devices and the functional module cluster; while the communication between
terminal device(s) and the functional module cluster requires the communication
between corresponding proxies and the functional module cluster, instead of the
communication between proxies.

4.2 Design and Realization of the Cooperative Platform

Corresponded to the architecture design, the Cooperative Platform is divided
into 3 layers as shown in Fig. [Gf Data Structure Layer, Functional Module Layer
and Process Layer. The bottom layer is Data Structure Layer, including Ter-
minal Device Queue, Mission Queue and Backup Data Structure. The first two
queues are used to group management; Backup Data Structure is mean to per-
sistent data of Cooperative Platform and backup/restore data when the Plat-
form is powering up/off. The second layer is functional module Layer, including
functional modules which operate and maintain the bottom-layer data struc-
ture. The Functional Module Layer includes Terminal Log in/Log out/Check
Module, Mission Log in/Log out/Query Module, Platform Power up/off Man-
agement Module, Terminal /Mission Matching Module, Terminal/Mission Status
Management Module and System Log/Exception Record Module. The top layer
is Process Layer, including proxy Component, Process Engine and Exception
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Handler. Proxy Component manages all proxies of terminal devices; Process
Engine is in charge of the running of Cooperative Platform; Exception Handler
is responsible to handling the encountered exception during the running process
of Process Engine.

Proxy Process Exception
Component Engine Handler

Terminal/ Platform Power
Mission up/off

Matching Management
Module Module

Terminal Log in/
Log out/Query
Module

Terminal/
Mission Status
Management
Module

Mission Log in/
Log out/Check
Module

System
Log/Exception
Record Module

Terminal Mission

Device Queue Backup Data

Fig. 6. Design of the Cooperative Platform

5 Experiment Verification

5.1 Scene

As the Fig. [[ shown below, 3 terminal devices are connected to router in home
environment; two devices are held as application controller, while the other one
as the application display. The controller is private and the display is shared to
the family members. In the experiment, two smartphones are used as controller
and a Tablet PC is used as the display.

5.2 Prototype System Realization

The prototype system is realized as an Android application, using JADE (Java
Agent Development) Framework. As the core of the Cooperative Platform, the
JADE Framework is deployed on the Platform and 3 terminal devices; the JADE
host program is deployed on Cooperative Platform while the JADE mobile-client
is deployed on terminal devices. The prototype system is developed and deployed
a Tetris application based on the Cooperative Platform; the controller is deployed
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Fig. 7. Application Scene Snapshot
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shot

Fig. 8.

on smartphones, and the display is deployed on a Tablet PC. The application
screenshots of the smartphone and the Tablet PC are shown below.

Fig. is the screenshots of the smartphone, which show the controller of
the Tetris application. As the diagrams show, the control message can be sent
to Cooperative Platform through two different ways. The diagram on the left
shows how Gesture Mechanis5.3m works in sending control message to Cooper-
ative Platform: when user finish drawing gestures on the board, the application
would translate the gestures into corresponding commands. The diagram on the
right shows how Screen Touching Mechanism works in sending control message
to Cooperative Platform: while user freely touching and moving their fingers
on the screen, the application will translate the movement into corresponding
commands by identifying the direction and distance of a Screen Touching action.
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Fig. is the screen shot of the tablet PC, which indicates that the Tetris
application supports single player or two players. And the gesture and screen
touching action on the smartphone would be translated to the corresponding
commands (move left, move right, fall down, transform, exit, etc.) and sent to
Cooperative Platform. After processing the commands, Cooperative Platform
sends data to tablet PC to display. The two-dimensional code shown in Dia-
gram 8b contains configuration information, which is used to terminal devices
matching.

5.3 Result

5.3.1 Feasibility Test

Firstly a feasibility test is run on Cooperative Platform Based on Multi-Agent
System in Ubiquitous Networking Environment. Table [I] shows the interactive
time delay when the Cooperative Platform loads two terminal devices. The sam-
ple data demonstrates that the interactive time delay of the terminal device
cooperation is within 20 milli-seconds, with an average below 10 milliseconds,
which could be completely ignored for a human-computer interaction applica-
tion.

Table 1. Time Delay (Time in Millisecond)

16 5 12 17 8 1

2 5 8 0 5

14 7 1 2 13 19

1 1 7 2 4 2
2 2 2 17 9

Standard

Average: 6.3 Median: 5, 5 Deviation: 5.8

5.3.2 Performance Test

Secondly a feasibility test is run on Cooperative Platform Based on Multi-Agent
System in Ubiquitous Networking Environment. The message data transmission
is the only concern of the performance test, regardless of the business logic pro-
cess before or after the data transmission. Note that this performance test only
focuses on the performance of Cooperative Platform under stress test, regard-
less of the restriction of one-to-one correspondence between terminal device and
proxy which described above. Test cases are divided into two groups, thrice test-
ing and sample, and then calculate the average. The result is shown in Table
below.

In the first group of test cases, 1 sending proxy and 50 receiving proxies are
joined Cooperative Platform. The sending proxy sends a message to all receiv-
ing proxies every 50 milliseconds; the receiving proxy receives the message and
calculates the time delay. The result indicates that the average time delay of a
message is far below 1 millisecond. The second group of test cases increases the



12 H. Cao et al.

Table 2. Four Cases under Stress Test

Case 1 Case 2 Case 3
Sending Proxy 1 1 1
Receiving Proxy 50 50 100
Sending Interval 50ms 100ms 50ms
Average Time Delay <<lms <<1ms <<1lms

Case 4 Case 5 Case 6
Sending Proxy 2 1+1 2+ 2
Receiving Proxy 50 50 + 50 50 + 50
Sending Interval 50ms 50ms 50ms
Average Time Delay  Unstable O(1) ms Unstable

sending interval from 50 milliseconds to 100 milliseconds, and the third group
increases the number of receiving proxies from 50 to 100. The test results of these
two groups have no obvious difference compare to the first group. However, the
forth group has an obvious different result. There are 2 sending proxies are used
instead of 1 sending proxy in first three groups, and these 2 sending proxies are
deployed on a same terminal device. The result shows that the average time
delay would increase as time passes by. The fifth group also uses 2 sending prox-
ies, but they are deploying in two different terminal devices. Although the test
result shows the time delay is at the same level as 1 millisecond, it is remarkably
increased compared to the first 3 groups. The sixth group of test cases uses 4
sending proxies deployed on two different terminal devices. The result is just the
same as the group 4, which the average time delay increases as time passes by.

Judging from the six groups of test cases above, Cooperative Platform Based
on Multi-Agent System in Ubiquitous Networking Environment has a good adap-
tion in relation to the variation of receiving proxy number and message sending
intervals. Cooperative Platform can keep high performance under stress test only
when there is one sending proxy in each one terminal device. Otherwise the per-
formance of the system would become unpredictable and become unusable as
time passes by.

6 Conclusion and Further Research

This paper introduces a Cooperative Platform for Multiple Devices Based on
Multi-Agent System in Ubiquitous Networking Environment, which fully uti-
lizes the capability of multiple terminal devices and provides functional and
experience requirements that cannot be provided with single terminal device. It
is proved feasible in logic and performance through experiment verification and
can be built with existing technology.

Further research will be focused on extracting a general develop framework
base on the present research results and distributing a universal development Kkit.
Multi-device distributed applications could be developed based on this develop
framework.
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Research on Data Fault Tolerance Mechanism
Based on ECT in Cloud Storage
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Abstract. In cloud storage, the user’s data is no longer locally stored.
So the key issue we are facing now is to ensure the reliability and validity
of data storage. Due to this problem, erasure codes and token mecha-
nism have been adopted, and then a fault-tolerant method named Ensure
Codes token (ECT) has been designed to make sure the correctness of
data and rapid position of errors. The result shows that this method can
improve the reliability of data storage.

Keywords: cloud storage, fault tolerance, erasure codes, reliability.

1 Introduction

In cloud data storage, data is stored into a set of cloud servers, which are run-
ning in a cooperated and distributed manner. Cloud servers finish accessing or
retrieving the data and then execute some operations such as block update,
delete, insert and append [1-4]. In order to ensure the security and dependabil-
ity of cloud data storage, an efficient security mechanism has been designed for
dynamic data verification and management, and the main goals are as follows:

1. Storage correctness: to ensure that users’ data files are indeed stored appro-
priately and kept intact all the time in the cloud.

2. Fast localization of data error: to effectively locate the malfunctioning server
when data corruption has been detected.

3. Dynamic data support: to maintain the same level of storage correctness
assurance even if users modify, delete or append their data files in the cloud.

In cloud data storage system(as Fig. [ll), there are two methods including com-
plete copy and erasure code copy [i], which are adopted to employ redundant
technology and ensuring the data correctness. Storage systems, such as GFS,
Atmos and Ceph, all adopt complete copy redundancy method. For the Google
File System (GFS) in Google [6], three copies are generated through completely
replicating data block in cloud storage system. However, Atoms system of EMC

* Danwei Chen is a professor in College of Computer, Nanjing University of Posts and
Telecommunications. His research interests are focused on Information Security, and
Computer Application.

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 14-£5] 2013.
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provides more copy services to pay users than free users. To ensure the secu-
rity of data, S3 system of Amazon [7] produces multiple copies for data of each
user. What’s more, although complete copy guarantees the data correctness, it
needs larger storage space and more cost for large amount of data. While ECT
mechanism not only saves storage space, but also improves the efficiency of error
detection.

2 The Architecture of ECT System

The principle of ECT system architecture is shown in Fig. [land the data redun-
dancy backup is through RS erasure code [8,19]. RS erasure code is a multi-system
BCH code with strong error correction ability, which not only corrects burst er-
ror but also random error. According to the principle, the origin data is firstly
divided into m data blocks which are RS encoded and then generate n data
blocks. Among the n data blocks, n — m data blocks are the verification data
blocks. Finally, the encoded data is stored in n servers. When there exist bad
data blocks in storage files, RS erasure code can be used to recover data blocks
and obtain the recovering data. On the base of guaranteeing the efficiency, this
code may provide more abundant storage strategies and save a lot of storage
space. It may also reduce the data storage cost, through the number of backups
and the setting of encoding parameters. The principle is shown in Fig. [

Origingl
Original

data

encode

Generate | User check
data

Compute Generate
token signatures

<

Correct Wrong storage
storage Recover data

YES NO

Fig. 1. Principle of ECT architecture

In addition, the system can ensure the rapid and effective detection of the
data that is changed and destroyed according to the failure in the servers or
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random error of Byzantine. When errors are detected, it is the most important
thing to confirm the server in which the data error is occurred, and then you
can quickly recover data. Meanwhile, in order to make sure the correctness of
data and rapid position of errors, ECT mechanism introduces a kind of tokens.
Token’s computing function is a hash function. Before storing the distributed
files, the user precalculates a certain number of checking tokens. Each token
corresponds to a random subset of the data block. So in order to confirm the
correctness of the data in the cloud, users can check the block index of randomly
generated string of data in the cloud on the server. After receiving challenge
value from the user, the cloud server returns a short signature by specifying
the data block index. The signature value should be equal to the corresponding
checking token, otherwise, data storage should be abnormal. In addition, all
servers are running on the basis of a subset of the same index, so the response
to a request by the integrity check value must be determined by the encoding
matrix P. Furthermore, ECT model’s simple steps will be described in Fig. 2

| user I server

\Dam .

Encode data
generate 0
token Vi

sendy!/)

Challenge

token [TT—— hallenge
chaflenge generateR!/

response R" N

verify

”"]y\

Fig. 2. Steps of ECT

The preparation is as follows:

F the data file F;

A the generator matrix of R-S Erasure code;

G file encoding matrix, vector n = m + k, each vector is composed of data
blocks;

frey(-) pseudo-random function (PRF), defined as f : {0,1}* x key — GF(2P);

Prey(-) pseudo-random permutation (PRP), defined as ¢ : {0, 1}°82() x key —
{0, 1}10g2(l);

ver the version number of file blocks, recording the number of times that each
data block modified. All beginning versions of the data blocks are 0.
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Si" the key in the PRF. The value depends on the file name, block index i, the
server’s location j and file version number ver.

The ECT steps are as follows:

1. The data file F is decomposed into m data blocks, recorded as a matrix
composed by the same size of the data vectors F = (Fy, Fy,---, F,,). Each
data vector has [ data blocks. Each data block is included in the Galois field
GF(2P), to ensure uniqueness and speed of operation. In order to facilitate
the calculation, p is 8;

2. F is stored in the m + k servers G = F - A, where A is the changing
Vandermonde matrix, which is to ensure effectively restoring the original
data when the data error is occurred. )

3. Calculate each G) and token value v;”” according to G, and compare it to

the response value jo ) that server gives. If they are the same, storage is
correct, otherwise an exception occurs, and you need to restore the original
data.

3 ECT’s Implementation

3.1 Erasure Code

In cloud storage, data files F are redundantly distributed and stored on the n
servers. Construct k redundancy checks vectors from m data vectors by using
RS erasure codes. The original m data vectors can be recovered by m random
vectors from m + k data vectors. m + k vectors are stored in the different cloud
servers with the number of m + k, even if there are k servers occurring errors,
the raw data files will still be intact and preserved. In order to ensure that the
raw data input and output, file distribution must be regular, and m data file
vectors and k check vectors are stored in the different m + k servers.

Assume F = (Fy, Fa, -+, Fy), Fi = (fuis fair -+ fu)?, (i € {1,---,m}), where
[ < 2P —1. Note all these blocks are elements of GF(27). The systematic layout
with parity vectors is achieved with the information dispersal matrix A, which
is derived from m x (m + k) Vandermonde matrix [10]:

Bl 52 5m 5m+1"' 577,

1 1 1 . 1
57n m . Bm 57” . m

where 8, (5 € {1,---,n}) are distinct elements randomly picked from GF(2?).
After a sequence of elementary row transformations, the desired matrix A can
be written as:

10---0 p11 p12 -+ Pk
01---0p21 p22 -+ P2k
=I|P)=1... . . . .

00 - 1pmi Pm2 " Pmk
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where [ is a m x m identity matrix and P is the secret parity generation matrix
with size m x k. Noting that A is derived from a Vandermonde matrix, thus it
has the property that any out of the m 4 & columns forms an invertible matrix.

By multiplying F by A, the user obtains the encoded file G: G = F - A =
(G, G ... g Ggmtl) .. ")) = (F, F,---, F,,G™D ... Gg™),
where GU) = (g%j),géj), e ,gl(j))T, (j € {1,---,n}). The first m vectors are
determined by the identity matrix I, so they are the same to the original data.
The rest part (G ... G(") is generated based on the k parity data vectors
H from F.

The parity vector H from the generator matrix makes GH” = (. This equa-
tion can be used to test whether an n-vector is correct. If the equation has been
set up, it is the correct code word, otherwise it is certainly not the correct code
word. Therefore, we can use these redundancy messages which is generated by
the error correction to improve data’s reliability and availability.

3.2 Token Generation

In order to ensure the correctness of the data storage and rapid position of
errors at the same time, before the file prior to the distribution of storage, the
user should pre-calculate checksum token of a single vector based on a certain
number G, (j € 1,---,n). Each token corresponds to a random subset of
the data block. To confirm the correctness of the data on the cloud, the user can
view the block index of randomly generated string of data in the cloud servers.
After receiving challenge value from the user, the cloud servers specify the data
block index to return a short signature. The signature value shall be equal to
the corresponding checksum token, or data storage is abnormal. In addition, all
servers are running on the basis of a subset of the same index, so the response
to a request by the integrity check value must be determined by the encoding
matrix P yards.

If the users want to check correctness of data for ¢ times, they must pre-
compute t checksum tokens for each individual G, (j € 1,---,n), which
relates to a PRF f(-), a PRP ¢(-), a challenge key and a universal replacement
key Kprp. To generate the it" token in sever j, it needs the following approach:

1. Random challenge value o; = f,g?}al

within the GF'(2P), and one replacement
key k‘](gi)p based on the Kprp.

2. Calculate the r index selected randomly: {I, € [1,---,1] | 1 < g < r}, where
Iq = ¢k§:‘2p (q)

3. Get the token

q

vi(j) = Za? x GV [I,], where GWI[I,] = ggj)
q=1

where vz(j ) is not only the element of GF'(2P), but also the server’s response value

the user expect when he challenges a specific data block. Therefore, after the
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token is generated, the user decides whether to keep the token pre-calculated

or store it encrypted in the cloud server. Once all the tokens are generated,

the final step before distributed storing files is to encrypt each calibration data

gz(]) from (G™*D ... G™) using the formula g(]) — gz(]) + fr,;(515), (i €

{1,---,1}), where k; is the encryption key of checksum vector GV,  (j € {m+
-,n}), in order to protect the coding matrix. Finally, all the n encoding

vectors GU),  (j € {1,---,n}) are stored and distributed in the cloud server.

Algorithm to calculate the token:

Set the parameters [, n and functions f, ¢.
Select calibration code number ¢.

Set the number of indexes for each verification.
Generate the master key K, and the challenge value kcpq;.
For vector G j < 1, n do.

For round i + 1, t do.

Derive «; = f,g:)} » and k:prp from Kpgrp.
Compute.

End for.

End for.

11. Store all v; locally.

© 0N DU WD

_.
e

The position of errors is a prerequisite for eliminating errors in the storage
system. The challenge server not only includes if the distributed storage is correct
or not, but also contains a potential data error location. For example, the 3"
response process of the review of the n servers challenge is as follows:

1. The user will send «; and the i*" replacement key to each server.
2. 7 row index in the storage vector GU) is arranged in a linear combination in

sever:
r

Rz(j) = Zag « G [(bkifr)p (@)]

q=1

3. With jo ) received from all the servers, users get the hidden value of Rz(j ), (€
{m+1,---,n}) by using the formula:

R(J “ R ka] o, where I, = ¢k§f2p(Q)'

4. User verifies the effectiveness of the received encodes by coding matrix P:
(R(l) . R(?rL)) (R(m+1) R(n))
) » Al
The challenge response algorithm (the 7** challenge):

1. User sends the calculation o; = f_,,,(¢) and kz(jﬁn)p.
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2. Receives

,
RZ(J) = Zag X G(j)[%j)p (@)]
q=1

from server.
3. For (j < m+1,n).

4. Do

R} R} =) fui(SU45)) - of

q=1

5. End for.
6. If.
7. Then complete the response and make the next challenge.
8. Else.
9. For (j <+ 1,n).

10. Do if RY # o).

11. Then return server j abnormal behavior.
12. End if.

13. End for.

14. End if.

The servers are using the same subset index, specific r-row linear collection
(R(U, e Rgn)) must be coded by the code file matrix. If the equation above is

1
equal, it shows a successful challenge. Otherwise, the file data block is destroyed
in these provisions.

Once the inconsistency among the storage has been successfully detected, we
can rely on the pre-computed verification tokens to further determine where
the potential data error(s) lies in. Noting that each response RZ(] ) is computed

exactly in the same way as token vgj ), thus the user can simply find which server
is misbehaving by verifying the following equations:

Rz(j) ; ’Uz‘(j)’ JE {1’ U 7n}

After verification exception occurs in the server, we can download data from the
front of m in the servers to reconstruct the original data. While the verification
is based on random checks by selecting the appropriate system parameters (eg:
r,1,t) and controlling sufficient time for verification, we can ensure the successful
recovery of the files with high probability. In addition, when corrupt data is
detected, with pre-computed token and get the response value compared in order
to ensure the identification of abnormal server. Therefore, as long as there is at
least k abnormal servers to identify them can re-generate the correct block,
through removing the corrective newly restored data block which can be re-
assigned to the abnormal server, thus maintaining the correctness of storage.



Research on Data Fault Tolerance Mechanism 21

3.3 Data Storage and Procession

Assume that the matrix F describes the static or archived data. But there will be
a dynamic data storage in the cloud data storage, such as electronic documents,
photographs, or log. So the key is to take the dynamic case into consideration
and to ensure that users at all levels of the files perform the update to delete the
correctness of the data modification operations. The most direct and tedious way
is to download all data from the cloud server and re-compute the checksum of
the data block and the verification token, which is obviously very inefficient. In
this section, we will show you how to effectively deal with dynamic data storage
operations.

Update. In the cloud data storage, sometimes the user will need to modify some
data blocks or change the value. This situation ranges from f;; to fi; + Afi; is
called the data updates. Because of the linear characteristics of the RS erasure
codes, the user can only use Af;; to complete updating and producing the latest
calibration data block, without considering other unchanged data blocks. So we
can create a completed revision of the matrix:

Afin Afiz -+ Afim

Afor Afaz -+ Afom

AF = = (AFy, AP, -+, AF,,)

Afn Afig -+ Afim

Noting that we use zero elements in AF to denote the unchanged blocks. To
maintain the corresponding parity vectors as well as be consistent with the orig-
inal file layout, the user can multiply AF by A and thus generates the update
information for both the data vectors and parity vectors as follows:

AF - A = (AG(I)a"'aAG(m),AG(7'L+1),~~~,AG(”))
= (AFl,,AFm,AG(erl)’,AG(n))

Because the data update operation inevitably affects some or all of the remain-
ing verification tokens, after preparation of update information, the user has to
amend those unused tokens for each vector G) to maintain the same storage
correctness assurance. In other words, for all the unused tokens, the user needs to
exclude every occurrence of the old data block and replace it with the new one.
Thanks to the synchronization of our verification token, the user can perform
the token update efficiently. To give more details, supposing a block GU)[I,] is
covered by the specific token UZ-(j), which has been changed to G [I,]+AGW)[I,],
)

where I = ¢, (s). To maintain the usability of token v;”’, it is not hard to
prp

verify that the user can simply update it by vgj ) vgj ) + a3 x AGY)[I,] without
retrieving any other » — 1 blocks required in the pre-computation of UEJ ),
After relation of the token, in order to hide the encryption matrix P,we hide

updated information in each data block checksum with formula Agz(j ) Agz(j ) +
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fr; (s757), (i € 1,---,1), by using a subset of the random function PRF. Ver is
the number of hidden information specific calibration data block. The user will
correct information is sent to the cloud server and cloud server will renew such

information.

Delete Processing. Sometimes, after being stored in the cloud, certain data
blocks may need to be deleted. The delete operation we are considering is a
general one, in which user replaces the data block with zero or some special
reserved data symbol. From this point of view, the delete operation is actually
a special case of the data update operation, where the original data blocks can
be replaced with zeros or some predetermined special blocks. Therefore, we can
rely on the update procedure to support delete operation, i.e., by setting Af;;
in AF to be —Af;;. Besides, all the affected tokens have to be modified and
the updated parity information has to be blinded through the same method
specified in update operation. Af;; in AF is —Af;; and all the affected token
must be modified and updated using the update processing to hide updated
parity information.

Same to the update operation, only need —Af;; to complete the removal
process and generate new parity data blocks, the establishment of a complete
revision of the matrix is:

—Afu —Afiz - —Afim

7Af21 7Af22 7Af2m

AF = = (AFy, AF,,- -, AF,,)

_Afll 7Afl2 7Aflm

Similarly, in AF, the unchanged data blocks are tagged as 0. Multiply A by AF
to get the updated information of the each data vector and the parity vector to
make sure that parity vector and the original documents consistent with the
distribution:

AF - A = (AGW, .-, AG™, AG!™ Y, ... AG™)
= (AR, -, AFp, AGU™Y - AG™M)

The checksum token which did not be updated may also change, so they will
have to be modified. Assuming that a data block GW[I,], (I, = G0 (s)),

whose particular token vi(j) changes the data block to be G [I,]4+ AGj)[I,]. To
Z(j) — vi(j)Jraf X
AGUY[I,). After relating the relevant token, hide the updating information Agz(j )
D AgD 1 fi (s, (i€

ensure the availability of the token, the token can be revised to v

of each checksum data block with the formula Ag
1,---,10).

Addition Process. Users may add data blocks in the end of data files, which
increase the storage space, and this is the addition of data. It is expected that
the addition in cloud data storage is bulk adding, and users can upload a lot of
data blocks.
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According to steps in the distribution process of the file matrix F, adding data
blocks in the end of the file is equal to adding corresponding row number under
the matrix of file F. File matrix has [ rows at the beginning. Supposing users add
m data blocks in the end of file F and mark those as (fi+1,1, fi+1.2,- s fi+1,m),
then add 0 if the number of data blocks is no more than m. We can compute
coding vectors (fi+1,1, fi+1,2, - fix1m) - P = (gl(ffrl)7 . gl(z)l) of adding data
blocks by encryption matrix P, directly.

In order to better furnish add process, we need to do a little change for token
pre-computation. Firstly setting the size of each data block and labeling as l,,44,
computing each token parameter 7,40 = [ X (Lnaz/l)] at the same time, then
the computation of the token 7 in server j can be modified to

v = Za? x GU[I,]
q=1

In this expression,

j GDg (@] [0 (@] <1
G()[L’]_{O o (@] > 1

The above equation ensures that there are average r index in the existed data
blocks. Server checks the token values according to the above steps when receiv-
ing challenge request of users. When users want to add data blocks, file data
blocks and the corresponding verified data blocks change, and the length of each
vector GU) also increase in the range of [I, lina, . Adding af xGW[I,] (GY[I,] #
0,1, > 1) and I, = ¢k;ir>p (q) to the origin v;. The next hiding and updating of

90,

data block verification are the same.

Insertion. Insertion is to add applications to handle additional data file index
in the desired position, to maintain the original data block structure of the data
files, and insert data from the index j + 1 location of data blocks F'[j]. Inserted
to deal with the many rows of the matrix will affect the logical data file F, which
is followed by data blocks have to re-encoding, and the challenge response tokens
should be recalculated.

Because AF = (Fy, By, -+ Fp,),
Fy = (fuis foir -+ fu) "

fllle"'flm
fa1 fa2 -+ fom
So  F=1 . .. .
fu fio o+ fim

Assumptions insert the data are recorded as:
F/:(Fl/vFZ/""’F;n)v Fi/:(f{i’féi""’fl/i)T
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Data encoding vector encoding matrix P calculated directly inserted:
(F|,F},---,F')-P = (G(l) 7@(2) ,~-~,G(’”) ’G(mH) 7...7g(n) ), among the
above equation G’ = (g%j) ,géj) ,~-~,gl(j) )E, 4 € {1,---,n}. Perhaps need
to count the token which is expected to make changes, the first preset the size
of each data block, in the calculation of server j first token to change:

jo) _ Zag « G(j)’[qskggrgp (q)]

q=1

4 Conclusion

4.1 Redundancy

The redundancy discussed in this paper is based on the same error correction
capability. For a Maximum Distance Separable (MDS) Erasure Code of (n, m, k),
the fault tolerant capability is ¢ (¢ = n —m), which is to say the failure of any
t nodes does not lead the loss of data. However, for the completely copy of
correcting n errors, n + 1 copies are needed and the redundancy becomes n + 1
which is clearly larger than that of Erasure Code. Therefore, the Erasure Code
has great superiority in storage space.

4.2 Intrusion Tolerance Capacity

Suppose there are n data blocks, the former m nodes store the user’s data and
the later n nodes store the redundant data. The data would loss only when all the
data stored in the nodes which are larger than m nodes was stolen. Meanwhile,
the intrusion tolerance capacity is m—1 for the system based on completely copy,
apparently. The two mechanisms are almost the same in the intrusion tolerance
capacity. And the comparisons of completely copy and Erasure Code are listed
in Table [Tl

Table 1. Comparisons of Completely Copy and Erasure Code Technologies

Redundancy mechanisms Storage costs Fault-tolerant numbers Complexity
Completely copy Higher Number of backup:n, Simple
The worst tolerant:n-1

Erasure code Economic n/m More complex

If we set the same checked files and the same condition of modified data, the
results are shown in Fig. Bl when comparing our model and completely copy.

The successful detection probability changes with the detection row number
when the proportion of the modified data is 10 percentages. In Fig. B the detec-
tion probability of Completely Copy is higher than that of ECT model when the
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—HB—Complete
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Fig. 3. Probability of Normal Error

files are few. However, the advantage of our model (ECT model) is revealed with
the increase of the files. Generally, the storage data is extensive in cloud storage.
So our scheme has powerful advantage in cloud storage. In addition, the Com-
pletely Copy is a method for completed replicate, while our scheme carries out
redundant storage by generating verified data. The storage space of Completely
Copy is much more than that of our model.
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Abstract. Virtualization is a hot topic in current research. As one of
the important applications of cloud computing, the live migration of vir-
tual machine(VM) can move a VM from one host to another without
shutting it down. The key of live migration is to reduce the total migra-
tion time and its downtime. This paper focuses on the optimization of
live migration in Xen environment due to the default algorithm does not
work well when memory pages are dirtied rapidly. Base on Xen source
code, a DPDT(dirty page delayed transfer) algorithm has been designed.
Later experiments show that the improved algorithm reduces the total
migration time and downtime efficiently with a high dirtying page rate
environment.

Keywords: Virtual Machine, Live Migration, Delayed Transfer.

1 Introduction

Virtualization refers to computing elements on a virtual basis, rather than run-
ning on a real basis, which is a solution to simplify the management and optimiza-
tion of resources . In computer science, a virtual machine(VM) is a completely
isolated guest operating system installation within a normal host operating sys-
tem. Through the virtual machine monitor (VMM), hardware can be shared by
each running VM operating system and application. Besides virtualization al-
lows one physical machine to run multiple operating systems at the same time,
thus can be an effective way to allocate resources and separate the individual
services.

Live migration allows a server administrator to move a running virtual ma-
chine or application between different physical machines without disconnecting
the client or application. Admittedly live migration is very meaningful. In or-
der to maintain the continuity of service in the migration process, the overall
migration time and downtime of VMs should be reduced as much as possible.

* Corresponding author.
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However in the case of high dirty page rate, the effect of existing pre-copy algo-
rithm is relatively poor. So an improved dirty page delayed transfer algorithm
is proposed in this paper with the help of analyzing the live migration of VMs
and pre-copy algorithm. Later experiments show that, in the case of the high
rate of dirty pages, the algorithm can effectively reduce total migration time and
downtime.

2 Related Work

The major role of live migration is to migrate memory information of a VM. The
authors in [I] proposed a pure stop-and-copy method which involves stopping
the original VM, copying all the original VM memory pages to the target and
then starting the target VM. This method is simple to achieve. However, system
downtime and overall migration time are proportional to the amount of physical
memory allocated to the VM. If a VM running a real-time service, the cost of
downtime is unacceptable.

Xen [2] is a Hypervisor developed by the University of Cambridge.It is widely
supported in the Linux community. In literature [3], Christopher Clark et de-
signed and implemented live migration of virtual machines based on Xen. It
works as follows: in the first phase, all the memory pages are copied to desti-
nation; in the second phase, several rounds of incremental synchronization are
employed, and all the pages that are modified during last round are migrated;
in the last phase, the VM is suspended on the source node, and all the remain-
ing memory image and VCPU context are copied, then VM is resumed on the
destination node.[4] Basically by using pre-copy algorithm can reduce the down-
time of the system to less than 1s. However, these tests are based on the simple
web server. With existing algorithms, there is a high risk of service interruption
when migrating VMs with high workloads and/or over low-bandwidth networks.
In these cases, VM memory pages are dirtied faster than they can be transferred
over the network, which leads to extended migration downtime.[9].

VMware is one of the most widely used virtual machine software. Michael
Nelson proposed a V motion program based on VMware[7]. And its algorithm
is also similar to the Pre-copy.

The authors in [6], [9] propose the incremental compression (Delta Compres-
sion) methods to improve the efficiency of migration in the case of the high rate
of dirty pages, but this algorithm may consume more resources of the system’s
CPU and memory.

3 Current Pre-copy Memory Migration

Pre-copy [2], [3] means to take several rounds of incremental synchronization
when migrate VM of host A to host B, thus ensuring the memory of both ends is
the same. Memory pages are iteratively copied from the source to the destination.
Within pre-copy algorithm, they are three types of bitmap:
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to send: dirty pages in the last round of iteration;

to skip: frequent changes pages, will be skip in the current round of iteration;

to fix: the page has not been mapped and would be translated in the final
round.

Pre-copy algorithm steps are as follows:

Stepl. Because all pages will be sent in the first round of the iteration, all
to send should be set 1;

Step2. At the beginning of every round of iteration, bitmap of dirty pages
would be copied to to skip. Transmit the page only if the value of its to send
and to skip are separately 1,0;

Step3. After the transmission is complete, determine whether it meets the
requirement to go into the final round of iteration or not. At the same time copy
the dirty page bitmap to to send and empty the dirty page bitmap. If it meets
the requirement, go to Step4, otherwise go to Step2;

Step4. In the final round, stop the VMs and transfer the rest pages in to send
and to fix.

Table 1. Pre-copy Algorithm Dirty Page Bitmaps

to send 0 O 1 1
to skip 0o 1 0 1
transfer or not NO NO YES NO

4 Dirty Page Delayed Transfer Memory Migration

In pre-copy algorithm, memory pages are transferred iteratively. Iterative means
that pre-copying occurs in rounds, in which the pages to be transferred during
round n are those that are modified during round n-1. The more frequently the
pages are modified, the higher possibility they are sent. So the total amount
of transmission is increasing. The total migration time, network burden would
also be greatly affected especially when VMs with high memory loads. Although
to skip bitmap is used to identify the page of frequent changes, it is just deter-
mined by a short time which varies from the end of the last round of iteration to
the start of the next round(see Fig[ll). If the page is judged changing frequently
in the last round, but not changing during the judgment of to skip in the current
round then it may be sent again. In fact, it has the large probability that these
pages continuing to change in the current round. Therefore pre-copy algorithm
does not work well for situation when pages are frequently changed.

In response to these problems, this paper proposes the dirty page delayed
transfer algorithm. The algorithm adds a new bitmap named to delay to mark
those pages which are changed both in the last round and current round of the
beginning. These pages would be transferred later.Therefore, there are four types
of bitmap within the improved algorithm, to send, to skip, to delay and to fix.

The steps of dirty page delayed transfer algorithm are as follows:
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lazt round of iteration the time to collect to_szend

the time to collect to_skip

current round of iteration

pagesz transfer time

Fig. 1. The Timeline of Pre-copy Algorithm

Stepl. Because all pages will be sent in the first round of the iteration, all
to send should be set 1;

Step2. At the beginning of each round of iteration, bitmap of dirty pages
would be copied to to skip.

1)If both the value of a pages to send and to skip are 1, its to delay should
be set 1.

2)Transmit the page if the value of its to send, to skip and to delay are sep-
arately 1,0,0.

3)Transmit the page if the value of its to send, to skip and to delay are sep-
arately 0,0,1. Then the value of corresponding to delay should be restored to
zZero.

4)The other cases are not allowed to transfer.

Step3. After the transmission is completed, determine whether it meets the
requirement to go into the final round of iteration or not. At the same time copy
the dirty page bitmap to to send and empty the dirty page bitmap. If it meets
the requirement, go to Step4, otherwise go to Step2;

Step4. In the final round, stop the VMs and transfer the rest pages of to send,
to delay and to fix.

Table 2. DPDT Algorithm Dirty Page Bitmaps

to send 0 0 0 O 1 1 1 1
to skip 0 0 1 1 0 0 1 1
to delay 0 1 0 1 0 1 0 1
transfer or not NO YES NO NO YES NO NO NO
to delay=0 to delay=1 to delay=1

After add the to delay bitmap, the page whether to be transferred in each
round is judged by Table 2l When both the values of to send and to skip are 1,



30 D. Chen et al.

set the value of corresponding to delay to 1. If a pages to delay is 1, only both
the values of to send and to skip are 0 can the page be sent. The value of a
pages to delay is restored to zero when the page is sent. That is when a page
is marked as to delay, it can only be transmitted if there is no change during
the last round and current round at the beginning. This can effectively reduce
the frequent transfer of dirty pages, lessen the total amount of migration, and
diminish the total migration time and downtime. This algorithm is not only
easy to implement, but also has no additional loss of system resources such as
memory and CPU. Moreover it does not need to modify migration destinations.

5 Experiments and Results Analysis

5.1 Experimental Environment

Migration is operated between two computers in the LAN node. The configura-
tion of these two computers is Intel Celeron E3400 2.6Hz and 4G memory. Virtual
platform is Xen-3.1.2 and virtual machine is ubuntu-10.04-destop-amd64. The
memory of the VM is set to 512M. In addition, there is a NFS server and the
experimental network environment is Fast Ethernet.

5.2 Experimental Results and Analysis

Migration under the low workloads. The experimental results are as follows:

Table 3. Migration under Low Workloads

Total Rounds Downtime(ms) Total Time(ms)
Original Algorithm 5 420 47940
Improved Algorithm 5 410 48037

As can be seen From the Table [l and Fig. 2] the live migration is completed
within several rounds of iterations because of the low dirtying rate under low
workloads. Besides the decrease of the overall migration time and downtime is
less obvious by using the improved algorithm.

Migration under the high dirtying rate. The experimental results are as fol-
lows:

Table 4. Migration under High Dirtying Rate

Total Rounds Downtime(ms) Total Time(ms)
Original Algorithm 30 1883 59147
Improved Algorithm 28 1381 50964
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Fig. 2. Migration under Low Workloads
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Fig. 3. Migration under High Dirtying Rate

It can be seen through the comparison of Table @ and Fig. 3, under the high
dirtying rate, the original pre-copy algorithm reaches the maximum number of
iterations which is 30 times and then exits. Yet the improved dirty page delay
transfer algorithm proposed in this paper can be controlled to enter the downtime
copy of the final round before reaching the maximum number of iterations. The
system overall migration time and downtime are somehow reduced.

The Fig. @ above shows the number of pages transferred per-iteration in
the case of high dirtying rate. Because it will send all the pages in the first
round of iteration, so the transfer time of the first iteration is approximately the
same. Meanwhile from the figure above, it can be found that the number of the
transmission pages is reduced within each iteration by applying the improved
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Fig. 4. The Number of Pages Transferred Per-iteration under High Dirtying Rate

algorithm. This can not only shorten the migration time, but also effectively
reduce the network bandwidth. From the second round of the iteration to the
final round, the original algorithm and the improved pre-copy algorithm are
separately transferred 27634 and 9606 pages. It can be seen that the dirty page
delay transfer algorithm greatly reduces the amount of the dirty pages which are
frequently changed in the transmission.

6 Conclusion

This paper proposes a dirty page delayed transfer algorithm which is used to
reduce the number of pages transferred during the live migration of virtual ma-
chine. The experiment shows that this algorithm is perfectly decreasing the over-
all migration time and downtime.

It can be found through experiments that the time of the first round of itera-
tion occupies relatively large proportion of the overall migration time. With the
help of the compressed thought, further work is to optimize the first round of
iteration and avoid the transmission of a large number of blank pages, so that
the migration time can be reduced further.
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Abstract. mutant information For the internet of things(IoT), how to
effectively store heterogeneous data streams is a new challenge. Currently
random sampling is generally used for data stream storage. Additionally
B+ tree is widely used to for quickly indexing. Such data in store are ran-
dom, and it ignores the users’ interest. In addition, B+ tree is applicable
for one-dimension data, which is not feasible for multiple heterogeneous
data streams. Herein, in this paper we propose a new sampling method to
satisfy the users’ interest according to the mutant information. Besides
that an extended B+ tree structure is designed for multiple heteroge-
neous data stream so that the user can quickly index the interested data.
Extensive experiment results show that the new sampling method and
the extended B+ tree work efficiently than current sampling methods
and storage mechanisms.

Keywords: heterogeneous data streams, mutation data, real-time, multi-
dimensional B+ tree.

1 Introduction

Recently data streams are appearing in wide applications, which absorb a grow-
ing number of scholars concerning on their sampling and storing. The real time
monitoring human motion with body sensor network is one of data stream appli-
cation. Different from the traditional data stored, the data stream appears in the
form of fast and unlimited stream [I]. The system that manages and processes
is is known as a data stream system.

Data stream can be regarded as infinite multiple collections. Each element of
the collection has a form of < s,¢ >, where s is a tuple, and ¢ is a timestamp [2].
Due to the limited memory, in data stream system a sliding window is defined to
filter the recently stream data so as to support real-time query. As data stream
entering in the sliding window, some past data will leave out of the sliding
window [3], which is called historical data [4].

In realistic applications, queries of the data stream are quite common. Since
the memory capacity is limited and the date stream is continuous, the online
query is limited in the current sliding window. But when the query data is outside

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 34{3] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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of the current window, the current online query techniques are not feasible. In
most situations, to satisfy the requirement of real time, an approximate querying
results with errors to some extent are enough for data stream querying. To
combat the above problems, sampling the data stream is a feasible approach
to resemble the original data [5]. [5][6][7] list the current sampling methods for
data stream system, including reservoir sampling, accurate sampling and count
sampling. But all these methods are based on random sampling. For supporting
real-time querying, B+ tree and its variants are used to index the historical data.
[8] uses reservoir sampling method on historical data for data stream sampling,
and index sampling data by using B+ tree. [4] uses multi-layer recursive sampling
method and HDS-Tree structure to release the storage pressure.

Giving the storage space and effectiveness of sampling, and considering the
numbers of heterogeneous data streams, this paper proposes a sampling method
depending on the mutation information, and extends the B+ tree to multi-
dimensional B+ tree. The sampling method based on the mutation information
considers the inherent features of data stream, extracting the interested data as
the samples to ensemble the original data. Multi-dimensional B+ tree fits to the
unified management for heterogeneous data streams, and improve the storing
and indexing efficiencies.

Other part of this paper is organized as follows. Section II introduces the
definition of the mutation information. Section III gives the sampling method
based mutation information and the storage strategy of multi-dimensional B+
tree. Section IV discusses the performance of the sampling strategy. Finally part
gives the next step of research work.

2 Problem Formulations

2.1 Definition of Mutation Information for Data Stream

The data stream is a large, continuous, rapid and time-varying data sequence,
and the information is usually contained in data sequence. So it is almost im-
possible for a single data to carry all the information contained in sequence. The
Shannon information entropy could carry statistics information of data, but it
cant reflect mutation in data stream. So we give a function that could measure
the mutation information of data stream (Fig.1).

Definition 1: Suppose the data sequence can be expressed as x1, 9, x;, the
data elements information is related to its context. On the timeline, the status
of current element can be described as smooth or mutation compared with its
neighbors. The mutation information measure function is given as follow

Ii:H(axiflaxiaxi+1a)m (1)

where x; is element data at time 7. If the mutation of x; is greater, it means
that the mutation information I; is greater and the data stream is mutant. On
the contrary, if I;issmaller, the data stream is more smooth. The definition
has a special meaning for abnormal event monitoring. Herein we can store the
user-related interesting data according to the mutation information.
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2.2 Computation Calculation of Mutation Information

The above description is a definition of mutation information, and in order to
calculate the value of mutation information, we use the heuristic segmentation
algorithm in [9][10].

Assume there is a time series z(t) with N items. At time i, we define a left
sub-sequence and a right sub-sequence. The left sub-sequence contains Ny
elements which come before x;, while the right sub-sequence contain Ny elements
which come after the element z;. u1 (i) and us(7) is the mean value of left and
right sub-sequence. s1(4) and s2(7) is the standard deviation of the two sequences.
sq(1) is combined deviating of data x;. T'(i) is the mean difference of the two
sequences. Herein we have

saliy = M F 2Dy g (1 Ly o)

Ny + No —2 N1+N2

U1 (Z) — UQ(Z) ‘

Sd(i) (3)

After calculating every data for x(t), we obtain a series of statistic values T;.
Here T; denotes the difference between the left and right sequence. The greater
T; means the more observable of difference between the two sequences. It also
illustrates that mutation could have happened and the current element data
carries more information.

T(i) = |

T
—— P(Ti)

90k ++++ Shannon entropy
Electricity Price Data

Electricity Price

Information

I
240
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Fig. 1. Shannon Entropy and Mutation Information

The method to calculate the statistical significance of T; is given as follow:
P(T;) = Prob(T < Ty). (4)

It is accumulative probability density function of T3, which is obtained by count-
ing all received data or data comes recently. P(T;) is the probability of T that is
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less than or equal to T;. If P(T'%) > PO (P, is a threshold), the difference of the
two sequences is greater than the given threshold. That means x; is a mutant
data, which is an interesting point we may sample.

For example, we take electricity price data as our experimental data. Fig.1
shows the Shannon entropy and mutation information of the experimental. We
can see from the graph that the Shannon entropy almost matches our experi-
mental data. So it cannot reflect the mutation of data. At the same time, the
mutation function we give can effectively describe the mutation situation at mu-
tation data. Usually, the abnormal data is our interesting data. Therein we define
Eq.4 to determine mutational probability that we can obtain these interesting
points.

2.3 Storage for Data Stream

The current method to store and index historical data of the data stream is B+
tree or its variants. A B+ tree is a type of tree data structure. It represents
sorted data in a way that allows for efficient insertion and removal of elements.
It is a dynamic, multilevel index with maximum and minimum bounds on the
number of keys in each node. In a B+ tree, all data are saved in the leaves.
Internal nodes contain only keys and tree pointers. All leaves are at the same
lowest level. Leaf nodes are also linked together as a linked list to make range
queries easy and fast. Due to these advantages, it can be used to store and index
historical data in data stream system.

Parent node

2 1k oJks| [Ko] |

2l e[kl e lksl o) | ks (k][] ]

Leaf n()d/

._’{Data‘ "\"{Data‘ ’—HDam‘ .—HDam‘ ’+

Fig. 2. The structure of B+ tree

Fig.2 depicts the structure of B+ tree. The Internal node of B+ tree can be
described as (Py, k1, Pa, ko, - -+, Pj, kj;). k; is keyword (here it is timestamp), and
P; is a tree pointer which point to its child node. This kind of storage mechanism
can be only used for one-dimensional data storage management. While for mul-
tiple heterogeneous data stream in the Internet of Things, such as temperature,
humidity, pressure and wind strength etc, this one-dimensional storage scheme
will result in low storage efficiency and indexing efficiency. Therein we propose
a multi-dimension B+ tree structure, which is applicable for multi-dimensional
heterogeneous data stream storage.
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3 Storage Mechanism for Heterogeneous Data Stream

3.1 Data Stream Sampling

In order to improve the storage efficiency, we prefer to retaining the data which
users are interested in, namely mutational data rather than storing the whole
incoming data. Therefore, we will use the mutant information defined in Eq.4 to
store the mutant data. According to the definition, the left sub-sequences and
right sub-sequences should be predefined in order to compute the mutant signifi-
cant information. Without loss of generality, we use a sliding window mechanism
to determine the size of sub-sequences.

Define a window as (as, ..., a.), where s and e denote the start time and end
time respectively. Data in the sliding window updates continuously, with new
data entering in and first data leaving out. Define the window with a size as
N, where N must be greater than the sum of the length of the left and right
sub-sequences. Assumption that there are m heterogeneous data streams, for
each data stream we use the sampling method based on mutant information,
and then we use index structure based B+ tree and multidimensional B+ tree
respectively to store and index the sampled data.

Sampling approach follows:

(1) Assume that the left sub-sequence length and right sub-sequence length,
respectively, N7 and Na;

(2) Select the number ¢ point of the window as the current calculate data, the
selection of the point 7 must make sure that it has left sub-sequence and right
sub-sequence in the sliding window;

(3) Calculate the left sub-sequence u(i) and right sub-sequence s(i) of data
x;; get the combined error s4(¢) by the Eq.2 and Eq.3, and then calculate T;;

(4) According to the statistic properties, we obtain the approximate cumula-
tive probability density function of 7. Compute the information of point z as
P(T;);

(5) Choose the appropriate critical value Py, if P(T;) > Py, choose the point
x; as a sample; If P(T;) < PO, skip this point.

(6) Update the sliding window data, entry and output one data respectively,
then perform step (1).

3.2 Storage Mechanism for Heterogeneous Data Stream

In order to retrieve heterogeneous data streams rapidly, we expand the B+ tree
structure. Fig.3 is the multi-dimensional B+ tree structure. The structure of
leaf layer remains the storage structure of the B+ tree. Leaf node index layer
is added to the multi-dimensional B+ tree, it is the lowest level of the multi-
dimensional B+ tree index structure which points to the metadata node layer.
There are pointers between the index layers nodes, the index nodes are arranged
in accordance with the keyword order. This structure can show the difference
of the underlying multidimensional data, make indexing files fast and efficiently.
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Metadata node layer, a multi-dimensional space which is expanded from a one-
dimensional, is used to record the metadata which corresponded by the summary
sampled data of the different types of data stream in the current period.
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Fig. 3. The Structure of Multi-dimensional B+ tree

Metadata is the core of the multi-dimensional B+ tree; it is also the bridge
which connect different types of data, its structure is shown in Fig. 4, mainly
consists of aggregate values, sampling number n, the sampling rate f ,window
starting time ts and ending time te ,as well as storage address of sampled data.
The same type of data forms a sampling data sequence in accordance with the
chronological order, different types of data are independent of each other, but
they stay at the same time period. Thus we can query and manage heterogeneous
data stream by the time attribute.

e—» MD L MD o>
MetaData
ts» te | Aggregate n f Address

Fig. 4. The metadata structure of multi-dimensional B+ tree

From Fig.4 it can be noted that it still likes a B+ tree structure except that
the leaf nodes point to an object which is constituted by multi-dimensional data
stream. This object contains the sample metadata of all different types of data
in the corresponding period. Additionally, multi-dimensional B+ tree structure
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is also conducive to the mutual index between the different dimensions, which
makes adding or deleting operation more flexible.

4 Experiment Analysis

The experimental environment is using Windows 7 OS, Intel Core 2 Duo T6570
2.1GHz. The experimental data is electricity price data from the TESO[II] and
cosine data mixed with noise. The experiment mainly analyses sample rate,
sample error about the new sample method. Otherwise, it also analyses the
basic characteristics of the multi-dimensional B+ tree.

- === PuT)
— -~ = Po=075

P2(Ti)
Po=0.75

Sampling rate

L L
10 0.6 0.65 0.7
Ti Threshold Po

Fig. 5. T-value Distribution Curve Fig. 6. Comparison of sampling rate

4.1 Sampling According to the Mutant Information

The sampling method of mutation information is sample and store data which
contains more mutation information in data sequence. Thus the original data
sampling rate is mainly affected by the size of the data sequence which contains
mutant information. The information of each data series point is measured by T
according to Eq.3. Fig.5 shows the T-value distribution derived by Eq.3 which
uses two types of experimental data mentioned above. The point A and B in
the figure representatively shows P (A) = PyP>(B) = Py. Here Py = 0.75. The
value of T; corresponding with the data that should be sampled must be greater
than that corresponding with Py. Fig.6 depicts the sample rates of two sampling
methods under the same threshold Fy.

Under the same threshold, the sampling rate of the electricity price data using
the sampling method based on mutation information is lower than the uniform
sampling. Meanwhile the sampling rates of electricity price data and cosine data
with additive noise both using the sampling method based on mutation informa-
tion are quite different from each other. It is mainly because that the different
data flow sequences contain different mutation information, which results in the
difference of T; distribution, the difference is also reflected in the sampling rate.

The sample method based on mutation information is sensitive to abnormal
data in sequence. So it is more effective to sample non-stationary series and has
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lower error than uniform sampling. Fig.7 compares the two different sampling
errors by different sampling method. It can be seen that, with the increase of
threshold, the proportion of the sample decreases, the sampling data error also
increased. However, sampling error on mutation information sampling is less than
the uniform sampling. Combination of Fig.6, when the sampling rate is small, the
sampling error based on the mutation information is less than uniform sampling.
Thus it could be used for generating summary data in the management of data
stream.

Fig. 8 displays sampling errors of two kinds of sampling method. The hor-
izontal axis shows instability of data sequence. The vertical axis indicates the
reduced percentage of mutation information based sampling errors combining
to uniform sampling. In Fig.8, the mutation information sampling method has
a great advantage than uniform sampling when processing unstable data series.
The more unstable it is, the sampling error produced by mutation information
sampling method is less than uniform sampling.

The threshold also has an effect on sampling error. The experiment compares
the errors on different thresholds. Fig.9 shows us that the new sampling methods
sampling error is smaller than uniform sampling. But for stable data series, the
accuracy of the new sampling method reduced.
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4.2 Characteristics of Multi-dimensional B+ Tree

Assume that we sample and save the results of m heterogeneous data stream.
Traditionally, we use one-dimensional B+ tree for each category of data storage.
The establishment of the B+ tree is as follows: they have same order and con-
sistent index time period, we denote c¢ as the space of the B+ tree index layer.
n; is meta-data layer space. d; (i = 1,2,---,m) as external space occupied by
sampling data, and ¢ is the index time.

(1) Space Complexity

For m heterogeneous data streams, the memory and disk space to establish B+
trees for each kind of data are Y, | (c+n;) and Y., d; respectively.. While using
multi-dimensional B+ tree to store all this m-dimensional data, the memory and
disk space needed are Y., n;+cand Y .- d;. Thus it could lessen the memory

=
space .

(2) Time Complexity

Then considering the retrieval time, establishing each independent B+ tree for
m heterogeneous data stream, it takes met to search data on a particular period
of time. While using multi-dimensional B+ tree, it only takes ¢, the query speed
can be increased by m times.

(3) Impact of Dimension

Multi-dimensional B+ tree is the expansion of the B+ tree, it also has the
advantages of B+ tree such as highly balance and fast index. The efficiency
of B+ tree index is mainly influenced by the height of B+ tree, the height
determines the B+ tree indexing times, namely B+ tree indexing time. For
multi-dimensional B+ tree, it only extends the one-dimensional B+ tree on the
space, and it has little effect on indexing time. But it will definitely increases
the building time. Fig.10 shows the time that spent for establishing different
dimensions of multidimensional B+ tree with 10,000 leaf nodes. Obviously, the
more the dimension is, the more complex the building metadata node layer is.
Therein building metadata structure costs more time.

5 Conclusions

By analyzing the features of heterogeneous data streams, we propose a mutant
sampling and storing mechanism for multiple data streams according to the
mutant information. It satisfies the requirements in which the users are more in-
terested in the abnormal information. In addition, we extended one-dimensional
B+ tree, so that it is applicable for heterogeneous data streams storage in the
ToT. Such design of the multi-dimensional B+ structure can improve the setting
up time m times and save the cache space (m is the dimension). Experiment
results show that the multi-dimensional B+ tree has a greater advantage than
that with one-dimensional for heterogeneous data streams in terms of storing
and indexing, making it more suitable for the storage management of heteroge-
neous data streams in IoT. In future, we will consider the size of sliding window
further so as to improve the sampling accuracy.
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Abstract. In this paper, we use a quadrotor-based mobile sink to gather
sensor data from the terrestrial wireless sensor network. By analyzing the
features of the mobile sink node, we theoretically studied the constraints
of trajectory, velocity, height and data amount which the mobile sink can
send. According to these analysis results, we propose a data acquisition
strategy bases on the trajectory, speed and height of the controlled mo-
bile sink. A plenty of simulations showed that the relationships between
the sojourning time, transmission delay, packet loss rate and the mobile
trajectory, velocity, etc under this approach, which founded a theoretical
basis for such applications.

Keywords: mobile sink node, quadrotor, length of stay, data acquisi-
tion.

1 Introduction

Wireless sensor network is a network information system which includes the dis-
tributed information gathering, information transmission and processing. The
purpose is to effectively sense, acquire and transport data from sensor nodes.
Such a network can be widely used in national defense, security, environmental
monitoring, traffic management, health care, manufacturing and anti-terrorism
disaster and etc..Since the wireless sensor nodes are powered by batteries, the
energy efficiency is the key for their wide applications. The mobile sink node
strategy using one-hop transmission policy is one of the main solutions for such
energy consumption and prolonging the network lifetime [I][2]. In such scenario,
one or more mobile sink nodes travel in an statically deployed network to collect-
ing data, which not only improves the energy efficiency, but has other advantages:
no special concerning on the network connectivity, low cost of deployment, high
reliability [3][2].

The previous research about data acquisition strategy of mobile sink node
focuses on the node discovery, data forwarding, routing algorithms and mobile
control. The travel way of mobile sink node affects the network data gathering
efficiency. The greatest effect of mobile feature is the controllability, i.e. whether

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 44-f6] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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the mobile sink nod is controllable [4] or uncontrollable [5]. The controllable
mobile sink node may change the location by controlling of travel trajectory
and the speed, which can weaken some problems during data acquisition. For
example, the mobile sink node is set to access some sensor nodes in some pre-
defined time, which can simplify the node discovery procedure. Additionally, as
the mobile sink node is controlled to stay within the communication range for
some duration, the connection with the static node become easy too. However, a
new challenge appears, e.g. how to control the mobile sink node gathering data
under the energy constraint while satisfying some specific quality of service [6].

For the trajectory controllability of mobile sink node, there divided into two
categories: the static controllability [I] and the dynamic controllability [8][13].
In the static controllability, the travel path of mobile sink node does not change
with time. In the dynamic controllability, the mobile trajectory may change so
as to satisfy some constraints, e.g. delay. For those mobile sink nodes whose
speeds are controllable, they use stop-and-communication strategy. Specifically,
the mobile sink node moves according to the predefined trajectory, when it enters
the communication range of sensor node, it determines whether the sensor node
has data to send. If so, it stops and move till all data are acquired [9][14]. In
[10], by controlling the mobile routine and speed of mobile sink node, a linear
programming problem was defined in the uniform 2-demision grid network, in
which the mobile sink node starts from some specific sensor node, and uses stop-
sojourn scheme to gather data so as to maximize the network lifetime. In [11],
the problem was extended for the non-uniform network, and the delay of routing
releasing/establishing and the energy consumption are also concerned. For these
problems, they proposed a heuristic algorithm based on the greedy sojourning
energy. In [I3], the problem concerns both the scheduling and routing, and solve
the linear programming problem in a distribution manner.

Different from the previous studies, the mobile sink node in this paper flies in
the air, which is not only affected by the trajectory and moving speed, but also
highly relevant with the flying height. In this paper, we discuss the constraints
of movement trajectory, speed, altitude of the controllable mobile sink node, and
propose a data collection strategy for such scenario. Other parts of this paper
are organized as the following: Section II formulates the problem in terms of
the moving speed, height, the amount of data and delay; Section III gives the
data gathering strategy for such network environment; Section IV analyzes the
performance of the mobile sink node data acquisition strategy in detail, such
as the packet loss rate, the travel speed and flying height; The final section
concludes this paper and shows the future work.

2 Problem Formulation

We concern the cases in which the wireless sensor networks are deployed in the
scenarios where human are difficult to reach, such as virgin forest, the forest
monitoring, the flood, and lake monitoring. In such networks, sensor nodes are
chosen to be the cluster head, and others are all cluster members. All cluster
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members communicate with the nearby cluster heads. A mobile sink node carried
by a quadcopter is controllable to fly above the deployed sensor networks. The
mobile sink node collects the data from the cluster head when it enters the
communication range of cluster head node. Therein, the problem is that how to
control the trajectory, speed and altitude of the quadcopter since it affects the
validity and reliability.
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Fig. 1. Cluster Heads in Line

We chose a quadcopter to carry the mobile sink node since the quadcopter is
more flexible than other kinds of aircrafts to move, stay, lift and descent. For easy
analysis, we simply the problem, let all cluster heads are deployed in line and
the quadcopter flies above the cluster heads as in Fig.1. Here CH denotes the
cluster head, and the spherical dotted line represents the communication range
and adjacent nodes are annexed in the communication range of each other. We
first analyze the mobile sink node communicates with one cluster head, then
extend to more than one cluster head.

2.1 One Cluster Head

Here we study the features of sojourning time of mobile sink node, average data
transmission delay and the amount of data which might be sent.

1. Conversation time

The time for a mobile sink node stay in the communication range of the
cluster head depends on the flying speed and the movement pattern. Assume
that the mobile sink node flies with a fixed velocity v from the left to the right
and communication range of the cluster head (spherical) is D. As a result, the
conversation time for the mobile sink node and the cluster head node is:

0<t<2D/v. (1)
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2. Data transmission delay Assuming that in each cluster head, there are L
bits data to send, the transmission rate of the cluster head is R. Thus, the time
for the data transmission from the cluster head is t;, i.e.

ty=L/R. (2)

3. Data amount, height and flying speed Consider the flying speed and the
height of mobile sink node in the realistic scenario, we analyze the maximum
data amount which can be sent during the conversation between the mobile sink
node and cluster head. Assume the time for the mobile sink node passes through
the fixed communication range is T', the data amount L might be transmitted
is constrained by:

L/R+T,+T.T, (3)

where T}, and T, denote the propagation delay and processing delay. As T}, = h/c
(where h denotes the height, ¢ denotes the propagation rate of electromagnetic
wave). Therein the maximum amount data which might be transmitted is :

Lyaz = R(2D/v —h/c—Tc). (4)

If the data amount which might be directly collected from the cluster head is
fixed (L is a const value), the allowed maximum flying rate of mobile sink node

is:
2D

L/R+h/C+T.

Herein, the maximum height of mobile sink node is:

Vmaz - (5)

2D L
max — - _Tc .
hnaa = co () = = T.) (©

2.2 Multiple Cluster Heads in Line

In above, we analyze the mobile sink node gather data from a single cluster head.
Now we extend to multiple cluster heads. Fig.2 depicts the communication ranges
of adjacent cluster heads. The whole area is divided into three sub-regions: a, b
and c. The distance between two adjacent nodes is d, and the number of cluster
heads is n.

In Fig.2, G, H and I denote the location of the cluster head nodes 4, (i +1)
and (i42) respectively. M is the intersection point of communication ranges of
the cluster heads 7 and (i +1), and N is the intersection point of communi-
cation range of the cluster heads 7 and (i +2). Assume that all cluster heads
have the same communication ranges. Therein there are MG=MH=D, GH=d,
NG=NI=D, GI=2d. Here H, D, R and v are explained in above. Therefore the
heights of points M and N follow:

mp = \/D? — d? /4, (7)

nn = /D2 — d2. (8)
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Fig. 2. Communication Ranges of Multiple Cluster Heads

According to the above analysis, the sub-region a has m;, < h < D, the sub-
region b has np, < h < my, and the sub-region ¢ has 0 < h < ny. Herein we
discuss the data amount which might be sent in these three sub-regions.

(1) Sub-region a (my < h < D)

In sub-region a, the mobile sink node can only communicate with one cluster
head. At this time, the data amount of each cluster head which can be sent de-
pends on the duration in which the mobile sink node stays in the communication

range of the cluster head. We use a theorem to show the data amount which can
be transmitted in one cluster head.

Theorem 1: When a mobile sink node in sub-region a moves with a uniform
speed, the maximum data amount can be transmitted in the cluster head is

Ly = R- (2\/D5_h2 — T,), where T, denotes the sum of the processing and

propagation delay.

Proof: In sub-region a, the duration in which the mobile sink node stays in
the communication range of cluster head is 7, i.e. Consider the delay of data
transmission, propagation and processing delay, we obtain Eq.9. Herein Theorem
1 is proved. |

(2) Sub-Region b (ny, < h < my, )

Data gathering procedure in sub-region b can be divided into two phases.
In phase 1, the mobile sink node can only communicate with one cluster head;
in phase 2, the mobile sink node might communicate with two cluster heads.
Herein, the data amount to be transmitted should contain these two phases.
Theorem 2 shows the maximum data in this sub-region.

Theorem 2: When a mobile sink node in the region b, the maximum data for

the first cluster head or the last cluster head node is Lo = }; . (2\/D2;h2+d —Tu).

Besides that, the data amount for other cluster heads is Ly = R - (5 —Ta).
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Proof: In order to analyze, we detailed Fig.2 into Fig.3. When the mobile sink
node is located in P@) and ST segments, it can communicate with two cluster
heads nodes. When the mobile sink node is located in OP and QS segments, it
can only communicate with one cluster head. According to the plane geometry
principle, we can obtain QS = 2d — 2v/D2? — h2. If the mobile sink node can
communicate with two cluster heads, we use a fair strategy, i.e. each cluster head
sends the same data. Then the total data amount can be computed. Therein, it
is possible to obtain the the above solution. ]
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Fig. 3. Sub-region b Fig. 4. Sub-region ¢

(3) Sub-region ¢ (0 < h < np ) Data communication in sub-region ¢ includes
three phases: in phase 1, the mobile sink nodes only communicate with one
cluster head; in phase 2, the mobile sink node can communicate with two cluster
heads; in phase 3 the mobile sink node can communicate with three cluster
heads. Theorem 3 shows the data amount that can be sent by each cluster head
nodes within communication range.

Theorem 3: When a mobile sink node in sub-region ¢, the data amount of the
end cluster heads(the first and the last cluster head nodes) can transfer is Ls,

ie. Ly = Ig . (4‘/D2*h2+5d — T,). Besides that, other cluster heads can transfer

v
data amount as Ly = % - (2P h*+d _ ),

Proof: Fig.4 depicts the sub-region C' in detail. For the short of space, we do
not list it here. ]

3 Data Gathering Approach

In this section, according to the above analysis we will propose a data gath-
ering approach for the wireless sensor network with a mobile sink node in the
quadrotor. The mobile sink node flies over the sensor network with a constant
speed, and in the above of the last cluster head the mobile sink node will stay
for a short time till all of data are acquired. When the mobile sink node flies
over the sensor network, it advertises own identification periodically. When the
cluster head in the cluster head on the ground receives this advertisement, it
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acknowledges and starts to transmit data to the mobile sink node. If the cluster
head can not complete all data transmission during the period when the mobile
sink node in its own communication range, other data will be sent through the
terrestrial routing algorithm to the last cluster head. The last cluster head is in
charge of transferring all of these data to the mobile sink node.

This data collection approach transmits data as much as possible to the mo-
bile sink node. Therein few data will be sent through the terrestrial network to
the last cluster head node, which could save the energy in of each sensor node,
and prolong the network lifetime.

3.1 Advertisement from Mobile Sink Node

The mobile sink node periodically advertises its position to the cluster heads.
Constrained by the wireless communication range, flying speed of the mobile
sink node, the period of advertisement should be less than D/v, where D is the
communication range, and v is moving speed of sink node. This period can not
be defined too short which might result in that most network bandwidth is used
for sending the broadcast packet. This period also can not be too long otherwise
it will result in that the node can not get enough information to predict the
direction of movement and the amount of data the sink node can be transmitted.
As the mobile sink node has a GPS module, it has the positioning function.
Advertisement message includes velocity vector and height of the mobile sink
node as < velocity(vg, vy ), height >. If a cluster head receives a notice message
from the mobile sink node and has data to sent, it immediately responses with a
message including node ID to inform the mobile sink node to prepare to receive
data.

After the cluster head responses to the mobile sink node, it also broadcasts
some information about the mobile sink node to the adjacent nodes so as to
building routing in the terrestrial sensor network. The broadcast message in-
cludes the source node ID, mobile sink node velocity vectorv,, v, and height.

When the adjacent cluster heads receive the broadcast packet, they are able to
determine whether the mobile sink node will pass through their communication
range according to the position and movement speed, direction of the mobile
sink node. Assume the current cluster head which is communicating with the
mobile sink node has a position of (z,y) and the position of adjacent cluster
head which receives a broadcast packet is (', y’). Therein, if (z —2') x v, > 0, it
can decide that the mobile sink node will pass by the cluster head (in this case,
all cluster heads are deployed in line, so y = y’). If the mobile sink node passes
by the cluster head, this cluster head continues to send broadcast message after
modifying the source node ID in flooding way, otherwise the packet is discarded.

3.2 Linear Network Data Acquisition

We need to determine the period in which the ground cluster head may send
data when the mobile sink node is within its communication range. If during
this period, the data in the cluster head may be transmitted completely, there



Data Gathering Approach for WSN with One Mobile Sink Node 51

is no need to use the terrestrial sensor network to forward data. Otherwise,
the remaining data will be forwarded to the final cluster head node by using a
terrestrial routing algorithm. Mobile sink node stay in the communication range
of the last cluster head for some time till all data in the current network are
gathered.

When the mobile sink node flies over the sensor network, the related cluster
head compute the data amount which can be sent according to the information
received from the mobile sink node. The cluster head sends data after the trans-
mission of response message. If the data amount which might be transmitted
is too short (less than a threshold), this cluster head will not send data. Oth-
erwise, the data in the sensor network are gathered according to the following
procedure. Assume there are L bits in the cluster head to be sent:

(1) When the mobile sink node ranges in sub-region a, if L < L1(Theorem
1), the cluster head can transmit all data within time of T without forwarding
by terrestrial network. If L > L1, not all data can be transmitted. Therein,
the cluster head sends L1 bits to the mobile sink node, the remaining data of
(L — L1) bits will be forwarded to the final cluster head according to the routing
algorithm.

(2) When the mobile sink node ranges in sub-region b, if L < L2 (Theorem
2), the cluster head can transmit all data to the mobile sink node directly. If
L > L2, not all data can be transmitted. Therein, the cluster head sends L2 bits
to the mobile sink node, the remaining data of (L — L2) bits will be forwarded
to the final cluster head according to the routing algorithm.

(3) When the mobile sink node in sub-region ¢, where L < L3(Theorem 3),
the cluster head node can transmit all data within time of T without need to
be forwarded. If L > L3, not all data can be transmitted. Therein, the cluster
head sends L3 bits to the mobile sink node, the remaining data of (L — L3) bits
will be forwarded to the final cluster head according to the routing algorithm.

3.3 Terrestrial Routing Algorithm for Cluster Heads

We have analyzed the data collection strategy for the mobile sink node with the
cluster heads. When the mobile sink node can not collect the data in the current
cluster head, the remaining data will be sent to the last cluster head by using the
straight-line routing. The last cluster head node forwards all data to the mobile
sink node.

Within each cluster, consider the random distribution of general nodes and
the system energy efficiency, not each sensor node in the cluster can communi-
cate with the cluster head directly. That is to say, some nodes need to forward
data through intermediate nodes. At this time, we need routing algorithm. The
detailed procedure of routing algorithm could be referred to [10].

3.4 Non-linear Network

In above, we analyze the sensor network in which the cluster heads in line. In
this section, we extend to general case non-linear network. In such situation,
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Fig. 5. Non-linear Sensor Network

we divide the entire area into sub-areas with equal size. All senor nodes in in
each sub-area form a cluster. The cluster head is chosen according to the energy.
All cluster members communicate with the cluster head. Cluster head nodes
communicate with the adjacent cluster head and mobile sink node. Fig.5 gives
an example of 12 sub-areas. Here we divide the whole sensor network into several
linear networks. The cluster heads in different lines can not communicate with
each other. In our example, 12 cluster heads are divided into three rows of four
columns. In each row there are four cluster heads.

4 Simulation Analysis

Here we use the simulations to see the proposed data gathering approach. Simu-
lation platform is Omnet++ [15]. In our simulations there are 30 nodes arranged
in three lines, each line with five equal distant cluster head. Other 5 nodes ran-
domly deployed around these cluster heads. The communication range of each
cluster head is assumed to 100 meters. The communication range of general
nodes is set to 50 m. In each sensor node there are 640 bits data waiting for
gathering. Each packet length is defined as 128 bits or 16 bytes. The cluster
heads which are not in the same line can not communicate with each other.
We assume that CSMA/CA is used in MAC layer. According to the previous
analysis, we mainly discuss the performance such as the moving speed, altitude,
the sojourning time and the data packet loss rate.

4.1 Move Speed and Sojourning Time

(A) The mobile sink node files with different heights
Fig.6 gives that when mobile sink node located at different heights the rela-
tionship between moving speed and data acquisition time. It can be seen, when
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the height is constant, the sojourning time gradually reduces to a certain extent
with the move speed increasing of sink node. In such cases the mobile sink node
mainly locates in sub-area a. When increasing the moving speed of mobile sink
node, data gathered from the cluster heads are relatively small. Most of them
are forwarded by the terrestrial routing. Therein, the sojourning time of mobile
sink node almost does not change. In terms of fixed flying speed, the sink node
can collect more data from the cluster heads directly with the height decreasing,
thereby reducing its sojourning time.

The right of Fig. 6 shows the mobile sink node flies with lower height. It
is noted that when the sink node movement speed is less than 40 m/s, the
sojourning time decreases with the increasing of the movement speed. When
the movement speed is greater than 40m/s, the sojourning time increases with
the movement speed of the mobile sink node. Since in this scenario, the mobile
sink node mainly flies in sub-area b and ¢, most of data in the cluster head can
be transmitted directly to the mobile sink node. After the movement speed is
increased, some cluster heads node can not communicate with the sink node,
which results in that more data will be transmitted by the terrestrial sensor
network.

* * h=90m
% —©—h=80m
* —4—h=60m
—+—h=50m

Sojourning Time of Mobile Sink Node (s)
3 3

Sojourning Time of Mobile Sink Node (s)
£ &

L L
20 140 0 20 120 140

4‘0 60 B‘D 100 1 4‘0 6‘0 B‘D 11‘70
Move Speed of Mobile Sink Node (m/s) Move Speed of Mobile Sink Node (m/s)

Fig. 6. Sojourning Time, Gathering time and Mobile rate

(B) Changing Network Size

Here we discuss the performance of the average transmission time per packet.
Fig.7 depicts the average transmission time of each packet when we change
the movement speed of the mobile sink node in terms of network size. It is
noted that changing the movement speed of the mobile sink does not reduce
the average data transmission time. The main problem is that when increasing
the movement speed of sink node, it might reduce time in which the mobile
sink node travels through the network. Thus it reduces the time which can be
used for the communication between each cluster head and the mobile sink node.
Herein, more time is required for the data transmission from each non-last cluster
head to the last cluster head, which results in the average packet delivery delay
increasing.
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4.2 Packet Loss Rate

Here we analyze the packet loss rate in terms of the movement speed of mobile
sink node, the data amount in each sensor node, and network size.

(A) Move speed of the mobile sink node

Fig.9 depicts the packet loss rate in terms of movement speed, and flying
height. It is noted that when the flying speed of mobile sink node is greater than
40m/s, the average packet loss rate suddenly increases. This is due to that the
movement speed of mobile sink node is too fast, only few data in the cluster
heads which might be transmitted to the sink node directly. And the remaining
data have to be transferred to the end of the cluster head node. If the forwarded
packet did not reach the end of the cluster head node, and all packets in the
last cluster head have been transmitted to the mobile sink node, the mobile sink
node thought that all data in this network have been gathered. Therefore it will
fly away. As a result, the packet loss rate increases substantially. From this point,
the height of the mobile sink node has a little effect on the packet loss rate.

(B) Average data transmission per node

Fig.10 shows the packet loss rate in terms of data transmission per node with
different flying heights. It can be noted that when the data amount in each node
is greater than (9 128) bits, the average packet loss rate increases significantly.
When the flying speed and height of the mobile sink node do not vary, we can
compute the data amount of each cluster head which can be delivered directly
to the mobile sink node following Theorem (1-3). When each node sends few
data, most or all of the packets are sent to the sink node directly. When the
data amount is greater than the threshold, it results in most of the data have to
be transferred by the terrestrial routing algorithm. Even the mobile sink node
completes collecting the data in the last cluster head, in fact, there are other
data in the intermediate cluster headers, which increases the packet loss rate
significantly. On the other hand, from the figure, it can be found that the flying
height of sink node has little effect on the packet loss rate.

(C) Move speed and the network size

Fig.11 gives the packet loss rate in terms of network size and the move speed
of the mobile sink node. It can be seen that there is a sudden increase of the
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average packet loss rate when the speed of mobile sink node is greater than 40
m/s. The main reason is that mobile sink node moves too fast. So there will
be part of the packet in each cluster head which can not be transmitted to the
mobile sink node. The data which has not been transmitted will be forwarded to
the last node following the terrestrial routing algorithm. If the forwarded packet
does not reach the last node and the mobile sink node has finished the data
gathering in the last node, the mobile sink node will fly away, which results in
the packet loss rate increasing. On the other hand, the network size has a little
effect on the packet loss rate.

5 Conclusion

A new data gathering approach is proposed for the wireless sensor net-works
where a mobile sink node is located in the quadrotor. We studied the flying
trajectory, speed, height, sojourning time and the data amount to be transmit-
ted explicitly. After that, we propose a novel data gathering approach for such
applications where the mobile sink node is carried in the aircraft. A plenty of
simulation results show that the main features under this approach such as so-
journing time, average transmission time per packet, packet loss rate, etc. in
terms of flying speed, height, and network size. In future work, we will further
explore the data gathering strategy from the point of energy efficiency, to con-
trol the movement trajectory, speed and altitude of mobile sink node, so as to
prolong the network lifetime.
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Abstract. In order to meet the real-time demand of the intelligent traf-
fic system for traffic information, this paper have presented an intelligent
traffic monitoring method based on magnetic sensor, and have analyzed
the principles of magnetic sensitive detection and wireless node design,
and have developed a practical detection node. Based on experimental
test, the success rate vehicle detection is over 95%, and can avoid the
iteration count of vehicles. We also have carried out on the speed and
length measurement. The results show that the designed node can meet
the demand of intelligent transportation system of the vehicle flow, ve-
hicle speed and length parameters real-time monitoring needs. The test
results show that the intelligent traffic monitoring method based on mag-
netic sensor has high accuracy, low cost, easy to deploy, and provides a
new practical method and solution for intelligent transportation system.

Keywords: wireless sensor networks, intelligent traffic monitoring,
magnetic sensor, node.

1 Introduction

Traffic congestion and traffic safety is an important factor in restricting the cur-
rent social and economic development, and this can bring a serious impact on
people’s normal life. Intelligent Transportation Systems (ITS) can realize the
efficient integration of advanced information technology, data communications
technology, the sensor technology and electronic control technology and com-
puter processing technology applied to the entire ground traffic management
system, which can improve the operating efficiency of the transport system, re-
duce traffic accidents and reduce environmental pollution, in order to establish
an efficient, convenient, safe, environmentally friendly, comfortable integrated
transport system [1-4].

Accurate traffic information is the basis of traffic management and control.
Existing traffic monitoring techniques have commonly used by the camera, radar,
and inductance coils and other techniques, which there are some restrictions in
terms of deployment of the convenience, cost, and environmental adaptability,
and thus there are not conducive to large-scale deployment of intelligent trans-
portation systems. The traffic monitoring technology, which can monitor the
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vehicle through the disturbed magnetic field that measured by use of magnetic
sensors, has simple deployment, low cost, but also conducive to the integration
with existing wireless sensor networks [2-4].

In this paper an intelligent traffic monitoring method based on magnetic sen-
sor have been presented. We have analyzed the principles of magnetic sensitive
detection and developed a practical detection node. The rest of paper is orga-
nized as follows: section 2 describes the magnetic sensitive principles of traffic
monitoring and then designs the sensor node in section 3, the experimental ver-
ification is presented in section 4, and the last section is conclusion.

2 The Principles of Traffic Monitoring

The Earths field provides a uniform magnetic field over a wide area, which is
about several kilometers2 [2]. The left part of the Fig. 1 shows how a ferrous
object, creates a local disturbance in this field whether it is moving or standing
still. Appealing to the fact that almost all road vehicles have significant amounts
of ferrous metals in their chassis, magnetic sensors are a good choice for detecting
vehicles. Today, most magnetic sensor technologies are fairly miniature in size,
and thanks to solid state technology, both the size and the electrical interfacing
have improved to make integration easier. The right part of the Fig. 1 shows a
good graphical example of the lines of flux from the earth between the magnetic
poles, and the bending they receive as they penetrate a typical vehicle with
ferrous metals.

Uniform Magnetic

Ferrous Field Field Disturbance
Object
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Fig. 1. The schematic diagram of the perturbed magnetic field due to the existence of
the ferrous objects and the vehicle, respectively

Two magnetic sensors were distributed in the sensor node at both ends with
a known separation of 20cm along the traveling direction. When the vehicle is
passing on the top of the node, the magnetic sensor A first monitor the pertur-
bation of the magnetic field, followed by the magnetic sensor B. Assuming the
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vehicle has negligible lateral offset and acceleration within these 20cm, the ve-
hicle signature measured by node A should be identical to the one measured by
node B. Moreover, the detection flag should change virtually at the same point
within the vehicle signature. As a result, the time difference between A and B at
which the detection flags change is the travel time across the separation distance.
The vehicle speed and their lengths are estimated by the following equations:

V= Lseparation/Tdifference§ L=Vx Toccupancy (1)

Vehicle Signal Vehicle Signal
from Sensor A from Sensor B

Detection Event from
Sensor A

Detection Event from
Sensor B

40+

1
I I | | I i I
128 n3 132 1134 136 138 14

Time
Occupancy Speed = Sensor Separation /
Time Difference

Fig. 2. The principle of the vehicle detection event by the magnetic sensor node and
the vehicle speed estimation by a pair of magnetic sensor distributed in the node at
both ends

3 The Magnetic Sensor Node Design

The main innovative hardware features are its ability to explore the possibil-
ities of a practical and novel WSN-based magnetic sensing system, using 1C
based sensor. The overview of sensor node architecture and the insightful power
characterization of different operational modes are also discussed in this section.

The intelligent traffic monitoring node architecture is depicted in Fig. 3, which
includes four function modules, i.e. main control, power, communication, sensor
subsystem. Each hardware sub-circuit is isolated; power to the circuit can be
turned on or off independently of the rest of the platform. This isolation provides
a degree of robustness-in the event of a failure; faulty modules can be disabled
to minimize their impact on the system. Since the failure can be recognized in
software, the ability to cut power to that section of the board may have saved
the system as a whole.
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Fig. 3. The architecture of magnetic sensor node

Fig. 4 shows the assembled sensor node object. Two Z-axis Magnetic sensors
were distributed in the sensor node at both ends, and one X-axis was set up in
the middle of the sensor board. From analysis of the empirical magnetic signal
of an urban traffic stream, we know that there is a chance that a stop-and go
vehicle stays on top of the sensor node with its Z-axis measurements below the
threshold level. In order to avoid double-counting, the X-axis measurements are
also introduced into the decision of vehicle numbering. This effectively filters
out the double-counting error as it is very unlikely that both the Z and X-axis
measurements are below the threshold when a vehicle is present. Z-axis mag-
netic measurements are used as the major source for vehicle detection because
of its localized characteristic, so that it can isolate detections from vehicle in
adjacent lanes. The Li-polymer battery and power management subsystem was
distributed in the right part of the board.

For the practical convenience, the package illustrated in Fig. 5, is designed for
our sensor node by using PTFE material, which measures 230mm (L) * 130mm
(W) * 30mm (H). The sensor board was embedded in the bottom of the package.
There is a power switch in the sidewall. Including the Li-Polymer battery pack
and package, the finished sensor node weighs 652 grams.

3.1 Microcontroller Subsystem

Each sensor node is equipped with a microcontroller (MCU) which acts as a local
control centre for collecting and processing data, arbitrating sensor behavior,
maintaining communication with the RF module, and timing events.

Since lots of WSN node was released in recent years, a number of new mi-
crocontroller have been introduced offering lower power consumption, more on-
chip peripherals, and various RAM and flash sizes. To realize the lower power
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Fig. 4. Assembled sensor node board and battery pack

consumption, principle focuses on sleep current, wakeup time of the system and
energy-efficient. It is important to differentiate low power from energy-efficient.
Low power is a quality of a device that consumes low power per clock and energy-
efficient is a device that consumes low energy per instruction. The series of the
MCU from Silicon Labs have the highest efficiency and the fastest wakeup time
among the industry. In the current design, the C8051F410 from the Silicon Labs
has been adopted. This is a low-power, 50 MIPS, 8-bit device with 24-channel,
12-bit ADC, which is ideal for those small sensor systems, The more important
topic is that there integrates smaRTClock, and multi-flexible low power man-
agement mode, which can keep track of time corresponding to the monitoring
operation and support long-term monitoring task.

3.2 Power Subsystem

Power is supplied by a 3.7V 3000mAh lithium polymer battery pack. This chem-
istry is chosen as it is lightweight, compact, and rechargeable. The battery
charger and protection circuit are designed on macro node in order to integrate
the mass of the device, thereby making it more convenient to use. We select
the LTC4089 as the power management, which includes a high efficiency cur-
rent limited switching power path manager with automatic load prioritization,
a battery charger and an ideal diode. The DS2760 was adopted to monitor the
remaining capacity estimation, and safety of the lithium polymer battery, which
have battery protection circuit and current-sense resistor, so it is easy integrated
in the sensor board.



62 Z. Fang et al.

Node

Board Package

Fig. 5. The package of magnetic sensor node

The subsequent power management was designed to achieve the goal: high ef-
ficiency, low quiescent current and low noise. The buck-boost converter excels at
efficiently converting a 4.2- to 3.0-V Li-ion battery to a certain output voltages.
The TPS61130 from TT with a peak efficiency of 96% was used in our designed.
However, the DC/DC converter has relatively high electromagnetic interference
inevitably, which is bound to affect the performance of the magnetic signal ac-
quisition and wireless communication. Unfortunately, the low dropout regulator
(LDO) connected to the output of the DC/DC converter can provide noise fil-
tering and maintain the high efficiency, as well as a constant and stable output
voltage. The quiescent current and dropout voltage are two more important in-
dexes to select the appropriate element. The MAX8881 from the MAXIM with
low 3.5A supply current and 262 PMOS (the dropout voltage is 262 multiplied
by the load current), was select to used in our design.

3.3 Communication Subsystem

The CC2520 is used in macro node, which is TI’s second generation IEEE
802.15.4 RF transceiver for the 2.4 GHz band. Compared with CC2420, it has
extensive IEEE 802.15.4 MAC hardware support, more superior performance
on quality of radio signal, more abundant functions, more reliability and sta-
bilization and less power consumption, which can reduce the load on the host
controller and is more proper to use in the sensor node. The CC2520 radio is
wired to a hardware interrupt that can wake up the processor upon the arrival of
an incoming packet. In order to facilitate the integration and practicality of the
node system, the Inverted-F PCB board antenna was used in the node, which is
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a linear monopole antenna, the top folded back to the PCB flat parallel to the
ground. So it can reduce the antenna height at the same time to ensure that the
resonant length of the antenna, but the parallel structure of a parasitic capac-
itance to the antenna make the input impedance not conducive to the antenna
impedance matching design.

3.4 Sensor Subsystem

The Honeywell HMC1051X or HMC1052 magneto resistive sensor is at the core
of the magnetic sensing subsystem. This sensor was chosen because of its two-axis
orthogonal sensing, small size, low-voltage operation, low-power consumption,
high bandwidth, low latency, and miniature surface mount package. Internally,
the magnetometer is configured as a Wheatstone bridge whose output is differ-
entially amplified by an instrumentation amplifier with a gain G1 = 247. The
output of this instrumentation amplifier is low pass filtered using an RC-circuit
with cutoff frequency fc = 19Hz. The output of the low pass filter is fed into the
non-inverting input of a second instrumentation amplifier with gain G2 = 39, for
a combined gain approaching 10,000. The inverting input of the second instru-
mentation amplifier is connected to the wiper terminal of a digital potentiometer
configured as a voltage divider. The instrumentation amplifiers inverting input is
the only user-adjustable parameter in the magnetometer subsystem and varying
it adjusts the bias point of the amplifier.

3.5 Power-Consumption Analysis

The estimated power consumption of the various subsystems is shown in Ta-
ble 1. The key point to note is that the magnetometer subsystems draw 3mA
during high frequency operation. One popular approach to lowering the power
consumption of sensor circuits is to duty-cycle the sensor. The magnetometer is
a predominantly resistive element with a bandwidth of 5MHz and nanosecond-
scale latencies, so it is well suited to duty-cycled operation. However, the signal
conditioning circuit is not suited to duty-cycled operation because of the phase
delay of a low pass filter used for anti-aliasing. To address the problem of a
low startup-latency, high-power sensor coupled with a high-latency, low-power
signal conditioning circuit, we propose the use of a mixed signal, multi-phase
clocked, sample-and-hold control circuit as the interface between the sensor and
signal conditioning electronics. Under the magnetic signal acquisition frequency
of 1000Hz, the current consumption of our designed sensor system comes down to
3.26mA at average, so our system can last: 3000mAh/3.26mA /24h = 38.3days,
which is over one month.

4 Node Performance Measurement

4.1 Vehicle Detection Algorithm

To verify the performance of the design nodes, a series of experimental validation
have been carried out, shown in Fig. 6. The node was placed in a line perpen-
dicular to the direction of travel. The node will be collected traffic parameter
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Table 1. The estimated power consumption of the various subsystems

Subsystem State Current (at 3V) Units
Magnetometer off 1 uA
Magnetometer on 9 mA

Radio off <1 uA
Radio Receive 18.5 mA
Radio Transmit 25.8 (0dBm) mA
Processor Sleep 11 (32KHz) uA
Processor Active 7.5 (50MHz) mA
Quiescent Current on 15.5 uA

information, and transmitted to the master node located at the side of the road
by wireless, and then enter the back-end platform.

The captured original magnetic signals have much fluctuation, which is not
conducive to vehicle monitoring algorithm. So the window moving average algo-
rithm was put forward to process the signals, as shown in the following equation.
The r(k) is the raw signal and M is the pre-defined running average buffer size.

a(k) = {(r(k)+r(k—1)+~--+r(1))/k for k < M
Tl k) +rk-1)+ -4 r(k—M+1))/Mfor k>M

Due to limited processing capacity of the sensor node, vehicle monitoring
algorithms require the computation to be as simple as possible. The system
needs to be deployed in different environments, so the algorithm needs sufficient

Fig. 6. The scenarios of the magnetic system
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Fig. 7. The block diagram of the adaptive threshold detection algorithm

robustness to achieve accurate detection of vehicles in different working environ-
ment. Also the drift of the magnetic field itself and temperature coefficient, the
adaptive threshold detection algorithm has been designed in the algorithm, the
algorithm block diagram is shown in Fig.7.

The detection state machine is shown in Fig. 8. Assuming there is no vehicle
near the sensor node when it is being reset. It will go into state S1 and start ini-
tializing the baseline with the environmental measurements. After a pre-defined
initializing time, it will jump to the state S2 where the baseline is updated
adaptively. It will jump to state S3 when a Z-axis measurement larger than the
adaptive threshold is recorded. It was found that a vehicle signature produces
a successive sequence of state with over the threshold and this state is used to
track such a sequence. Within this state, it will jump back to state S2 after the
number of successive state with less than threshold has reached a critical value.
In order not to lose potential vehicle detection, it will jump back to the state
S3 again in case there is any state with over the threshold emerging. Staying in
state S5 implies the magnetic fluctuation is strong as the vehicle is still traveling
over the sensor node. Such a situation is identified by the detected timer when it
exceeds a predefined value of longest reasonable detected time. It will jump back
to S1 and reset the whole state machine. Finally, the detection flag d(k) is gen-
erated according to the output state of this state machine. This computationally
simple detection algorithm can be executed in the senor node.

4.2 Experimental Results and Analysis

One sensor node sampling at 1 KHz was placed in the middle of a lane on the
Zhongguancun North First Street, Beijing. The setup was located on a section
right after a traffic light-controlled intersection, as shown in Fig. 6. Ground truth
was established by a visual count. A total of 98 vehicles were observed, most of
which are small vehicles. Detections were generated at real time by the magnetic
sensor node without any post processing. A total of 96 out of 98 (98%) vehicles
were detected by magnetic sensor node. However, the numbers detected by the
sensor node are 101, which are more than the actual vehicles passed near the
node, and the reason is bike passing the sensor.
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Fig. 8. The block diagram of the detection state machine

For estimating speed with the magnetic sensor node approach, a vehicle was
driving above the sensor node according to the predefined velocity. Summary
statistics of the speeds estimated by the magnetic sensor node and the prede-
fined are shown in Table 2. The overall statistics of the vehicle speeds from the
estimated and the predefined agree with each other. Due to lack of the dataset
of various vehicles lengths, the experiments of vehicle length have not conducted
in the paper.

Table 2.Comparison of estimated speeds from a sensor node and predefined.

Subsystem Predefined (kmh) Estimated(kmh)

Average 48.5 48.1
Minimum 15.2 14.7
Maximum 80.3 78.9

Median 47.8 47.2

5 Conclusion

In this paper, a new practical method and solution for intelligent transportation
system based on magnetic sensor has been designed, and the test results show
that this method has high accuracy, low cost, easy to deploy, and provides more
traffic parameter information. With this promising result from an urban traffic
intersection with heavy traffic flow, one may confidently predict that such a
robust wireless sensor network can detect vehicles and estimate speeds as well
as a highly calibrated inductive loop detector and video.
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Abstract. By analyzing Jin et al’s protocol, we find it doesn’t resist
replay attack and man-in-the-middle attack. And then , based on the
improvement of the Rabin encryption scheme (SQUASH function), a
new lightweight RFID mutual authentication protocol is proposed,which
satisfies security requirement: untraceability, denial of service(DoS) resis-
tance, man-in-the-middle attack resistance, replay attack resistance and
forward security etc. And the new proposed protocol can support secure
ownership transfer between the current tag owner and the new one.

Keywords: RFID, Ownership transfer, Lightweight, Man-in-the-middle
attack, Forward security.

1 Introduction

The earliest RFID protocols using Hash function is Sarma et al’s Hash-Lock
protocol[1,2]. A lot of protocols[3,4,5] using Hash function and without updating
tag I D have been proposed from then on. However, if the tag I.D is not updated,
there is usually an obvious flaw that the tag can be traceable. Meanwhile, if DB
does not store previous authentication data, a simple interruption will make
DB and Tag into desynchronization state. Thus the Hash function and previous
data storage in the DB have been applied to RFID authentication protocols,
such as Henrici’s protocol [6]. Sometimes, a tag can be traceable by continuing
to query the tag with a constant number, so Lee et al introduced the pseudo-
random number generator (PRNG)into their protocol [7]. But Deursen et al,
according to their algebraic replay attacks theory, made an effective man-in-
the-middle-attack[8]against the protocol. The lightweight RFID protocol was
firstly proposed in RFIDSec in 2006. In the Chien et al’s schemel9], the dynamic
update mechanism and CRC and PRNG are introduced. However, Deursen et
al pointed out the protocol didn’t resist replay attack[10]. In the Chien et al’s
scheme[11], tag does not update its ID, and PRNG and cyclic operation are
used to hide the secret information, but the protocol is still subjected to the
man-in-the-middle attack][8].

All protocols above do not support the secure ownership transfer, but in the
practical application secure ownership transfer is required[12]. Ng et al proposed
a practical RFID ownership transfer scheme. But it is necessary to change the

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 68-Z] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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current tag key before and after the completion of ownership transfer between
current tag owner and new tag owner. In the future, all of the RFID authenti-
cation protocol should be able to simply implement secure ownership transfer,
because it is easy for the current tag owner to get the tag ID and other tag
secret information, and this is a great threat to the new tag owner.

The remainder of the paper is organized as follows. In Section 2, Jin et al’s
scheme is analyzed and its flaws will be pointed out. The new protocol with
ownership transfer is proposed in Section 3.Its security and efficiency analysis is
made in Section 4.Finally, we conclude the paper in Section 5.

2 Jin et al’s Protocol and Its Security Analysis

The protocol[13] involve the definitions as follows.

T;: Tag R;:Reader DB;: The database of the T;

k: A security parameter,1200 < k < 1300

n: The product of unknown prime factors (at least two),n = 2F — 1

s;: A string of [ bits assigned to T; t;: T;’s identifier of [ bits ¢; = sf mod n

u;: The previous identifier of [ bits assigned to T;

v;: T;’s previous identifier of [ bits,v; = uz2 mod n

U;: The detailed T;’s information [z]¢: Obtain ¢ bits of

@: XOR operator |I: Concatenation operator

x > [: The right circular shift operator, which rotates all bits of = to the right
by [ bits, as if the right and left ends of x are joined

2.1 Jin et al’s Protocol

In the initialization phase, s; is chosen for each T; as its initial identifier,t; = s?

mod n.At the same time,DB; stores the following value for the corresponding
tag:[(si, ti), (us, vi), U;]. The detailed protocol description is as follows:

1. R; — T; : Reader queries the tag.

2.T; —» R; — DB; : When the tag receives query from R; , T; selects a pseudo-
random number r7 ,and computes M = t; ® ’I“T,N/ =rZ mod n and N = [N/]t
and sends M, N to R; ,then R; forwardsM,N to DB; . If an adversary forges
a new message fyr by M and fy by N , he needs to compute rr and solve
SQUASH scheme[14], which is proved at least as secure as Rabin’s public key
encryption scheme.

3. DB; — R; : When DB; receives the request from R;for each tuple
(si,ti),computes N' = (M @ t;)? mod n and N = [N'];,and verifies the equation
N (computed) = N (received) .If DB; can find a match ¢; which makes the equa-
tion true, then the tag T; is successfully identified and authenticated. And DB;
will forward s; , r ,U; to R; , at the same time, DB; will update its database,
Ui 4= S5 , Vi < t;,8; + t; b; tzz mod n.

4. R; = T;:R; computes P = s; ® (ry > 1/2)and forwards P to T; .

5. T; : When T; receives the feedback information from R; ,it will obtain s;
by computing s; = P @ (ry > [/2) and verify t; = s? mod n(computed) .If okay,
T; will update its t; , t; + t? mod n.
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2.2 Security Analysis

The authors claim that the scheme satisfies forward security, replay attack resis-
tance, denial of service(DoS) resistance and man-in-the-middle attack resistance.
However, by analyzing the scheme, we find it can’t resist replay attack and man-
in-the-middle attack.

Replay Attack. In the authentication process, adversary obtains(M, N) and
then interrupts the communication:R; — T; , in this case, T; can’t update t; .
Later, the adversary only needs simply to replay(M, N), and thenDB; will find
a match using (u;, v;), thus, the adversary will be regarded as a legal tag.

Man-in-the-Middle Attack. An adversary queries a tag, T; will response
(M,N),M = t; ® rp,N' = 2 mod n, andN = [N']; to him. When the real
Reader R; queries T; ,the adversary only needs simply to forward (M, N) to
R;,where R; will send (M, N) to DB; and then DB; will find a match using
(ug,v;), thus, the adversary will be also regarded as a legal tag.

3 The Mutual Authentication Protocol with Ownership
Transfer

The notations Jin et al defined are used in the new scheme and two notations
are added as follows:

k;: The secret value of the tag T;, which stored in the DB;, is not stored in
T;. It is used to support secure ownership transfer.

r < a or x > a: The left or right circular shift operator, which rotates all
bits of x to the left or right by the Hamming weight of a, as if the right and left
ends of = are joined.

CRC(x): Cyclic redundancy code of z.

3.1 Setup

In the initialization phase, s; is chosen for each T; as its initial identifier, t; =
s2modn. At the same time, D B; stores the following value for the corresponding
tag: [(si,ti), (wi, vi), ki, Ui

3.2 Protocol Description

1.R; — T;: R; generates a pseudo-random number rz and queries T; with rr
and query.

2.T; — R; — DB;: When T, receives the query,it generates pseudo-random
number r7 and computes M; = CRC(t; > rg) ® rr,Ms = [r% mod n];, then
sends M1,M> to R;, where R; will forwards M;y,M> to DB;. In the scheme. we
also use SQUASH scheme[14], which is proved at least as secure as Rabin’s public
key encryption scheme.



A Lightweight RFID Mutual Authentication Protocol 71

DB; R; T;
[(si5ti), (vi, ui), ki, Ui [ti]
searh(s;, t;) TR,qUEry rT
r'T = s M, =
M1@CRC(ti > TR) rr, My, My My, Mo T}@CRC(Q > ’I“R)
M, = [r2modn]; = M, — — My = [rZmodn)];
]{72‘ <~ TR
Ms=s; ®ryp 5; =Mz ®rr
My = (ki > r7p)*modn If t; = s2modn
Ms =k; > (’I“/THSZ) Ms, My, M5, U, Mz, My, Ms k; = Ms < (’I“Tus;)
Ui <= 84, 85 U — — (k; > 7r7)*modn = M,
Si < tinEZ‘ t; < (ti\|k:i)2m0dn

t; « (t;||k;)2modn
Fig.1. The Proposed Protocol

3.DB; — R;: When D B; receives the request from R;, it will operate as follow:

(1) DB; firstly retrieves (s, t;) field, computes 1, = My ® CRC(t; > rg)
and verifies the equation M, = [ mod n); = My(received). If the equation
above is true, it means D B; finds a match and the tag T; is successfully identified
and authenticated ,and then k; will be updated rgr:k; < rr. Meanwhile, D B;
computes M3 = s; ® rlT , My = (k; > r/T)Z mod n and My = k; > (r/T Il si),
and sends Msz, My, Ms,U; to R; and updates its database as follows: u; < s;,
S; < ti, S; — t; H ]{72‘, t; (tZH]{?Z)ZmOdTL

(2)If DB; can’t find a match in (1), this may mean data between T; and DB;
are not updated synchronously. So DB; will retrieve (u;, v;) and compute r'T =
M, ® CRC(v; > rR) , verify the equation My = [r? mod n |; = My (received). If
the equation above is true, it means D B; finds a match and the tag T; is success-
fully identified and authenticated, and data between T; and DB; is not updated
synchronously. Now, D B; and k; won’t be updated. D B; Computes M3 = u; @TIT,
My =wu; ®r and Ms = k; > (r/T || wi), send Ms, My, Ms,U; to R;. If DB; can’t
find a match in(1) or (2), DB, will reject the authentication request.

4. R, = T;: R; send ]\43,]\44,]\457 to T;.

5. T;: When T; receives Mz, My, M5 from R; ,it computes s;- = M3 @ rp
and verifies the equation t; = (s;)2 mod n(computed). If the equation above
is true, Tj computes k; = Ms < (rr|s;) and verifies the equation (k; > rr)?
mod n = My. If the two equations above are both true, T; will update its t;:
t; < (t;||k;)>modn. The detailed protocol description is in the Fig.1.

4 Security and Efficiency Analysis

4.1 Security Analysis

Untraceability:The full information: My, Ms, M3, My, M transmitted in the in-
secure channel R; <+ T; contains rr,which assures each interaction is fresh. Even
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in the case of interruption of M3, My, M5 transmission, adversary can’t obtain
the unique attribute of T; by continuing to query 7T; with a constant bits string.

Replay Attack Resistance: If an adversary simply replays My, Ms, T; won’t be
authenticated.Even if adversary obtained previous several groups of rg, M1, M,
the adversary can’t compute the real response of the new query r;% because of
rr’s randomness.

Denial of Service (DoS) Resistance: Because D B; stores the previous authen-
tication data (u;, v;),T; will be successfully authenticated in the next authentica-
tion request even if T;’s data is not updated but DB; because of the interruption
of M3, My, Ms transmission or sudden-loss-of-Power of T; in this request.

Man-in-the-middle Attack Resistance: The adversary queries T; with 1 chosen
by himself and can obtain My = CRC(t; > r1)®rr and My = [r2 mod n];.When
the legitimate Reader R; queries T; with rg,the adversary forges Mll, M> using
r1, M1, Ms,rgr and sends Mi, Ms to R;.If DB; can find a match, the scheme can’t
resist man-in-the-middle attack. If the attack succeeds, there will be equation
M{ (&) CRC(tZ > TR) = rp,thus M{ = CRC(tZ > TR) Orr =M D CRC(tZ >
r1) ® CRC(t; > rg).According to the equation, if the adversary wants to be
successfully authenticated, he must have access to ¢;,which is impractical. So the
scheme can resist man-in-the-middle attack.

Forward Security: According to the security of SQUASH scheme, if adversary
obtains the ¢; of the tag T; by tampering or other means, he can not pose a
threat to the RFID system security of the moment t <t

Secure Ownership Transfer: Because t; is updated using the pseudo-random
number r7,the new owner only needs to successfully perform an authentication
process, which can ensure that the previous owner does not pose a threat to his
security.

The following Table 1 shows the comparison in the sense of security discussed
in this section.

Table 1. Security Comparison

Schemes DoS MA FS RA LW OT
Wei et al.[2] Y N N N N N
Henrici et al.[6] N Y Y Y N N
Lee et al.[7] Y N Y Y N N
Chien et al.[9] Y N Y Y Y N
Chien et al.[11] Y N Y Y Y N
Jin et al.[13] Y N Y N Y N
Ours scheme Y Y Y Y Y Y

MA:MAn-in-the-middle Attack FS:Forward Security =~ RA:Replay Attack
LW:Lightweight ~OT:Ownership Transfer  Y:Yes,can resist such an attack
N:can’t protect against such an attack

4.2 Efficiency Comparison with Other Protocols

In the new scheme, T; needs [ bits of non-volatile memory to store its se-
cret information. Now, we do the following assumptions: [ is the length of the
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pseudo-random number and secret value of tag T;; z is the length of the tag T}’s
ID; q is the length of the Hash value; n is the number of total tags in the RFID
system; c is the cost of CRC operation; p is the cost of PRNG operation; h is
the cost of Hash function; r is the cost of Rabin encryption;r < n;The cost of
XOR, etc operation is negligible. The following Table 2 shows the performance
comparison between the new scheme and the existing scheme.

Table 2. Performance Comparison

Schemes TC TS DBC DBS CC

Wei et al.[2] h q+z h l+2z+¢q l+2z+¢q
Henrici et al.[6]  3h 204z 2h+p 4l+22+42q 204 3¢q
Lee et al.[7] 3h+p 21 2h 20422 I+ 2q
Chien et al.[9] p 20+z 2p+c 20+=z 3l

Chien et al.[11] p 204+q p 21 3l

Jin et al.[13] 3r+p l+q 2r z+4q 20+t

Ours scheme dr+p+c l+gq 3r+c l+z+4q 41+t

TC: Tag Computation Cost TS: Tag Storage Capacity Needed
DBC: DB Computation Cost DBS: DB Storage Capacity Needed
CC: Communication Complexity

According to 4.1 and 4.2, we can conclude that our scheme satisfies secu-
rity requirement: untraceability, denial of service(DoS) resistance, man-in-the
-middle attack resistance, replay attack resistance and forward security etc, but
our scheme still needs to improve its efficiency as high as possible.

5 Conclusions

In the paper, Jin et al’s protocol is analyzed and pointed out that it doesn’t resist
replay attack and man-in-the-middle attack. A new lightweight RFID mutual
authentication protocol with secure ownership transfer is proposed. The new
scheme’s security and efficiency are also analyzed and the comparison with other
schemes is also given.

In the future, as a part of work, the low-cost, secure and efficient RFID pro-
tocols with secure ownership transfer will be deeply researched. Meanwhile, in
designing the kind of scheme, the performance efficiency will be given a special
attention.
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Abstract. This paper reviews the classic Reachback Firefly Algorithm
(RFA) and cites all the problems when applying the RFA to realistic
slot synchronization. To make the RFA feasible in slot synchronization,
this paper proposed a novel slot modification to overcome the influences
from random package arrivals and half-duplex mode. Whats more, a
self-developed simulation tool for the RFA in slot synchronization is
presented in this paper. Then, based on the simulation tool, simula-
tions are done and impacts from network topologies and network size
are thoroughly analyzed. Simulation results show that, considering the
same connection rate, mesh topology is the best choice for the RFA
in slot synchronization. Moreover, when connection rate stays constant,
the performances of the RFA in slot synchronization get worse while the
network size increasing.

Keywords: RFA; slot synchronization, firefly algorithm, wireless sensor
networks.

1 Introduction

As WSNs consist of sensor nodes, whose storage, power and computational abil-
ity are limited, conventional time synchronization mechanisms [1-3] would be
inappropriate and nonhierarchical distributed algorithms should be more prefer-
able. Fireflies, in South-East Asia, distributed in trees with low intelligence,
can flash in a perfect synchrony within a huge range from a chaotic situation.
This striking phenomenon has been delved for a long run. Buck et al. investi-
gated fireflies reaction to external flashings and studied their behaviors in more
details [4].

The RFA proposed in [5] alleviates the burden on computation ability of sen-
sor nodes and neutralizes parts of the impact from delays by using MAC layer
timestamping. However, direct applications of the RFA in wireless communi-
cations can hardly achieve satisfactory results. Realistic radio effects, such as
propagation delays, channel attenuation and noise, place a huge effect on their
performances. Whats more, in realistic wireless communication scenario, a syn-
chronization word is composed of a sequence of pulses with several bytes or even
more but not an ideal pulse, thus the reception and parsing of synchronization
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words shall also bring in delays. Half-duplex transmission in the physical layer
and random packet arrivals in the MAC layer also lead to a huge difference from
ideal situations. As for the M&S model [6], lots of works [7-10] have been done
based on slot synchronization to make it more applicable in WSNs and the au-
thors have proposed several methods to make the M&S model compatible with
the half-duplex and random arrivals of data packets. Even though the RFA has
been utilized in realistic scenarios in [11], there are no details which indicate
how the RFA could overcome the influences from half-duplex transmission and
random packet arrivals.

This paper presents a novel slot modification method to apply the RFA to
slot synchronization in WSNs. To make the RFA compatible with the half-duplex
working mode and the random package arrivals, the transmission slot is inserted
into the refractory period. Moreover, a novel self-developed simulation tool built
on MATLAB for RFA in slot synchronization is proposed in this paper. This
tool integrates almost all key factors of slot synchronization and vastly facili-
tates the simulation work of RFA in slot synchronization. Based on this tool,
simulations are done with different topologies, such as mesh, star, line and ring.
It is clear that the mesh topology, given a certain connectivity rate, mesh topol-
ogy is the best choice for synchronization comparing with other topology shapes
and the network shall finally be unable to be synchronized when the network
size increases to a certain degree.

This paper is structured as follows: Section 2 reviews the RFA and refractory
period at first, then introduces how to apply the RFA to realistic slot synchro-
nization. Section 3 thoroughly introduces our self-developed simulation tool. In
Section 4, simulations are done considering different topologies and thorough
analysis is given. Finally, Section 5 draws the conclusions.

2 RFA in Slot Synchronization

2.1 RFA

By the theory of the RFA, oscillators use MAC layer timestamping to record
and queue up the firing messages from neighbors without responding in phase
adjustment immediately. At the beginning of the next period, oscillators calcu-
late the overall phase adjustment from the firing messages in queue and update
the phase. The phase adjustment is also decided by phase-state function:

G = S FG) + = 17 Wl (- 1) -] 46} 1)

The curvature of the curve is proportional to dissipation factor b, and the time
to synchronicity is inversely proportional to b- €. Fig.1 plots how the RFA works:
when the oscillator receives flashings at t1, t2 and t3, it does not adjust its
phase immediately but updates its phase at the very beginning of next period.
Compared with the M&S model, the RFA avoids frequent phase adjustment to
alleviate the computation burden. MAC-layer timestamping is also used in the
RFA to avert two unpleasant conditions caused by propagation delays in WSNs:
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Fig.1. The RFA diagram

1) The firing message of node A arrives just right at the firing instant of node
B. 2) Unpredictable delays may cause disordered firing message arrivals. Times-
tamping is a valid method that makes the RFA more applicable in a realistic
situation.

2.2 Refractory Period

Refractory period [12] is proposed to prevent the occurrence of an infinite feed-
back in a network with delays. In refractory period, oscillators do not update
their phase state. The value of refractory period T}y in a certain network varies
with the largest transmission delay in a network: Ty.cy > 2 - max(v;j), where v;;
is the transmission delay between two nodes. Apparently, given a certain net-
work, refractory period shall always be a key variable which should be allocated
carefully.

2.3 Slot Synchronization

Comparing with the ideal RFA, several cardinal differences should be taken into
account when it comes to realistic slot synchronization situations:

1) The RFA alone cannot decide whether or when shall a data frame be trans-
mitted. As a matter of the MAC strategy, nodes may not always transmit a data
frame at their firing instant, namely the random package arrival.

2) Multiple delays exist in the entire process of transmission and reception as
the sync-word is not just an ideal pulse without length and processing delay.

3) To a certain node, at one time, the reaction to one node or a cluster of syn-
chronized nodes is the same, for the sync-word detector can only detect a wave
crest at one time no matter high or low.

4) Half-duplex mode makes the utilization of the RFA even more complicated,
because nodes are deaf while transmitting and nodes which are receiving can only
be scheduled to transmit mode after a whole data frame is completely received.

Delays from processing firing messages would not be a problem as the RFA could
use MAC layer timestamping to overcome them. However, synchronization can
hardly be achieved with the existence of random package arrival and half-duplex



78 C. Guo and Y. Jin

mode, because they would destroy the synchronization rhythm by randomly
inserting a transmission slot and interrupting the continuous listening state.
To deal with the half-duplex mode and random package arrivals, a novel slot
modification is made by inserting the transmission slot into the refractory period.
As there is no phase update in either refractory period, data frame could be
transmitted within these slots. Therefore, the continuous listening state would
not be interrupted and the data frame could be transmitted normally. We call
this the fake full-duplex mode. To compare the performances of the RFA in slot
synchronization with and without such slot modification, simulations are done
in MATLAB. Fig2 plots the simulation results.
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Fig. 2. RFA in slot synchronization with and without slot modification.

It is clear that the networks can hardly get synchronized without the modifi-
cation. Within 30 cycles, no synchronization trends could be found in any of the
three network sizes without slot modification. However, with the rearrangement
of slot for the transmission slot, the networks would get synchronized within an
acceptable time. Both the implement and the generalization of this method seem
quite appealing.

3 A Self-developed Simulation Tool

In this section, a self-developed simulation tool, built on MATLAB, for the RFA
in slot synchronization is introduced. In this paper, a concept named connection
rate is utilized to characterize topological properties of a network. Given a cer-
tain graphic:

G=G(V,E) (2)
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Connection rate Lg is defined with the number of existing links F and the
number of nodes N in a network:

2-|E|

Lo =y v

3)

where |E| and |V| are the number of edges and nodes respectively in the graphic.
Connection rate is a simple way to characterize the density of a network. More-
over, with a given Lg and certain number of nodes, it is easy to generate and
handle a network. Especially, Lg = 1 means a fully-connected network.
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Fig. 3. Self-developed simulation tool

Generate Topolgy

Fig. 3 plots the user interface of this simulation tool. The tool mainly con-
sists of two parts, the topology generator part and the parameter control part
respectively. The two parts can be operated separately, but only if both of the
two are set appropriately can this tool work well. When the Node Number panel
in parameter control part is set, a specific topology type can be selected in the
topology generator part. So far, only star, line, ring and mesh topology are taken
into consideration. Hit the Generate Topology button, a random topology shape
can be generated correspondent to the topology selected. The Clear button can
erase the topology already generated before. Especially, if the mesh topology is
chosen, a connectivity rate should be given in the Mesh Topology panel. Except
for the Node Number panel, parameter control part has four other panels to
be considered with. Because the data frame structure is stationary so far, the
Data Frame panel is frozen. Now there are only three parameters to deal with.
Dissipation factor can be set or chosen as linear, refractory period can be set
or chosen as Blind Area for convenience and the coupling strength can be set
or chosen as auto if you cannot allocate an appropriate value. If the coupling
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strength is chosen as auto, the tool shall auto-adaptively calculate a proper value
for the users. After all the parts are set, the simulation result can be obtained
by pressing the Run button.

Simulation results of the RFA in slot synchronization are influenced by mul-
tiple parameters. This tool integrates almost all the key factors and facilitates
the simulation work vastly. The tool is only the first version developed to be an
executable application which could be installed on a Windows OS. Other ver-
sions, even powerful, which support the M&S model, customizable data frame
structure and so forth have also been developed.

4 Topology Simulations and Analysis

The simulations are done based on the simulation tool introduced above, mainly
accounting for topologies like line, ring, star and mesh with varying connec-
tion rate. Simulation results are shown in Fig. 4. Mesh-n means this topology
is generated with a connection rate which equals n and Mesh-fully means the
connection rate is 1.
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Fig. 4. Simulation results for different topologies

For Mesh Topology, three different connection rates are taken into consider-
ation. It is easy to tell from Fig. 4 that the synchronization time is inversely
proportional to the connection rate, which is reasonable. A higher connection
rate means that a node could have a larger neighbor set and phase adjustment
could happen more frequently in one cycle. In mesh topology, therefore, the per-
formance of the RFA, applied to slot synchronization, is mainly affected by the
connection rate. However, the same connection rate does not lead to the same
topology shape, and different topology shapes could lead to unexpected results
even with the same connection rate, such as star, line and ring.
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Star Topology, in which every node is connected to a center node, may lead to
the worst performance when the RFA is applied, shown in Fig. 4. The reason that
causes such a bad condition is that the center nodes phase is always synchronized
by its neighbors randomly and its neighbors cannot communicate each other.
This situation, however, is not permanent. After a number of experiments, it is
interesting to find out that a network with star topology could be synchronized
when the number of nodes in it decreases below about 10.

In Line Topology, nodes are connected one by one, but the head and tail are
not connected. Except for the head and tail only has one neighbor, each node has
only two neighbors. Clearly, this kind of shape does no good to synchronization.
A longer line makes it harder to achieve an overall rhythm. Given a certain
connection rate, when the number of nodes if greater than 3, a mesh topology
always leads to a better performance than what a line topology does.

Ring Topology can be generated by connecting the head and the tail of a line
topology. Although the connection rate increases only a little bit, as shown in
Fig. 4, the performance is improved vastly comparing with the line topology.

5 Conclusions

This paper proposed a novel modification on transmission and reception slot
is proposed to make the RFA compatible with slot synchronization in WSNs,
where half-duplex working mode and the random arrivals of data packets could
vastly destroy the rhythm of synchronization. By inserting the transmission slot
in refractory period, the RFA could perfectly overcome the influences from half-
duplex and MAC layer strategy. Moreover, a self-developed simulation tool for
RFA in slot synchronization is proposed in this paper. This tool integrates almost
all key factors of slot synchronization and vastly facilitates the simulation of RFA
in slot synchronization. Based on this tool, simulations are done with different
topologies, such as mesh, star, line and ring. It is shown in Fig4 and Figh that
the mesh topology, given a certain connectivity rate, a randomly generated mesh
topology is the best choice for synchronization comparing with other topology
shapes and the network shall finally be unable to be synchronized when the
network size increases to a certain degree.
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Abstract. In this paper, we investigate on the opportunistic routing in
Multi-Power Wireless Sensor Networks (MP WSNs). We first propose a
routing metric called METT of opportunistic routing in MP WSNs, and
model the power selecting process as a Markov decision process for com-
puting the METT metric. We describe the METT-based opportunistic
routing problem, and design a polynomial time optimal algorithm for
getting the optimal routing and power selection scheme. Theory analy-
sis and experiments show that the proposed multi-power opportunistic
routing can improve the data transmission efficiency, significantly reduce
the energy consumption and the end-to-end transmission delay.

Keywords: multi-power, wireless sensor networks, opportunistic rout-
ing.

1 Introduction

In wireless sensor networks, it is one of the challenges faced by sensor networks
to design a routing protocol to meet the communication demand. The traditional
routing protocols do not take characters of wireless broadcasting into account.
For wireless networks, when the node sends data to a neighbor node, all nodes
within the communication radius of the sending node may overhear the data
because of the nature of wireless broadcast. Therefore, if the specified neighbor
node does not receive the data, whether do other nodes which overhear the data
continue to forward the data in order to reduce the cost of data retransmission?

Based on the above discussions, in recent years, many researchers put forward
some opportunistic routing protocols [12 — 14] in wireless networks. In oppor-
tunistic routing protocols, each forwarding node needs to determine the node set
of the next hop, called forwarding set, which replaces the only node of the next
hop selected by the traditional routing methods. According to the characters
of wireless broadcasting and spatial multiplexing, every node in the forwarding
set could receive the data when a node sends data. In order to prevent data
redundant transmission, a node which is selected from the forwarding set and
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with the highest priority continues to forward the data. Forwarding priority is
based on the routing standard, for example, in the shortest path routings, the
closer node distance from the target node, the higher the priority of the node is.
So, the data packet is lost only in the case that all nodes in the forwarding set
fail to receive it. Therefore, the probability of successfully forwarding a packet
is higher than the probability that the node select only a node of the next hop
to successfully forward a packet in traditional route. Consequently, the oppor-
tunistic routing protocols improve routing reliability and throughput. However,
the current study of the opportunistic routing does not consider that the node
can take a multi-level transmitted power.

In recent years, the studies about multi-level transmitted power show that
the method that nodes adopt multiple powers can effectively reduce the aver-
age power of the network, improve network performance [1 — 4].For the design
of routing protocols, the different powers result in different communication ra-
diuses, which will directly lead to the different nodes of the next hop. The in-
crease of transmitted powers will increase the paths from the source node to tar-
get node, which can lead to have more opportunities to select the optimal path.
However, the communication and interference radius will increase with the node
power increasing, which will exacerbate the confliction of network communica-
tion. Therefore, in the design of routing protocols, how to properly control the
multiple powers will become an important research in wireless sensor networks.

In this paper, we investigate on the opportunistic routing in multi-power wire-
less sensor networks (MP WSNs), and propose a routing metric called METT
in MP WSNs. The METT standard takes various choices of transmitting power
and the transmission quality of wireless links, etc. into account. We model the
power selecting process as a Markov decision process for computing the METT
metric to gain more chances of selecting powers. Then, we provide the definition
of the routing problem based on the METT metric and mathematical model.
Finally, we design an optimal routing algorithm, called DAOR, and proof the
algorithm optimality. The theoretical analysis and experimental results show
that the opportunistic routing strategy proposed in MP sensor networks, can
effectively reduce the end-to-end transmission delay.

2 Related Work

Transmitted power control has been widely studied in wireless networks. Many
researchers study the impact of transmitted power on the capacity of wireless
networks and show that multiple powers perform better than single power [1 — 4]
Wang et al.[5]proposed a distributed game-theory-based formulation to solve the
optimal routing and power assignment problem, which considers both the bene-
fits of the source node and the relay nodes. Wang et al.[6] discussed how power
control, link scheduling and routing have mutual influence in the actual environ-
ment, and proved that effective power control can improve network throughput,
and theoretically analyzed the number of throughput enhanced.

How to design routing standards directly affects the routing efficiency. De
Couto et al.[7] firstly proposed the ETX routing standard, which considers



Opportunistic Routing in MP WSNs 85

retransmission mechanism of MAC layer to calculate the expected number of
transmissions Based on the ETX, we can find a path with of the minimum num-
ber of expectations of transmission. On the basis of the ETX standard, Koksal et
al.[8]considered the link quality changing over time, and proposed ENT routing
standard, while Jakllari et al.[9] considered the link location which may impacts
on the routing, and proposed ETOP routing standard. In order to select an
efficient route, a good routing metric WCETT was proposed in [10] for MR-
MC wireless networks, capturing the interference and channel diversity. More-
over, some interference-aware routing metrics such as WEED [11] were proposed,
which take the end-to-end transmission delay or throughput as the path metric.
However, the concurrent transmission schedule in MR-MC routing is still not
considered, so they cannot compute the real transmission time or throughput.

In recent years, based on the characters of wireless broadcasting and spatial
multiplexing, etc., a new routing, called opportunistic routing becomes a hot re-
search topic. Biswas et al.[12] proposed a classic opportunistic routing algorithm,
called ExOR. ExOR chooses ETX as routing standards. ExOR starts from the
target node, and adopts the dynamic programming method to calculate the ETX
values of each node in the whole network, each node in the forwarding set was
determined priority based on the ETX value.

In order to improve network throughput, Zeng et al.[13] consider the oppor-
tunistic routing problems in multi-rate wireless networks. Considering the same
channel confliction, they proposed the conflict graph for opportunistic routing,
and turned the maximum throughput of the opportunistic routing problem into
the maximum flow of the linear programming problem, based on the conflict
graph. Based on the above problem, Zeng et al.[14]consider the multiple paths
with more concurrent transmission links, and formulate the capacity of oppor-
tunistic routing in MR-MC networks as a LP problem.

From above routing and power assignment schemes, there is no cross-layer
protocol joint routing, scheduling and power assignment in multi-power multi-
radio WSNs. Therefore, this paper researches the problem of the opportunistic
routing in multi-power multi-radio WSNs.

3 System Model

This chapter firstly introduces the basic theories of the opportunistic routing
in wireless networks[12], and then specifically describes the model of the MP
wireless sensor networks, as well as opportunistic routing in the MP WSNs.

3.1 Opportunistic Routing

In the opportunistic routing, there are two important definitions: Forwarding Set
(FS) and Forwarding Priority (FP). When a node is forwarding the data, the
nodes that are allowed to receive the packet consist of the forwarding set, and sort
the forwarding nodes in accordance with the forwarding priority. When the nodes
in the multiple forwarding sets receive the packet, the node with the highest
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— I-level link —— 2-level link

Fig. 1. The topology of MP WSNs

priority is considered as an intermediate node to continue forwarding packets,
while other nodes discard the packet. Therefore, the opportunistic routing is to
determine the forwarding set and the forwarding priority for each node.

The following describes the idea of opportunistic routing in detail using Fig-
ure 1. In figure 1, the source node v, transmits data packets to the destination
node v;. The directed graph in figure 1 represents the topology of wireless net-
works. From the diagram, we know the set of neighbor nodes for each node, for
example, the set of neighbor nodes forv, represents as N;={vy, vs, v3}. Suppose
the forwarding set of v; determined by the opportunistic routing algorithm iswvs,
vs, where F, denotes the forwarding set of v,. F,C N, and F, is an ordered
set according to the forwarding priority, namely the priority of vy is higher than
the priority of vz in the forwarding set. When node v, has received the packet,
it continues forwarding the packet; if not and w3 receives the packet, then vg
continues to forward the packet. When all the nodes in the forwarding set fail
to receive the packet, vg retransmits the data, and the transmission fails when
exceeding the number of retransmission. Therefore, the opportunistic routing
makes full use of wireless broadcasting to improve the transmission efficiency.

3.2 MP Wireless Sensor Network Model

We consider a MP WSNs with N nodes, where there are n transmitted power
levels Py,Ps,... P, (P; < Py < ...< P,)for each node each node v, (1 <a<N) to
choose,and the transmission ranges are Ry, R, ..., R, and interference ranges
are IRy, IRs,. .. ,IR,, respectively. Let d(a,b) denote the Euclidean distance be-
tween node v, and vp. The link I, exists, if and only if d(a,b)< R, ,namely when
v, uses the highest level of transmitted power, v is in the communication radius
of v,. Let l’;b denote when [, exists, and v, uses k-level of transmitted power,
vp is in the k-level of communication radius of v,. Therefore, in this paper, the
MP WSNs can be abstracted as a directed graph G =(V,L),where V' denotes
the set of all sensor nodes, L denotes the set of all links.

Definition 1 Minimum Choice Power of link [, MCP(a, b).When the
link [, exists, For a node vy, define the powerP; (1 <k<n) as the minimum
choice power of v,, if and only if Rx_1 < d(a,b) < Ry. Denote MCP(a, b) = P.
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Definition 2 Neighbor set of node v,, N,. The neighbor set of node v, in
the k-level power can be represented as N, and for V b € N*, d(a,b)< Rj. So
Nng;,Vk:ScSn.

Definition 3 Transmission Time on link l’;b, t’;b. By Shannon formula, the
bandwidth of link l’;b is defined as follow:

Cay, = Wlogy(1 + Prd(a,0) =" /NoW)
Then, the transmission rate of the link lkb is defined in Eq.(1)

RE, = pk,Ck, = ph,Wlogy(1 + Prd(a,b)~7 /NoW) (1)

Where p’;b denotes the probability of successful forwarding data for the link l’;b,
and it is a function related to the transmitted power Assume that a packet size
is b Byteso the delay of sending a packet for I¥, is defined in Eq.(2)

thy, = b/RY, (2)

4 Routing Metric of Opportunistic Routing

This chapter firstly introduces opportunistic routing in MP WSNs, and then
pro-poses a routing metric for the MP WSNs, called Multi-power Expected
Transmission Time (METT for short). The METT considers that 1) the se-
lection diversity of transmitting power for each sending node; 2) retransmission
mechanism based on the MAC layer; 3) transmission quality of wireless links; 4)
the broadcasting character of the wireless networks.

4.1 Optimal Forwarding Power

This paper describes the basic idea of opportunistic routing in detail in chapter
3.1, where the two important concepts have been provided, the forwarding set
(FS) and forwarding priority (FP). The METT metric depends on forwarding
priority, therefore, the smaller METT is, the higher the priority of the nodes. In
opportunistic routing in MP WSNs, because of the diversity of power selection
and the neighbor sets in different power, the forwarding set may also be different.
Let F* donate the forwarding set of the node v, in the k level forwarding power.
Because different forwarding powers lead to the different forwarding sets, the
successful forwarding probability and transmission rate, how to choose forward-
ing power directly impacts on efficiency and result of the routing, when each node
sends data. Therefore, opportunistic routing is determined by three elements: the
forwarding set, forwarding priority and forwarding power in MP sensor networks.

In the opportunistic routing, the power selecting process can be modeled as
a Markov decision process (MDP for short).We know a MDP consists of five
parts: decision-making period, state set, action set, income value and transi-
tion probability[18]. In each decision-making period, MDP remains in a state
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S Decision-makers select an action from the action set of the current state S,
which makes MDP transfer from the current state S to the next state S in a
certain transition probability, and in this transfer process, we can calculate the
corresponding value of the income. An important feature of the Markov process
is that in each decision period, the calculation of income value and transition
probabilities only depends on the current state S and the action selection, and
is independent on the previous state and action. The goal of the MDP is that
decision-makers decide the action selection in every decision-making period, ob-
taining the maximum or minimum sum of the income value in the whole process.

For opportunistic routing in MP sensor networks, each forwarding node is
regarded as a state, and also a decision-maker. For each forwarding node, its
action set is regarded as the forwarding power set which can be selected. There-
fore, the decision-making process of the forwarding power is an MDP. The initial
state of the MDP is the source node, the end state is the destination node. This
paper will design the opportunistic routing scheme with the minimum expected
transmission delay, therefore, in the MDP, the income value of each action is the
expected transmission delay which is calculated by transition probabilities, and
the goal of MDP is to find a series of state and action, making the income value
minimize, that is, finding routing scheme with the minimum delay.

Definition 4 Optimal Forwarding Power of Sending node v,, II, . For
any forwarding node v,, according to the MDP model, Only using the power
Pi(1 <k<n) as the transmitted power, it makes the expected transmission de-
lay minimize, namely we can obtain the optimal routing scheme. So, Py is the
optimal forwarding power of sending node v,, denoted by II, .

4.2 METT Routing Metric

Given the source node v, and the destination node v;, assume the for-warding
set of the sending node v, in n different forwarding power is F. ,...,F? . Based
on the MDP model in chapter 4.1, for the nodes of any state v, and vy, the
transition probability from the state v, to v, at the k-th action is:

Paorp =0, ifv, ¢ Fk;
Pap =0, IT (1 —pk.) , otherwise; (3)

vce]:fj/\vc<vb

where v. < v represents the forwarding priority is higher than the forwarding
priority of v, in forwarding set, so the formula (3) represents that the node vy
is as the node to continue forwarding data, if and only if v, is in the forwarding
set of v, using k-level forwarding power, and the nodes that forwarding priority
is higher than that of the node v, do not receive the packet. If The state v,
transfers to its state in the k-th action, it represents that all nodes in forwarding
set do not receive the packet, so the transition probability is as follows.

Pa,k,a = H (1 - p’;c) ; (4)

vce]:(’j
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So the increase value transferred from the state v, to the state v, at k-th
action is the transmission delay t’;b that node v, successfully forwards a data
packet to node v, using k-level forwarding power (see Definition 3). The increase

value transferred to itself is max k(tlgc) , denoted by tk .
V. EFF

a

We know that METT, denotes the minimum expected transmission delay
that node v, successfully sends a packet to the destination node v;. According
to the above theory, the following gives the formula to calculate METT:

amax

METT, = min | Paka (tF aw + METT,) + Z Py (th, + METT))

Vp E]‘—(If

where METT ;=0.
From organizing mathematical formula (5), solving the equation (5) is equiv-
alent to solving the following equation:

max METT,,

st.METT, < Paga (85,00 + METT,) + > Pagp (t5, + METT) V1 < k <
vbe}'}f
n

After organizing the equation, we get:

max METT,,

Pakathmart 5 Parp(th,+METT)
v, €FE
lfpa,k‘a

st.METT, <

Therefore, we get the equation that computes METT:

Pa,k,at’;max + Z Pa,k,b (t’;b + METTb)
vy EFE

METT, = mkin 1= Py (6)
Node va calculates METT according to the formula (6), and obtains the optimal
transmitted power:
I, = Py~. (7)
Pakathpaet 5 Parp(th,+METT))

Where k* = argkmin Uff‘%,k’a
Finally, we can calculate the minimum expected transmission delay from the
node v, to the node v, called METT,, using the formula (6). Each node can
calculate the optimal transmitted power by the formula (7). We can obtain the

opportunistic routing with minimum transmission delay by computing METT.
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5 Model and Algorithm of Opportunistic Routing

In order to gain the opportunistic routing scheme, METT-based routing stan-
dards proposed in Chapter 4 can calculate the optimal forwarding power of each
forwarding node. However, the condition of computing METT is that assume
we know which the forwarding set each forwarding node belongs to, then, how
to determine the forwarding set for each forwarding node that can get the op-
timal opportunistic routing scheme? This chapter firstly proposes the definition
of opportunistic routing problem based on METT and a mathematical model,
then, proposes the optimal routing algorithms.

5.1 Definition of Opportunistic Routing Problem Based on METT

In order to obtain the optimal opportunistic routing algorithms, we propose the
routing metric of METT, and show the definition of the optimal opportunistic
routing with minimum multi-power expected transmission time as follows:

Input: Given a source-destination node pair (vs, v¢), G= (V, L).

Output: A opportunistic routing scheme P = {Vp IIp,Fp, FP} where P con-
sists of four parts, (1) Vp: all of node set consisted of this scheme; (2) IIp: the
optimal forwarding power set of each node in Vp; (3)Fp: the forwarding set of
each node in the optimal forwarding power; (4) FP: the forwarding priority of
the nodes in the forwarding set.

Objective: Minimize end-to-end transmission delay, that is, to get the mini-
mum delay METT; from v, to v¢. According to the above definition, solving
METT OOR problem is to obtain the four parts of routing scheme.

This paper takes the strategy that the smaller METT is, he higher the priority
of the node is, so we calculate the METT of each node to get forwarding priority.
All of node set Vp for (1) are determined by the result of (2) and (3). Because
if the source node determines the optimal forwarding power II;=P;- and the
optimal forwarding set fff* in Pg«, then, all the nodes in }'sk* also determines
the optimal forwarding power, and so on, until reach the target node. All nodes of
the routing consist of the forwarding nodes. So, it gets the optimal opportunistic
routing algorithms. Therefore, the key to solve METT OOR is to solve (2) and
(3) II» and Fp in the four parts.

5.2 Model of METT OOR Problem

According to the above definition of METT OOR problem and the method of
METT calculation, here is a METT OOR problem model based on METT to
solve METT OOR. Firstly, given the definition of two variables:

o 1,ifv, & NF;
ab 0, otherwise;
1,ifv, ¢ FF;

k ko ok
= T == .
Yab = Yab* Tab { 0, otherwise;
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Let the variable x’;b donate whether v, is the neighbor node of v, in the k-level
power or not, and the variable ysb donate whether v, belongs to forwarding set
of v, in the k-level power or not, and the results that multiplies with the variable
zk, is to meet the constraints ¥ C N*. So, the model to solve METT OOR
based on METT as follows:

min METT; (8)
Pavkvatlémaz + Z ysbpa,k,b (tljb + METTb)
st.METT, = “bi‘/ » Vo. €V (9)
— —Lak,a
METT; =0 (10)

The objective function (8) is to minimize end-to-end expected transmission delay
from v to v;. The recursive equation (9) is to compute METT of any node, while
equation (10) gives the export of the recursive equation. The above model shows
that in order to solve the optimal routing scheme P,if we solve the variable yfb
(Mva,vp € V,1 < k < n), that is, calculate the forwarding set for each node
in the different forwarding power. Then, it can obtain the optimal forwarding
power and the optimal forwarding set (IIp and Fp) to minimize METT using
formula (6) and (7), so as to solve the problem.

How to solve y¥,? The above METT OOR model provides a plain algorithm:
in order to solve the forwarding set F* of v, in the k-level forwarding power, we
can traverse 0 and 1 combinations of all the variables y¥, (v, € N¥), and choose
a combination to minimize METT,. Finally, we get the forwarding setZ* . For
METT OOR problems, this paper uses the idea of Dijkstra algorithm, and puts
forward the optimal opportunistic routing algorithm.

5.3 Optimal Routing Algorithm for METT OOR

To solve the METT OOR problem, and minimize METT in opportunistic rout-
ing scheme,this paper proposes a Dijkstra-Advanced Opportunistic Routing
Algorithm (DAOR). Given a directed topology G= (V, L) and a destination
node v;, The DAOR algorithm can calculate the expected transmission delay
of all nodes to the destination node, namely METT, (Vv, € V). In order to
describe the DAOR algorithm better, METTX denotes the minimum transmis-
sion delay of v, in the forwarding power Py, and F* denotes the corresponding
forwarding set. In DAOR algorithm, define two set of nodes: S and @, where S
denotes the set of nodes that have calculated the minimum METT in the process
of DAOR algorithm, while Q=V-S denotes the set of nodes that have not yet
calculated the minimum METT. DAOR algorithm is algorithm 1. It takes a time
complexity of O (Nn) in the initial work with 10 steps in algorithm 1, where N
stands for the number of node in G, n is the different level of power. In the 11th
step, it takes a time of O (N) to all-node coverage, a run time in the 12th step
of O (N), therefore, the total time we need in the 11th-12th step is O (NQ)the
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Algorithm 1. Dijkstra-Advanced Opportunistic Routing.
Input: G= (V,L) , vy

Output: METT, (Vv, € V)

1: for Vv, € V do

2:  METT,=c0

3 My=Py==-00,k*=0
4:  FF=NULL

5 for Vk1 < k <n do
6: METT! =00

7 FE=NULL

8 end for

9: end for

10: METT;=0

11: S=NULL

12: Q=V

13: while (Q! = NULL) do

14:  search the node v, with the minimum METT in @
15: S=SUuw

16:  for I, € L do

17: DOMCP(a, b)=P;,

18: forViEm<k<ndo

19: if METT*METT, then

20: J=FF U,

21: compute METT¥(J) in the forwarding set J according to the formula(6)
29: if METT? METT%(J) then
23: METT:=METT%(J)

24: Fr=J

25: if METT* METT, then
26: METT,=METT*

27: FE = Fk

28: k*=krt

29: end if

30: end if

31: end if

32: end for

33: end for

34: end while

time complexity in the 14th-16th step is O (En), E is the number of links.So the
time complexity of algorithm 1 is O (Nn + N2 4 En)

Theorems 1. According to the problem of METT OOR, DAOR is the best
routing algorithm, when given a directed graph G= (V, L) and the target node
v, we can get the minimum expected transport delay METT, of any node v,
in graph G by running the DAOR algorithm.

Prove: The optimal prove of DAOR algorithm is equivalent to the following
factsIn any time, set S and set Q= V-5, when node v, from set @) add into set
S, node v, has calculated the minimum expected transmit delay METT,.
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Fig. 2. Grid topology of 1-level power

This fact needs to prove two aspects: (1) after adding the node va into S,
METT, will not be changed since any node is added into S; (2) it gains the
best forwarding set when then node v, is added into S. For (1), if METT, >
METT,, the METT, not become smaller when the node v, is added into the
optimal forwarding set of the node v,, and because the METT of any node in @
is greater than METT,, , so it does not change METT, when any node is added
into S after the node v, is added into S. For (2), based on DAOR algorithm, the
nodes that are added into the optimal forwarding set .7-'5* of the node v,, are
added according on the METT value from small to large. It is because DAOR
algorithm selects the node with the smallest value of the METT to add into §
each time, and it can guarantee that DAOR algorithm has obtained the optimal
forwarding set when the node v, is added into S. The theorem is proved. The
detailed proof for DAOR algorithm can be found in the proof of the Dijkstra
algorithm [19].

6 Performance Evaluation

Simulation environment settings are as follows: the sensor nodes are distributed
in grid network topologies, and the distance between adjacent nodes is 20m.
We investigate the impact of changes in network size on the experimental re-
sults, respectively test the 5 groups of size : 5*5, 10*10, 15*15, 20*20 and 25*25.
We select node vg at the left corner of the network as the destination, and
the other nodes as sources, so there are 24 different source-destination pairs
considered to compute the average of METT.We first consider a grid setting
as illustrated in Fig.2. There are 25 nodes uniformly distributed in a square
region of 100m100m. In addition to achieve the performance of DAOR algo-
rithm in the multi-level power and the single-level power, we compare them
against the shortest transmission delay routing algorithm (STTR). From the fol-
lowing two aspects compared:1) multi-power routing algorithm vs.single-power
routing algorithm;2) opportunistic routing algorithm vs.traditional routing
algorithms.

We implement the simulator by C++, and the main parameters involved in
the experiment are set as follows: the test takes three transmitted power Pp,
P, and Ps, the communication radius corresponding to the power are R;=25,
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Ro=50m and R3=60m, the size of a packet is b=32Byte. The successful forward-
ing probabilityp¥, is a function related to the transmitted power in the formula
(1). Therefore, the test sets successful forwarding probability in the three trans-
mitted power respectively are p>=0.5, p'=0.4 and p3>=0.25. In contrast, the delay
to send a packet in a different power is t'=2ms, t>=2.5ms and t>=4ms.

6.1 Multi-Power vs. Single-Power

This set of experiments investigates the end-to-end transmission delay of DAOR
algorithm in multi-power and single-power, and experimental results are repre-
sented in Figure 3. In Figure 3, MP DAOR denotes DAOR algorithm that each
node can choose three different transmitted powers, namely multi-power DAOR
algorithm, and 3P DAOR denotes DAOR algorithm that each node only chooses
P3 as the transmitted power, namely a single-power DAOR algorithm.

From Figure 3, we know MP DAOR algorithm is better than 3P DAOR al-
gorithm. Compared single-power DAOR algorithm, 2P DAOR algorithm is su-
perior to 1P DAOR and 3P DAOR algorithm, because nodes use P; as the
transmitted power, and the transmitted power is small, the radius of the cor-
responding communications small, resulting in increasing path hops, and the
path transmission delay; but nodes use Ps as the transmitted power, and the
transmitted power is greater than P, the radius of the corresponding communi-
cations becomes greater, resulting in reducing path hops, but the power becomes
greater, leading that interference becomes larger, so, it makes the transmission
quality of each link lower, and increases the path transmission delay. Therefore,
it makes the minimum transmission delay using moderate transmitted power Ps.

In multi-power routing algorithm, in order to investigate the optimal power of
each node, Figure 4 shows the optimal power of each node for DAOR algorithm
and STTR algorithm. From the figure 4, we know the nodes which select the
power P; as the optimal power account for 8%, the nodes which select the power
P, as the optimal power account for 92%, but there are no nodes to select power
P5 as the optimal power. This shows that the transmitter power is too small or
too large that will increase transmission delay, therefore, it is essential to select
the appropriate transmitted power.

= ‘ ‘ |
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Fig. 3. multi-power vs.single-power Fig. 4. the optimal power
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6.2 Opportunistic Routing vs. Traditional Routing

In order to reflect the advantages of the opportunistic routing compared to the
traditional routing, this paper realizes the shortest expected transmission de-
lay of the traditional routing algorithm (STTR), and experimental results are
represented in Figure 5. From MP DAOR and MP STTR in Figure 5, we know
the delay of opportunistic routing is less than the delay of traditional routing,
because opportunistic routing chooses multiple nodes as forwarding nodes, effec-
tively improves successful forwarding probability, and reduces the transmission
delay, but traditional routing, chooses only one node as forwarding node, reduces
the successful forwarding probability, and increases the transmission delay. Com-
paring the MP STTR and 1P STTR in Figure 5, whether it is the opportunistic
routing or traditional routing algorithm, the node to take multi-level transmitted
power can effectively reduce end-to-end transmission delay.

q T
[~=—MP_DAOR
—e—MP_STTR
|+ 1P STIR

-
=3
1=

©
=3

-3
=

IS
S

N
5
!

=)

End-to-End Expected Transmission Time(ms)

T T T T T
55 10*10 15*15 20*20 25*25
Network Size

Fig. 5. Opportunistic Routing vs. Traditional Routing

7 Conclusion

In this paper, we study opportunistic routing in MPMR WSNs. In order to
minimize expectations of the end-to-end transmission delay, we propose a op-
portunistic routing algorithm, called DAOR. The experimental results show that
compared to traditional routing algorithms, DAOR, can gain smaller end-to-end
transmission delay, and significantly reduce the end-to-end transmission delay.
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Abstract. On the basis of the analysis of the relation between network’s
topologyand localization precisionan improved DV-Hop algorithm based
on hop correction is put forward. Firstly, RSSI value is used to correct
the distance between unknown node and reference nodes in the range
of single hop; secondly, a certain amount of correction value is added to
the original hop between unknown node and reference nodes to further
reduce the distance error between them. Simulation result shows that
improved algorithm improves the localization precision.

Keywords: WSN, DV-Hop, correction.

1 Introduction

Currently, existing wireless sensor network algorithms can be roughly divided
into range-based algorithm and range-free algorithm.The former has a high re-
quirement of hardware because of the measurement of distance or angle between
unknown node and reference nodes. The latter has a low requirement of hardware
because of it’s relying on network connectivity for the localization of unknown
node. DV-hop is a typical range-free localization algorithm, which localization
error is reflected in the estimation of network’s average hop-distance and the dis-
tance between unknown node and reference nodes [1], [2]. As for classic DV-Hop
algorithmnetwork’ average hop-distance gained by unknown node is transferred
from the nearest reference nodewhose single calculation of network’s average
hop-distance might not reflect the average hop-distance of the whole network
truly. Therefore improved algorithm aimed at correcting network’s average hop-
distance is put forward by paper [3], according to which each reference node not
only broadcasts its own hop and coordinate, but also broadcasts the network’s
average hop-distance calculated by it. Literature [4] and [5] add a certain amount
of value to different network’s average hop-distance to correct the one calculated
by different reference nodes. Literature [6] utilizes the minimum mean square
error to to correct network’s average hop-distance.

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 97-{[0Z] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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2 DV-Hop Localization Algorithm

As for range-free localization algorithm, centroid algorithm and DV-Hop al-
gorithm is typical and commonly used. Centroid algorithm can attain a high
precision of localization in the circumstance of high density of reference nodes,
while the localization effect is bad when reference nodess are sparse. DV-Hop is
a kind of localization algorithm based on distance-vector and hop information.
Compared to centroid algorithm, DV-Hop utilizes distance-vector value and ac-
quires the hop information of the node beyond its communication range through
routing and switching. Its localization processing is as bellow

1. Each node broadcasts its information of location,hop and node’s sequence
number (unknown node broadcasts only hop information).Through distance-
vector informationnode receives the broadcast and adds 1 to certain hop,
then, unknown node can acquire the whole hop information between it and
reference nodes while the network is stable.

2. Reference node calculates average hop-distance according to the distance
and hop information between it and other reference nodes, that is it can be
expressed as the equation below

> Vi@ =2, + s — )
hopdistance = e 1
;} hop; (1)
i#]

in this equation(z;,y;) is the coordinate of reference node 4, (x;,y;) is the
coordinate of reference node j, hop’ represents the hop between reference
nodes i and j .Thenthis node broadcasts again this average hop-distance
information and unknown node receives the average hop-distance transfered
from the nearest reference nodethat is the first broadcast information.At
this pointthe distance between unknown node and reference node can be
expressed by getting average hop-distance multiplied by hop.

3. When the distance values between unknown node and reference nodes are
gained by unknown nodeits coordinate can be calculated through trilatera-
tion or least squares.

3 Improved DV-Hop Localization Algorithm Based on
RSSI Value and Hop Correction

Existing localization algorithmes are mainly aimed at correcting the hop and
distance between reference nodes to improve network’s average hop-distance and
get it much closer to the value calculated in real network topology. However,
these algorithmes don’t take the relation between unknown node and reference
nodes into account, which results to the larger error value between them. Based
on this consideration, this paper puts forward a DV-Hop localization algorithm
based on hop correction.
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3.1 Hop Correction between Unknown Node and Reference Nodes

The paths between reference nodes are usually not straight lines, so, mthe net-
work’s average hop-distance calculated under this condition usually has a larger
error compared to the network’s average hop-distance under the condition that
reference nodes are evenly distributed.Therefore, through the correction of net-
work’s average hop-distance calculated by different reference nodes, this paper
adds this correction value to the average hop-distance of the whole network to ac-
quire the ultimate network’s average hop-distance of each reference node. This can
reduce localization error to a certain degree, but, the correction of network’s av-
erage hop-distance of reference nodes increases the complexity of algorithm. This
paper begins from the the hop between unknown node and reference nodes, the
more the hops between them, the path between them is more deviant from straight
line, then, estimation distance attained by getting network’s average hop-distance
multiplied by hop has a certain amount of error compared to the real value between
them. Therefore, this paper adds a certain amount of correction value to the real
hop between unknown node and reference nodes, that is
hOpij

weight =k - (2)

hopdis tan cegqye
in this equation, hop;; is the hop between unknown node i and unknown node j,
hopdistance e is the average hop-distance of the whole network, k is adjustment
coefficient. The more the hop;; value, the more the hop between unknown node
and reference nodes, and the path is more unreliable, which means that more
correction value should be added. The corrected distance value between unknown
node and reference nodes is expressed as below

hOpZ‘j

3)

distance;; = hopdistancegy,e - (hop;; + k
I P ave " Pij + hopdistancegye
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Fig. 1. The relation between k value and localization precision in equation (4)
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that is
distance;; = hopdistancegye - hop;j + k - hop;; (4)

in this equation, distance;; is the estimation distance between unknown node
and unknown node j, hop;; is the hop between unknown node ¢ and unknown
node j, hopdistance;; is the average hop-distance of the whole network, & is ad-
justment coefficient. According to experiment simulation, the localization error
of improved localization algorithm has a close relation with the value of k. For
example, under the condition that node communication radius is 30m, number
of nodes is 100, the proportion of reference nodes is 10%, the relation figure
between k value and localization precision is shown as figure 1. According to
figure 1, the localization error is close to the least value when k approaches 1.
In localization process, k value can be specifically selected on the basis of real
application scene.

3.2 Single Hop Handling between Unknown Node and Reference
Node

When the hop between unknown node and reference node is 1, the calculated
distance value between them is usually accompanied by larger error. As shown
in figure 2 Assuming unknown node A has a communication radius of R, within
which node B and node C are included. However, error is caused because A
utilizes the same hop 1 to calculate its distance to B and C. As reference node C
is much closer to A, the estimation distance value between A and C calculated
by unknown node through getting network’s average hop-distance multiplied
by hop 1 might be larger than the real value between them. Thus, with this
inaccurate distance value, larger localization error might be caused. So, this
paper puts forward single-hop correction method based on RSSI value.Unknown
node receives the radio signal of reference node and compares its intensity value
to the received intensity value under the circumstance that the distance between
unknown and reference node is g (this method involves only the comparision
of signal intensity, ranging is not involved). If the former value is larger than the
latter value, the hop between unknown node and reference node is 1, otherwise
the hop is 0.5. This method gets hop value discreted to correct the distance value
between unknown node and reference nodes when the hop between them is 1
and improves its credibility.

Fig. 2. Distance calculation(hop between unknown node and reference nodes is 1)
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4 Algorithm Simulation

We utilize MATLAB to simulate the algorithm, which is performed in a square
zone that is 100m x 100m. The number of nodes is 100, in which reference
nodes have a proportion of 8% to 16%. The communication radius is 30m,40m
and 50m. To attain a better statistics result, we perform a 500 times simulation
calculation.With node communication radius that is 30m, 40m and 50m, also
under the circumstance that reference nodes’ proportion is changed gradually,
the error statistics of classic DV-Hop localization algorithm, algorithm put for-
ward by literature [6] and algorithm put forward by this paper is as shown in
figure 3-5

Simulation result shows that when node communication radius is 30m, the
improved algorithm put forward by this paper attains respectively a increase of
9.4%-13.7% and 2.9%-5.2% compared to classic DV-Hop localization algorithm
and the improved localization algorithm in literature [6]; when node commu-
nication radius is 40m, the improved algorithm put forward by this paper at-
tains respectively a increase of 10.4%-14.3% and 2.4%-5.6% compared to classic
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DV-Hop localization algorithm and the improved localization algorithm in lit-
erature [6]; when node communication radius is 50m and the reference nodes
proportion is changed gradually, the improved algorithm put forward by this
paper attains respectively a increase of 12.1%-17.7% and 3.3%-9.4% compared
to classic DV-Hop localization algorithm and the improved localization algorithm
in literature [6].

4.1 Conclusion

DV-Hop is a typical and commonly used range-free localization algorithm, which
has a drawback of low localization precision. Through the research of network’s
topology, this paper gets the distance between unknown node and reference
nodes much closer to real value by correcting the hop between them. And the
simulation result shows that the improved algorithm improves the localization
precision.
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Abstract. Opportunistic routing (OR) involves multiple forwarding can-
didates to relay packets by taking advantage of the broadcast nature and
multi-user diversity of the wireless medium. Compared with Traditional
Routing (TR), OR can evidently improve the end to end throughput of
Wireless Mesh Networks (WMNs). At present, there are many achieve-
ments concerning OR in the single radio wireless network. However, the
study of OR in multi-radio wireless network stays the beginning stage.
In this paper, we focus on OR in multi-radio multi-channel WMNs. Di-
rectly using the existing channel assignment leads to decreasing the num-
ber of candidate forwarder and the performance of OR. According to OR
with one-to-more transmission mode, the Candidate Forwarder Set based
Channel Assignment (CFSCA) for OR is proposed. Firstly, according to
the candidate forwarder selected by routing, we bound the sender node
and its candidate forwarders as a Candidate Forwarder Set(CFS). Then
we calculate the interference among all the CFSs. Then the channel as-
signment for OR is described as a minimum CFS interference optimiza-
tion problem, which must obey the constraints of the channel number
of CFS and the number of radio interfaces. The evaluation results show
that CFSCA improves 25.2%, 10%, 19% of the aggregative throughput
than random, uniform and tradition channel assignment, respectively.

Keywords: wireless mesh networks, multi-radio and multi-channel,
opportunistic routing, channel assignment.

1 Introduction

Opportunistic routing (OR) has been recently proposed as a radically new
paradigm, which exploits the broadcast nature and multi-user diversity of the
wireless channel to increase the reliability of packet transmissions. When a packet
is transmitted, the sender broadcasts it directly without pre-selecting next-hop
node as traditional routing (TR). It is possible to be received by multiple neigh-
bor nodes of the sender. Among the nodes that receive the packet, the node
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”closest” to the ultimate destination should be the one that forwards the packet.
OR defers the selection of the next hop for a packet until it has learnt the set of
nodes which have actually received that packet. In a large dense network there
is a penalty to using too many nodes as potential forwarders, since the costs of
agreement grow with the number of participants. Thus OR must choose only
the most useful nodes as participants called candidate forwarders. Since OR in-
volves multiple candidate forwarders into routing packets, it is more suitable for
unreliable wireless link, especially long distance and high loss links. And recent
researches [1-5] have validate that OR can evidently promote the end to end
throughput of multi-hop wireless network, especially Wireless Mesh Networks
(WMNs)[6].

In single-radio and single-channel wireless networks the gain of OR is exploited
fully, but the performance of OR in multi-radio multi-channel wireless networks
is still unknown. Previously suggested opportunistic protocols [1-5] take account
of neither possible concurrent transmission over 12/3 orthogonal channels in
802.11a/b or the wireless nodes equipped with multi-radio interface in WMNs.
Equipping each node with multiple radios is a promising approach for improv-
ing the capacity of WMNs. The availability of cheap, off-the-shelf commodity
hardware also makes multi-radio solutions economically attractive. Hence OR in
multi-radio multi-channel WMNs become a concerned field recently.

There are preliminary progresses [7-10] to the multi-channel opportunistic
routing, which can be classified to two kinds. i) The nodes are equipped with
one radio [7] which can switch to different orthogonal channels. It’s not suitable
for multi-radio network. ii) The nodes are equipped with multi-radio [8-10]. How-
ever, [8,9] are only for single flow, and [10] is for multiple flows but assume that
the number of radio and channel are equal. Neither of them proposes is feasible
solution for OR in multi-radio multi-channel WMNs. On the other hand, the
performance of opportunistic routing depends on candidate forwarder. Directly
using the existing channel assignment [11-16] leads to decreasing the number of
candidate forwarder and the performance of OR.

In this paper, we focus on OR in multi-radio multi-channel WMNs. Given
the routing path from source to destination, we design the Candidate Forwarder
Set based Channel Assignment (CFSCA) for OR, according to the one-to-more
transmission mode of OR and the overhear opportunity of multiple candidate
forwarders, Firstly according to the candidate forwarder selected by routing,
CFSCA bound the sender node and its candidate forwarders as a Candidate
Forwarder Set. Then we calculate the interferences among all the Candidate
Forwarder Sets. Then the channel assignment for OR is described as a minimum
Candidate Forwarder Set interference optimization problem, with constraints of
the channel number of Candidate Forwarder Set and the number of radio inter-
faces. The evaluation results show that CFSCA improves 25.2%, 10%, 19% of the
aggregative throughput than random, uniform and tradition channel assignment,
respectively.

The rest of this paper is organized as follows. Section 2 briefly reviews the
concepts of OR and related works. The system model and problem analysis are
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introduced in Section 3 and Section 4. We propose the new channel assignment
for opportunistic routing in Section 5. Section 6 discusses the performance of
the new channel assignment. Conclusions are drawn in Section 7.

2 The Concepts of OR and Related Works

2.1 The Concepts of Opportunistic Routing

Let’s describe the concepts of OR via a simple example. There are five wireless
nodes in a chain WMNs as shown Figure 1. The digit above the edge between
two nodes represents the packet delivery ratio(PDR) of the link between them,
that is a packet through this link can be correct decoded with PDR, probability.
The PDR is equal the total number of sending packet divided by the number
of correct receiving packet. The longer the distance is, the lower the PDR is. In
the example, there is a session from node 0 to node 4.

Fig. 1. The concepts of OR

Traditional routing (TR) could forward data through some sub-sequence of
the chain, for example 0-4 or 0-1-2-3-4. Every packet need transmit several times
for packet loss and multi-hop respectively. In the former case, if a packet trans-
mission falls short of node 4, node 1, 2 and 3 overhear the packet due to the
broadcast nature of wireless channel. Retransmission of the packet from node
1, 2or 3 is better than from node 0. In the latter case, if a packet from node
0 to node 1 is correctly overheard by node 2, 3 or 4, it is wasteful of channel
resource that node 1 forwards the packet to node 2. Whichever path is chose, the
transmission unit is one link, from one node to one node. Figure 2(a) presents
the transmission unit of the four hops path.

(a) (b)

Fig. 2. The transmission mode:(a)Traditional Routing (b)Opportunistic Routing

OR exploit the diversity of multi-user and use multiple candidate forwarders
instead of pre-selected one next-hop. OR defers the selection of the next hop for
a packet until the packet has been actually received. The closest node to the
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destination among the candidate forwarders which received the packet should
forward this packet. OR can reduce the number of transmissions and improve
throughput. In Figure 1, node 4, 3, 2 and 1 are the candidate forwarders of
node 0. If a packet transmission from node 0 falls short of node 4, reaching only
node 1 and 2, then node 2 which is the closest node to node 4 become the real
forwarder and forward the packet. If a packet from node 0 is received by node
4,2, and 1, node 2 and 1 don’t forward the packet since node 4 is the ultimate
destination. Compared with TR, OR is more suitable for the unreliable wireless
link. Due to the multiple candidate forwarders, each sender may have multiple
receivers. Although only one of the receivers will forward the packet, its one-to-
more transmission mode. The transmission unit is a set of links which share the
same sender, as the Figure 2(b).

2.2 Related Works

We begin with a brief survey of prior work on multi-channel opportunistic routing
and a summary of channel assignment.

i)Multi-channel OR

There are preliminary progresses [7-10] on the multi-channel opportunistic
routing. MCExOR[7] solves the problem of selecting candidate forwarders under
single-radio multi-channel environment. In MCExOR, channel assignment and
routing policy are independent respectively, so it can be used together with any
channel assignment. However, since MCExOR only fits the single radio network
and lacks specific channel assignment method, it is essential to find out OR
suitable for multi radio multi channel network.

Reference [8] builds a model for opportunistic routing and concurrent sets of
multi-radio multi-channel, and gains the theoretical upper bound of single flow
throughput by linear programming. After determining the candidate forwarders,
also called the routing path, [8] try to find the best method of channel assign-
ment and scheduling to gain the optimal throughput. Wu. et al. present a simple
extension for MORE[3] (EMORE) to work in a multi-radio multi-channel setting
in [9]. And a Workload-Aware Channel Assignment algorithm (WACA) for OR
is designed. WACA identifies the nodes with high workloads in a flow as bottle-
necks, and tries to assign channels to these nodes with high priority. Assuming
that the number of radio and channel are equal, SCAOR [10] selects channel for
each flow. Reference [8] needs strict time synchronization and neglects the delay
of switching channel, leading to hardly extending to realistic network. WACA
is the first static channel assignment for OR. However it is only suitable for the
kind of OR with network coding like MORE. Those OR without network coding
are incompatible with WACA. Further WACA deals with channel assignment for
single flow. SCAOR is for multiple flows but assume that the number of radio
and channel are equal. Neither of them proposes is feasible solution for OR in
multi-radio multi-channel WMNSs.
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ii)Channel assignment

Although there are lots of progresses in channel assignment [11-13] field, these
methods always are based on two kind of interference mode: Protocol Interference
Model [14, 15] and Physical Interference Model [16].

In spite of the node-based nature of the interference, this interference crite-
rion of protocol model and physical model are modeled through an edge-based
or link-based constraint. [11-13] base on the link interference and assign chan-
nel to link to minimize the total interference among all links. They are suitable
for tradition routing because the transmission mode of tradition routing is one-
to-one or one link. But the transmission mode of OR is one-to-more or a set
of link sharing the sender, the link based constrain is against the overhear op-
portunity of multiple candidate forwarders. Directly using the existing channel
assignment [11-16] leads to decreasing the number of candidate forwarder and
the performance of OR. Hence, how to design a new channel assignment for OR
with taking advantage of OR and multi-channels is an urgent problem.

3 System Model

Figure 3 depicts a simple WMN architecture which consists of a lot of mesh
routers. Our model of the previously described mesh architecture is a extension
weighted undirected graph denoted by G=(V,E,P), where V is the set of n nodes,
E is the set of 1 links, and P is a weight function such that P(e) = P(i,5) > 0
is the PDR of link e = (4,j) € E according to the propagation model. Every
node is equipped with R radio interfaces. There are K orthogonal wireless chan-
nels. A node i is said to be a neighbor of node j if i can correctly decode the
packets transmitted by j at least with the possibility PO(P0 << 1), that is the
P(i,j) is greater than P0. We assume that P is symmetrical and independent,
that is P(i,j) = P(j,4) . The neighbor set of node j is denoted by R(:) . The
PDR between j and other node i which doesn’t belong to R(i) is zero, that is
P(j,i) = 0.

O Q P O mesh router

Fig. 3. The Wireless Mesh Networks

Given a static WMN with multi-radio interfaces, multiple flows and the paths
of flows, we wish to assign channels to each node in the WMNs. The objective
of the channel assignment problem for WMNSs is to maximize the throughput of
multiple flows.
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4 Problem Analysis

In the following example, we analyze the problem of channel assignment for OR.
As shown in Figure 4, we consider a WMN with four nodes, in which every node
has 2 radio interfaces, the number of available orthogonal channels is 3, and
the loss probability is labeled by each link. In the examples, there is a session
from source S to destination D. Two intermediate nodes A and B are between
S and D. In the examples, colored lines show data flows on different channels.
Red solid line is channel C1, green dashed line with one point is channel C2, and
blue dashed line with two points is channel C3. We show the optimal channel
assignment computed by traditional channel assignment algorithm [11] that does
not consider opportunism as shown in Figure 4(a), and the uniform channel
assignment in which all nodes use the same channels as shown in Figure 4(b).
The value above node is the channel assigned to node. For example, in Figure
4(a), node S is assigned channel C1 and C3.

We also compare the throughput achieved by the two channel assignments
with EMORE [9]. The total normalized throughput of the traditional and uni-
form channel assignment is 0.5 and 0.6475 respectively. The traditional channel
assignment use all channels, the uniform channel assignment only use channel 1
and 2. The traditional channel assignment use more channel resource, but the
performance of traditional channel assignment is worse than that of uniform
channel assignment.

Traditional channel assignment aims to exploit more concurrent transmissions
to gain high performance, but some issues exist after traditional channel assign-
ment in OR: i) The link between sender and its candidate forwarder is cut off,
such as link AB, because they don’t share a common channel. ii) The number of
candidate forwarders will decrease when a node sends with some channel, such
as when S sends with channel C1, B isn’t the candidate forwarder of S leading
to the overhear opportunity diminishing. The reason is that traditional channel
assignment minimizes the interference among links to increase the concurrent
transmissions and performance. It’s suitable for tradition routing with the one-
to-one transmission mode. But OR exploits the broadcast nature of wireless
media and is the one-to-more transmission mode. A transmission unit of OR in-
cludes a set of links. It is against the overhear opportunity of multiple candidate
forwarders.

In uniform channel assignment, all nodes use the same channel. Although it
includes more interferences and less concurrent transmissions than traditional
channel assignment, it reserves the candidate forwarder and the overhear oppor-
tunity. In this example, uniform channel assignment is better than traditional
channel assignment, but they are only focus on multi-channel or OR. Hence,
need to design new channel assignment for OR.

Reference [8][17] proposed node conflict graph for OR, when analyzing the
performance of OR. For traditional routing, we first construct the link conflict
graph as shown in Figure 5(a). In the conflict graph, each vertex corresponds to
each link in the original connectivity graph Figure 4. There is an edge between
two vertices when these two links conflict each other. According to the protocol
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Fig. 4. Optimal channel assignment computed by different channel assignment.(a)the
traditional channel assignment algorithm (b)the uniform channel assignment algorithm.

model any two links can not be scheduled simultaneously. Traditional channel
assignments [11-13] are based on the link interference and assign channel to link
to minimize the total interference among all links. For OR, we construct the node
conflict graph. Assume S chooses nodes D, A and B as its candidate forwarders,
A’s candidate forwarders are node D and B, and B’s candidate forwarder is just
the destination D. The node conflict graph is constructed in Figure 5(b). Each
vertex corresponds to a set of links between sender and its candidate forwarder.
There is an edge between two vertices when any two links which belong to the
two vertices conflict each other. In traditional routing with link conflict graph,
link SA and SB, AB and AD conflict. But in opportunistic routing, needing
multiple candidate forwarders, link SA and SB, AB and AD allow to transmit
concurrently.

Fig. 5. Conflict graph (a) Link conflict graph for TR (b)conflict graph for OR

Inspired by the node conflict graph for OR, channel assignment for OR is
able to bind the sender and its candidate forwarders as a unit named Candidate
Forwarder Set. Then the channel assignment problem for OR replaces assigning
channel to links with assigning channel to Candidate Forwarder Set. It aims to
minimize the interference between Candidate Forwarder Sets. According to this
idea, we design a Candidate Forwarder Set based channel assignment.



110 S. He et al.
5 Algorithm Designing

Considering the one-to-more transmission mode and the overhear opportunity
of multiple candidate forwarders, taking the send and its candidate forwarders
as a unit, we propose the Candidate Forwarder Set based Channel Assignment
(CFSCA). As a whole, CFSCA includes three steps.

Step 1, calculating the Candidate Forwarder Set(CFS). Given the source,
destination and route of flows, we can get all Candidate Forwarder Sets by
binding the sender nodes in route and its candidate forwarders.

Step 2, calculating the interference among the CFSs. According to the link
interference relationship and the link and Candidate Forwarder Set relationship,
we can obtain the interference among the Candidate Forwarder Sets.

Step 3, assigning channel by the interference among the CFSs. Channel as-
signment aims to minimize Candidate Forwarder Set interference, with the con-
straints of the channel number of Candidate Forwarder Set and the number of
radio interfaces.

5.1 Calculating the Candidate Forwarder Set

In OR, each node i has multiple candidate forwarders denoted by FN(i), then
node i and it’s candidate forwarders FN(i) compose to a Candidate Forwarder
Set(CFS). A CFS contains a set of links between the sender and it’s candidate
forwarders. As shown in Figure 6(c), node i’s candidate forwarders are node
1 and 2, and node p’s candidate forwarder is node 3 and 4. Node i, 1 and 2
compose to a CFS, node p, 3 and 4 compose to another CFS. All CFS is a set of
Candidate Forwarder Sets (CFSs). Assuming that there are M CFS, we denote
the relationship between nodes and CFS as an N*M matrix S. If node i belong
to CFS m, we denote ¢ € m and S} is 1; Otherwise i ¢ m and S]™ is 0.

5.2 Calculating the Interference among the CFSs

Interference exists among the Candidate Forwarder Sets. More concurrent trans-
mission and overhear opportunity can be gotten when channel assignment de-
crease the interference among CFSs. Firstly, we define the interference of CFSs.
Then, we propose the expression and calculating algorithm of interference of
CFSs.

1)The definition of the CFSs interference

We give the definition of the CFSs interference, at the same time similar
interference definition are given in order to compare them.

Neighbor. Node i and p are neighbors if they are in the transmission range of
each other, or i can correctly decode the packets transmitted by q at least with
the possibility PO(P0 << 1), that is the P(i,p) is greater than P0, as shown in
Figure 6(a). All the neighbors of node i compose of the neighbor set of node i,
denoted by (7).

R(i) ={p € V: P(i,p) = PO} (1)
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Link interference. Link (i,j) and (p,q) conflict if the sender or receiver of links
are neighbors, that is, node i and p, node i and ¢, node j and p, or node j and q
are neighbors, as shown in Figure 6(b). All the conflict links of link (i,j) compose
of the link interference set of link (i,j), denoted by I'(4,7) .

I'(i,5) ={(p,q) € E:i e R(p)|li € R(PIlj € R(p)|l7 € R(p)} (2)

CFS interference. Two CFSs conflict when any two links of them conflict each
other, as shown in Figure 6(c). Node i, 1 and 2 compose a CF'S, node p, 3 and 4
compose another CFS. If only link (i,1)or (i,2) and (3,p)or(4,p) conflict, the two
CF'S conflict. All the conflict CFSs of CFS u composes of the CFS interference
set of CFS u, denoted by H (u).

H(u)={veCFSs:3i €u,j€u,IpE€v,qen,(ij) € I'(pq)} (3)

Node interference. If only the links between the two node and its neighbor con-
flict, the two nodes conflict, as shown in Figure 6(d). All the conflict nodes of
node i compose of the conflict nodes set of node i, denoted by F().

F(i)={peV:3j € R(i),Iq € R(p), (4,5) € ['(p,9)} (4)

® ® o
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® ®

(a) (b)
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® o 9 @0 o @ O
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(c) (d)
Fig. 6. Interference mode: (a) node neighbor (b) link interference (¢) Candidate For-
warder Set interference (d) node interference

As shown in Figure 6, the neighbor is a relationship of node. The link inter-
ference is a relationship of link. The CFS and node interference is relationship of
links set. The strict of definition gradually increased: neighbor < link interference
< CFS interference < node interference.

2)Expression and calculating algorithm of interference of CFSs

The relationship among CFSs is expressed by M*M matrix I. If CFS u and v
interfere, we denote I, is 1; Otherwise I, is 0.

According to the link interference relationship and the Candidate Forwarder
Set, we can obtain the interference among the Candidate Forwarder Sets.
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We implement it by C++4. The interferences information is took as input to
channel assignment.

5.3 Assigning Channel by the Interference among the CFSs

After get the interference of CFSs, channel assignment must obey two constraints
of the channel number of Candidate Forwarder Set and the number of interface.

i) At least assigning a channel to a CFS. Otherwise the sender and its candi-
date forwarder can’t communicate each other.

ii) The number of channels assigned to one node is less than the number of
radios, because each node is only equipped with R radios.

Following we describe the optimal object and constrains. Every CFS can use
its assigned channels for packet transmission and reception. Let A* € {0,1}
which is an M*K matrix denoting whether a radio of CFS m € M is assigned
to channel k. According to the constraints of the channel number of CFSs, we
have the following constraint.

K
> AL >1 (5)
k=1

One node can belong to multiple CFSs. If only one CFS including the node is
assigned to a channel k, the node must be assigned to the channel k. Therefore
we can obtain the node channel assignment according the relationship between
nodes and CFS matrix S and channel assignment of CFSs matrix A.

Mo

. 1, > SrraAk>1

_ m=1

Xi=9 "u (6)
0, > SmAk =0

m
m=1

For simplicity, we use a linear inequality to replace it.

M
o< xt_ ! smAk <1 7
< X LZ i Am < (7)

m=1

M
where L is a digital lager than M. If > S™AF >= 1 at least than one CFS

m=1

M

including the node i are assigned to a channel k. Due to Y. SmAk =< M |
m=1

according to the equation, X f =1 ; Otherwise, none of CFSs including the node

iis assigned a channel k, according to the equation, Xf =0.
According to the constraints of the channel number of radio interfaces, we
have the following constraint.

N
> XI<R (8)
k=1

We denote the interference after channel assignment as an M*M matrix I’. Only
if CFS u and v interfere and are assigned a same channel, they interfere under
assignment A. K
I'uv = Z AR AR« Tuv (9)

k=1
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The problem of channel assignment is a minimum the interference between CF'Ss.

M M
minm = Z ZI'uv (10)

. ) K
subject to: AR S 11 <m< M
k=1
M
0<XF—1 > SAk, <1,1<i<N,1<k<K
m=1
K (11)

XF<R1<i<N
k=1

K
Llu): [Z AﬁAﬁ]*L}m,l <u,v< M
k=1
Ak e [0,R], Ak e, l<m<M1<k<K

Where variable is A. It’s an integer linear quadratic program problem which can
be solved by convex optimal theory. Now It’s solved by LINDO API.

6 Performance Evaluation

We evaluate the performance of CFSCA from two aspects, interference and
throughput. In the aspect of interference, we compare the interference of CFSs.
In the aspect of throughput, we extend the performance model named Dice [18]
to support multi-radio and multi-channel networks and exploit this extend model
to evaluate CFSCA.

There are 4 schemes with different channel assignment. We compare the
throughput of the following schemes.

Rand: Random channel assignment which assign channel to node randomly.

Unif: Uniform channel assignment which uniformly allocate the same set of
channels to all nodes[10].

Trad[11]: This is a minimize links interferences based centralized channel as-
signment algorithm.

CFSCA: The candidate forwarder set based channel assignment.

The scenario consists of 16 nodes randomly in a terrain area of 400*400 me-
ters. Every node is equipped with 2 radios since the number of radio in a wireless
station is limited by the cost of commodity radios and the size of wireless station
in real-world WMNs. There are 3 orthogonal channels. In each run, we exam-
ine Rand, Unif, Trad, CFSCA sequentially between the same source-destination
pair. The Shadowing model is used in which frame losses are proportional to
the distance between wireless nodes. Note that this model assumes that losses
between the source and different forwarders are independent. Therefore, intra-
path and inter-path collisions occur in a random manner.The Channel Bit Rate
is 11 Mbps. The packet sizes are 1000 bytes.

We consider the interferences value among all CFSs. We define two CFSs
interfere with each other when they conflict and are assigned a same channel,
and set the interference value to one, otherwise zero. Interferences value among
all CFSs is the sum of the interferences value between any two CFSs. In Random
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and Traditional channel assignment, nodes in a CFS may be assigned with no
common channel, and the sender can’t use all candidate forwarders in a CFS.
Figure 7 presents the average number of channel assigned to CFSs. Hence, we
calculate the average channel number and interference value of CFSs. In Uniform
channel assignment, all CFSs are assigned two channels. The number of channel
assigned to CFSs in Random and Traditional channel assignment is half less than
that in Uniform channel assignment. That means there are some CFSs aren’t
assigned any channel. Hence, in Figure 8, the interferences values of them are
small, but isn’t satisfy the need of OR. CFSCA makes sure all CFSs at least are
assigned a channel with smaller interference value.

We present the End-to-End performance with different sources and destina-
tion. We fix the number of flows at 8 where all nodes can be sources or destination
to create heavy loads on the network. We randomly choose nodes as sources and
destinations from 16 nodes and run 6 times with different random seeds in a
random network topology.
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Fig.9. The total throughput with heavy Fig.10. The CDF of the total throughput
load

Firstly, we present the total throughput with different run in a same network
topology. In Figure 9, generally, the throughput of applying CFSCA is higher
or equal that of using other channel assignment. Uniform channel assignment
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is no worse than traditional channel assignment. Hence, we can exploit uniform
channel assignment when node can’t support complex computing.

Figure 10 presents the cumulative distribution function (CDF) of the achieved
throughputs for 5 randomly network topology. The total throughputs achieved
by Rand, Unif, Trad, CFSCA are 11.5, 13.1, 12.1, 14.4Mbps respectively. CFSCA
improves 25.2%, 10%, 19% of the aggregative throughput than random, uniform
and tradition channel assignment, respectively. The results show that SCAOR
significantly improves the throughput compared with the other schemes.

7 Conclusion

In this paper, we have studied the problem of channel assignment in multi-
radio WMNSs, considering the support of OR technique. A candidate forwarder
set based channel assignment(CFSCA), considering the one-to-more transmis-
sion mode and the overhear opportunity of OR, is proposed. Evaluation results
show that CFSCA achieves higher throughput than existing channel assignment
algorithms. Our future study will focus on designing efficient joint channel as-
signment and opportunistic routing algorithms/protocols.
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Abstract. In range-based localization systems of wireless sensor net-
works, a small fraction of nodes in the network have known locations
while the remaining keep unknown. However, with the change of the an-
chors distribution, the positioning accuracy of the localization algorithm
is quite different. Therefore, we use parameter estimation theory to ana-
lyze the node location problem, model the distance measuring with mul-
tiplicative normal noise model, and drive the Cramer-Rao lower bound of
location. Through simulation we find an effective anchor placement strat-
egy. Compared with random deployment, the proposed strategy provides
higher positioning accuracy.

Keywords: Wireless sensor networks(WSN), Localization, Anchor
Placement, Multiplicative normal noise model, Cramer-Rao Low
Bound(CRLB).

1 Introduction

In recent years, wireless sensor networks technology has been rapid development
and wide application. In most wireless sensor network applications, the location
information of the sensors nodes is very important. GPS means to rely on exter-
nal hardware support, and bring excessive cost. Therefore, the self-localization
technologies of wireless sensor networks develop rapid recently, and appear a va-
riety of different positioning methods. Self-localization technology in WSN is usu-
ally divided into rang-based and range-free according to whether rely on distance
measuring|l]. The range-based approaches include RSSI|2], TOA[3]/TDOA [4],
AOA[5], and TOF etc.

The range-free methods like as centroid algorithm|6], DV-hop [7], convex
programming[8] and non-metric multidimensional scaling|d, [10] etc. The range-
based WSN self-localization algorithms usually adopt ranging methods such as
RSSI, TOA to measuring the distance between two nodes. Based on these dis-
tance information, the algorithms then perform positioning process in different
ways such as trilateration/triangulation, maximum likelihood estimation, itera-
tive approximation and so on. Therefore, the accuracy of the positioning system

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 117-{[26] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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depends largely on the range measuring technology, which is not in the scope of
this paper. WSN self-localization system needs to introduce anchor nodes that
have known coordinate to help calculate others. In 2-D plane it is usually takes
at least three anchors. It is worth noting that the studies have shown that the
deployment of the anchors have a significant impact to the positioning result of
the system|12, 13]. For example, when the anchors are collinear deployment the
localization systems will not be able to perform the calculations, and when the
anchor nodes distribution concentrated, the systematic positioning errors will
get larger.

If the positioning problem is summarized as a parameter estimation problem,
then the positioning error can be analyzed through the estimation theory. N.
Patwari[10] use the Gaussian noise and logarithmic normal model to modeling
the RSS and TOA distance measuring respectively, and estimate the node loca-
tion to get the Cramer-Rao lower bound (CRLB) and the maximum likelihood
estimator, which provide a means of quantitative analysis of the relevant param-
eters on the positioning accuracy. A. Catovic et al.[11] calculated the CRLB of
the TOA/RSS and TDOA/RSS two different hybrid positioning mechanism to
analysis the positioning accuracy. In addition, G. Latsoudas build the distance
measuring model by multiplicative normal noise model and derive the CRLB of
the positioning variance in [12].

H.C Shi et al[13] attribute quantized RSSI based Sensor network localization
to a parameter estimation problem, to derive the CRLB of the positioning error
variance estimation. Then study the impact of different network parameters on
the positioning error variance CRLB, obtained by simulation that the anchors
should not be deployed at the network edge but in the area near the border. Base
on that, X.L.Li et al.[14] through exhaustive search algorithm to find the best
location of the anchor nodes, and propose a selective mobile anchor placement
scheme. The results show that the anchors distributed in an annular region close
to the outer edge of the deployment area will get high positioning accuracy.

In this article, we firstly quantify estimated anchor node location error through
statistical analysis methods. We modeling the distance measurement errors un-
der the multiplicative normal noise model, and analyze the Cramer-Rao lower
bound of the node positioning error parameter estimation. Then, we describe
the relation between anchor distribution and positioning accuracy through sim-
ulation results. At last, we propose an effective anchor deployment strategy,
and verify the validity of the proposed policy in MDS localization simulation
experiment.

2 Relative Concepts

Network Model. A wireless sensor network with N nodes is deployed in a
two-dimensional plane. Sensor node set S=(s1, sa,...,8y,) is uniform random
deployed in the monitoring square area with side length L, which include a
small amount (more than 3) anchor nodes. The anchor nodes have their abso-
lute coordinate information. All nodes use the same type RF module, the node
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communication radius is R.All nodes can use the RF module for effective range
measurement, and the ranging radius is R;.

Multiplicative Normal Noise Model. The choice of measurement model de-
pendent on many factors and is application-specific. In recent years, researchers
generally use a multiplicative normal noise model, in which the ranging error
and the actual distance are proportional[l2]. Therefore, the measured values of
the distance between nodes i and j can be expressed as:

dij ~ 8ij 4 6i;N(0,€7) . (1)

Where §;; is the actual distance between nodes 4, j, and N (0, e?) denotes a zero
mean normal random variable with variance e?(range error variance). We also
assume that the ranging results are symmetrical, i.e.d;; = d;;.

In the next section, we drive the CRLB for node localization using the above
multiplicative normal noise model. The derivation of the CRLB in different noise
model is available in literature [10-13].

3 The CRLB of the Position Error

In the range-based localization algorithm, the ranging methods itself exist some
deviation, which making the measurement of distance is not accurate. As the
ranging error introduced into the localization algorithm, the position error arise.

To estimate the position of the nodes, we define the parameter vector r =
[r1,72,...,7y], in which r; indicate the coordinates of node i, i.e. r; = (;,y;). As-
sume that the network has three anchor nodes, then the other N-3 unknown coor-
dinate vector can be defined as R = (R, Ry), where R, = [21,%2,...,2n-3],Ry =
[y1,Y2,- .-, yn—3]. Assume the distance measurement value between the nodes
i and j is d;;, which is statistically independent. From the distance measur-
ing model we can get the probability density function of the sample d;; is
f(dijlri,rj). Hence, their joint log-likelihood is estimated at [12]:

N
UD,r) = 21:1 ZjeH(i),j<i ligs
lij = logf(dijlri,;)-
H (i) represents the set of nodes within the working range of the node i.

Then we can get the Cramer-Rao lower bound of the positioning variance of
R; is cov(R; > [Fy'ii), Where Fg is the Fisher information matrix (FIM):

(2)

3)

Its sub-element matrix Fy,(k,[) as follows:
2
- ZjeH(k) E{aii lkj] k=1

Fou(k,l) = { " .
—Tgw()E [amkazz lk,l] k#1
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Where Ig 1) (1) is the indicator function:

1 ifle H(k)
I l) = .
H(k)( ) { 0 otherwise

The other sub-elements F, F,, have the similar expressions.
For ranging model (1), we can deduce the following expression:

1 Ti—xT
€2 ZjeH(k) ( 54 V" k=1
Jm(k l) - 1 (Ik J?l
~ ATy () 5™ k£ 1
{ elf, ZjeH(k) ("I/’k*mg)}éyk*yj) k=1
_1 IH(k)(l) (Ik*mj)Q(yk*yj) k£l

2
[

Foy(k,1)

13. ZjeH(k) (y k yz) k=1

Fyy(kal) = { ‘
_elﬁlH(k) (l)(yké—iyzh’k ;ﬁl

4 Simulation Result

4.1 The CRLB of the Location

Assumptions §2 . and (532/k represent the variance of the estimated parameters xj
and y respectively, then we can calculate the position by the following formula
to estimate the variance lower bound of Ry :

9,% = aik + Uzk. (9)

Here, we illustrate through simulation. Assuming 1m * 1m square simulation
area with an unknown node, its coordinates are (z,y). Then deploy four anchors
in each corners of the square simulation region which is divided into 400 points
in accordance with a grid. We need to use the above formula to calculate the
CRLB of each point. Assume that each node in this area can perform distance
measurement with anchor node, and then we get the CRLB distribution of loca-
tion estimation variance as shown in Figure 1. The result shows that when the
unknown node is located at the region central, the system gets the minimum
positioning error.

Compared with the CRLB distribution under the RSS and TOA ranging
model [10] as show in Figure 2, we can see that the multiplicative normal noise
ranging model is very similar with RSS, but different with the TOA ranging
model.

4.2 The Anchors Distribution and Position Accuracy

Also assume and represent the variance of the estimated parameters and , respec-
tively. Then we can calculate the mean square error of the positioning variance
in accordance with the following formula:
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location variance
o
o
~
!

Fig. 1. Average CRLB distribution of location variance in multiplicative noise ranging
model(With one unknown node and four anchors)

location variance

Fig. 2. Average CRLB distribution of location variance in RSS ranging model(With
one unknown node and four anchors)

L
RMS(o) = N Z(U%k +0a2,). (10)
k=1

RMS gives the reference for the position estimation performance. The smaller
the RMS is, the more effective of the positioning algorithm, and the higher of
the average positioning accuracy.
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location variance

Fig. 3. Average CRLB distribution of location variance in TOA ranging model(With
one unknown node and four anchors)

Some studies show that the deployment of anchors in the network boundary
makes the positioning precision much higher [15]. In order to validate the con-
clusions or find a better deployment strategies, we simulate in a square region
with side length L = 1000m, and deployment 400 unknown nodes and four an-
chor nodes in grid shape. Set nodes ranging radius R; = 300 meters. Based on
the distance of the anchors location to the nearest edge, divide the deployment
region into 10 layers by 50 meters step from outside to inside, and deploy the
anchor nodes in the four corners for each layer. Use the algorithm for solving
RM S(o) while anchors are deployed in different layers, and then we get the
simulation result as shown in Figure 3.

As can be seen from Figure 3, when the anchor is deployed to the inner of
the area (x axis get large), the RMS of the system get large. The anchors are far
from the border but close to the center of the deployment area, the positioning
error fluctuates and the positioning performance is poor. When the anchor nodes
deployed far away from the center but close to the border(x axis get small), the
RMS show a downward trend, which indicating that performance improvement.
In particular, RMS is smallest when anchors are deployed at the 3rd to 5th layers
(100-200 m from the border), which means the system positioning performance
is the best. But when the anchor nodes are deployed to the boundary (layer 1-2,
50-0 meters from the boundary), the system positioning RMS will increase, and
the positioning accuracy will decline also. The analysis shows that the anchor
nodes deploy at the boundary are not the best, but in the region from the border
0.1L 0.2L.

To further promote the above conclusions, we deploy the anchors randomly
at different layers performing 100 experiments for each and get the average
RMS in the same simulation scenarios (deployed in 1000m * 1000m square area
with 400 unknown nodes). The experimental result is shown in Figure 3 (b).
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Fig. 4. The RMS that anchors distributed in the four corners at different layers with
different distance from the edge. X axis represent the distance to the near edge, as
L = 1000, z < 500.
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Fig. 5. The RMS that anchors random distributed at different layers. X axis represent
the distance to the near edge, as L = 1000, x < 500.

The same with the conclusions above, we get the minimum RMS and the highest
positioning accuracy when the anchor nodes are deployed at 3rd to 5th layers in
the case of random anchor distribution.

4.3 The Random Deployment and Effective Deployment of the
Anchors

Based on the above conclusions, we can get the anchor nodes deployment
strategy:
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1. Anchor nodes should be deployed in the area from the border 0.1L  0.2L ,
in order to ensure high positioning accuracy;

2. Anchor nodes should be evenly distributed in order to maintain balanced
deployment and maximize the contribution of each anchor nodes;

We validate the performance of the deployment strategy by metric multidimen-
sional scaling WSN localization algorithm. Random deployment of 25 nodes in
50 * 50 meters square area includes three anchor nodes. The anchors can be
chose randomly. Using multidimensional scaling localization algorithm performs
network self-localization by random deployment strategy and the proposed de-
ployment strategy respectively. The result is shown in Figure 4.

—H&— Random deployment
—=— Effective deployment

Average location errar(m)

il I 1 1 1 1 | 1
0.01 0ois 002 0025 003 0035 004 0045 005
er2 for rultiplicative normal noise model

Fig. 6. Average positioning errors in anchor random deployment and effective deploy-
ment with the multiplicative normal noise model, in which the variance e? is set increase
from 1% to 5%

Figure 4 indicate that compared to the anchor node random deployment, the
proposed anchor deployment strategy significantly reduce the average location
errors; in other words, improve the positioning accuracy of the localization al-
gorithm. Besidesin multiplicative normal noise ranging model, the positioning
error is decreased with reduction of the variance of the normal random variable.

5 Conclusion

Positioning is one of the basic problems of the wireless sensor network applica-
tions. The accuracy of existing range-based positioning algorithms is dependent
on distance measuring technology, the network parameters and the algorithms
itself. This paper research the relationship between the anchors deployment and
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the position accuracy. We build the ranging model in multiplicative normal noise
model, use statistical estimation method for node location estimates, and derive
the CRLB of the positioning variance. On this basis, through the simulation find
the anchor node deployment which lead to high positioning accuracy, and give
out the deployment strategy which is a more effective than random deployment
strategy proved by experiments presented in this paper.

Future work includes analysis and modeling positioning error sources, and
research on the mathematical relationships between the range measuring error,
the anchor node location distribution and the positioning accuracy, and the
transform of the relative location to the absolute one, etc.
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Abstract. Virtual reality(VR) games have been popular in recent years,
developed in the form of the games by capturing the body’s various phys-
iological activities, including the surrounding environmental factors to
achieve a colorful variety of game features. This paper presents a sys-
tem using acceleration sensor to capture the body movements to achieve
gaming method. First the user’s motion is captured by accelerometer
sensor, then the signals collected by sensor can be processed and sent to
computer. Finally the motion data of virtual character are synthesized
to the VR game by the common interface processing these data. This
motion-imitate system is diversity with combining various other appli-
ances and the price and difficulty of development is reduced comparing
with the recent mainstream VR games developing method.

Keywords: accelerometer sensor, wireless transmitter and receiver, vir-
tual reality.

1 Introduction

Virtual reality game is a new and exciting field where the users experience bene-
fit from the blending of real and virtual elements. In traditionally, the VR game
makers usually built a virtual world in the game with some computer graphical
programming tools, while the players are usually confined to the use of key-
boards, mice, and joysticks to interact with the completely virtual environment.
However, thanks to impressive technological advances, a lot of applications and
systems had been developed to change this interaction[l] and various applica-
tions can be combined with VR game, to create a better virtual reality world.
Our proposed motion-imitate system consists of accelerometer, wireless com-
munication sensor (data process algorithm included), and the common interface
of VR game. Firstly, the user holds the motion capture node in the hand and
performs the actions in six directs. Then the accelerometer measures the sig-
nals of acceleration and then wireless transceiver(plus a build-in processor) will
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pre-process the signals like A/D conversion and send the processed data to
the computer connected with 2.4GH z wireless sensor network. Finally the VR
game computes the orientation of the sensor from the user by analyzing the
data through the common interface. In this way, the VR game can imitate the
user’s motions, as shown in Fig.[[l The organization of this paper is as follows.

X Wireless VR
\ Reciever game

Wireless transceiver
(Pre process the data and Send the
data to the computer)

Accelerometer sensor
(Measure the acceleration data)

Motion Capture node

Fig. 1. system overview

Section 2 presents related works. Section 3 presents system hardware design and
implementation. Section 4 shows the design and implementation of the embed-
ded program and the common interface of VR game. Section 5 presents the
experiment methods and results, and finally Section 6 concludes the paper.

2 Related Works

Dealing with the big challenge on the notion motion-aware application, sea of
systems have been developed, such as the standard time difference of arrival
technique, which was firstly systematically exposited of in the paper [2] and im-
proved in the paper [3] which contains plenty of beacons, receiver and a center
server and in the paper [4] which developed a VR game platform. These sys-
tems observe the time lag between the arrival of the RF'(radio frequency) and
ultrasonic signals that sent from beacons, and combine these arrival times to
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compute the location of the receiver. T.Shiratori and his partners in their paper
[5] also develop a method that based on an optical motion capture system, which
can directly acquire the user’s movements. However, methods above are always
limited by the capture environment and lighting condition, especially in some
board place, not only the standard time difference of arrival system but also
the optical motion capture system will be highly disturbed. Furthermore, those
devices usually are much more expensive than ordinary users can afford.

Using some tiny and cheap sensors attached to the user’s body could be a good
way to capture the motions of the user. There are more and more researchers
use accelerometers to recognize human motions. K S Low and his partner use
a board micro-controller and a micro machined accelerometer for human limbs
monitoring[6]. Eric R.Bachmann and his partners use M AR(magnetic angular
rate gravity) sensor to track human’s motion[7]. It could be seen that the usage
of accelerometer sensors is available to many modern game consoles, like Sony
PSV, Nintendo 3DS, etc. However, although it is true that these systems have
managed to track the user’s motion well, they cannot be widely used because of
the expensive costs. If we want to attach these technologies into our everyday
life, we must consider some cheaper alternatives.

We have designed and developed a low-cost VR system based on low-cost
wireless Accelerometer sensor. It’s advantages are: (a). The cost of the whole
system is relatively low. (b). The system contains highly integrated devices which
can provide a relatively stable data, and smaller volume. (¢). The system is
selected based on the CC2430 free ZigBee protocol module, simply and further
reducing perational costs. (d). The system can be combined with various other
appliances to satisfy other needs using the common interface.

3 System Hardware Design and Implementation

The hardware of the system is divided into two parts as shown in Fig. [I} motion
capture node and motion receiver. Based on the motion-imitate application and
some technical limitations, such as the lack of gyroscope [§][9], we consider user
as a point easily, and the motion of user is also considered as six directions
simply.

We choose MMAT7260QT as accelerometer sensor, and it is a triple-axis ac-
celerometer with adjustable sensitivity from +1.5g to +6g. This design was rec-
ommend by other pages about MMA7260QT[I0]. When user moves with the
sensor on hand, the sensor can measure the linear acceleration and output three
axis different magnitude of voltage. Then we should change this magnitude of
voltage into magnitude of digital, and judge the direction based on this mag-
nitude. For example, according to our experiment, the average magnitude of
voltage of Z axis is approximately 2.51V when the user is motionless. After the
user begin to jump, the output begin to change range from 1.47 to 3.09V, so
we can conclude that if output range between 2.51 to 3.09V, the user must do
UP motion at that time, and the more the magnitude is, the faster the user is
moving.
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Fig. 2. The circuit of the motion capture node

We choose CC2430 as a transceiver. The CC2430 is a true System-on-
Chip(SoC) solution specifically tailored for IEEFE 802.15.4 and ZigBee appli-
cations. It enables ZigBee nodes to be built with very low total bill-of-material
costs[11]. Compared with some other hot protocols, like Wi-Fi(using 208.11Db)
and Bluetooth (using 802.15.1), ZigBee(using 802.15.4) has its advantages on
costs[12]. The networks based on ZigBee always have much longer battery life
with an enough bandwidth for our system. On the other hand, the ZigBee pro-
tocol itself is also free, so CC2430 based on ZigBee protocol is a good choice for
us to build a wireless network for our system.

The circuit design of the motion capture node is illustrated in Fig. 2{(the
circuit of the motion receiver is not given here because it is relatively simple).
The demo of the motion capture node and the motion receiver is shown in Fig.

4 System Software Design and Implementation

The system software is composed of the following parts: the build-in programs
in the motion capture node and the motion receiver(the kernel algorithm of
the build-in programs include the wireless data transmission and data receiving
algorithm and the A/D conversion algorithm), the common interface of VR
game. The A/D conversion model will change the analog signals to digit data as
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Fig. 3. The demo of the motion capture node and the motion receiver

soon as MMAT7260QT accelerometer sensor captures the motion analog signals
and the digit data will be sent to the common interface through the wireless
data transmission module and the data receiving module.

4.1 A/D Conversion Algorithm

The motion analog signals captured by MMA7260QT are sent to the input inter-
face of CC2430 which could not be used unless these signals can be transformed
to digit data. CC2430 contains a ADC/(Analog to Digital Converter) block in its
build-in processor, it supports up to 14—bit analog-to-digital conversion,which is
capable of converting an analog input into a digital representation with up to 13
bits resolution. The ADC uses a selectable positive reference voltage. The time
required to perform a conversion depends on the selected decimation rate. When
the decimation rate is set to 128 for instance, the decimation filter uses exactly
128 of the 4M Hz clock cycles to settle in case the channel has been changed
since the previous conversion. The 16 clock cycles setting time applies to all
decimation rates. Thus in general, the conversion time is given by equation ()

V = (decimationrate + 16) * 0.25us (1)

In order to accurately describe the orientation of the accelerometer voltage changes
in the relationship with their situation, the output voltage should be three-axis,
in the form of the group (z, y, z) some time. The CC2430 has only one ADC), tak-
ing its handling of data at 2.4G' H z into account. It is close to the mainstream PC
processing frequency. Each group costs 1ns of magnitude. The processing speed is
much larger than the body’s reaction speed 0.1s for the human body feels. Thus,
we take three steps for the three-axis data processing and output the data at the
same time. The process of the A/D value conversion is shown in Fig. [l
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Fig.4. A/D conversion process

We must find the relationship between ADC input voltage (that we define V|
the value of MMA7260 transporting) and the output value N (14bit conversion
result). Conversion result N is 14bit, when N = 11111111111111(binary), the
output voltage should be maximum the reference voltage 3.3V (Because 14bit
output is the complement of binary, the 14th bit is the sign bit. So from the view
of absolute, the valid value only contains 13 bits. Therefore the maximum value
is 21%). Therefore, we have the following proportional relationship according to
equation ([2)).

N =Vx21/33 (2)

4.2 Wireless Data Transmission and Data Receiving Algorithm

In the data transmitting phase, it is necessary to determine the data to be trans-
mitted is greater than the predefined maximum length of the packet firstly. If the
data is too large, it will be divided into several slices to transmit. The sliced data
will be written to the RFD register after the DM A(Direct Memory Access)
channel is configured. It is necessary to determine the valid of RSSI(Received
Signal Strength Indicator) in cycles to verify the channel is free or occupied
before the data is send. The channel is occupied and the CSM A/C' A mechanism
shall be used to wait for a while to detect RSST again if RSST is invalid. If the
RSSI is valid ,the data can be sent.
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Fig. 5. The process of the common interface

The receiving algorithm is relatively simple. The frequency of channel in the
motion receiver is configured the same with the data sender firstly, then the data
source of DM A is set to RF'D and the trigger signal of DM A is set to RADIO.
When there are radio signals in the predefined frequency channel, the DM A chan-
nel will be trigged. The receiver determines whether to accept the data packet ac-
cording to the destination address included in the packet. The receiver will send
ACK frame to the sender if the data is send to itself(if the sender wants to receiver
the ACK message, it will change to receive mode).

4.3 Common Interface Algorithm

The core feature of the common interface is its versatility, which can map the six
direct movements to six keys in the keyboard, thus no matter what kind of VR
games which use 6 direction keys can use the system. The process of the common
interface algorithm is shown in Fig.[Bl In order to make the results more intuitive
and more convenient for statistics, the receive data received by the serial port
which are saved in the array shall be transferred to analog voltage value using
equation (), and the acceleration value can be calculated by equation B]) @) (G):

X4 = (V—1.65)/0.8%10 (3)
Yy = (V —1.65)/0.8%10 (4)
Za=(V —245)/0.8%10 (5)

5 System Experiment and Testing

Firstly, we test the variation of the analog voltage value and the acceleration value
in different motion mode, part of the sample data captured when the motion cap-
ture node in motionless and the node moves to the right direction are shown in
Table 1 and Table 2 , from which we can distinguish the six direction movements.



134 L. Jiang et al.
Table 1. Sample data captured when the motion captures node is motionless

acceleration value voltage value

X 1.1097718 1.737817
Y —1.701965 1.513843
Z 0.790862 2.513246

Table 2. Sample data captured when the motion capture node moves to the right
direction

acceleration value voltage value

X 1.792602 1.793408
Y 2.598266 1.857861
Z —1.706695 2.313464

Fig. 6. The tour of virtual countryside

Secondly, we develop a simple VR game, which builds a virtual scene about a
mountain road, the player carries the motion capture node and moves, and sends
the data to our VR game by the common interface which analyzes the data and
judges the direction of the player’s movement. Finally, the camera in VR game
also moves to answer the data. For example, when a user holds the motion
capture node and moves forward, the data about forward can be processed and
sent to the computer, and then we can see the following scene changes, as shown
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in Fig. @ In this way, the user can feel like walking in the virtual countryside
road in the game. The VR system can imitate the player’s motion and give the
player into a good virtual reality enjoy. Also, we test other VR game just like
"3D rotation Box’, the system works well.

6 Conclusion

This paper introduces a virtual reality system using low-cost acceleration sensor
to capture the body movements to achieve gaming method and using CC2430
as wireless transmitter and receiver. although the system is relatively simple but
can can be applied to most VR games and improved by adding a lot of elements
such as three-axis gyroscope.In this way, the system can adapt to more complex
VR game environment.
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Abstract. Based on the OGC New Generation SWE-Sensor Web 2.0
and other related projects implementation, this paper gives the four lay-
ers architecture of ocean sensor web and details of every layer. The In-
formation Model layer and Interface Model layer are illustrated in detail
by the actual example. At last an ocean sensor prototype system shar-
ing data is presented based on the real ocean sensor observing system
of 20 nodes wireless sensor network, which is the middleware between
ocean sensors and ocean sensor observing data usage. Though the SWE
2.0 standards can be applied in complex scenarios, most of the available
deployments are providing data from in-situ sensors.

Keywords: Sensor Web, Ocean Observing System, Share data, SOS.

1 Introduction

A sensor [1][2] is defined from an engineering point of view as a device that
converts a physical, chemical, or biological parameter into an electrical signal.
Common examples include sensors for measuring temperature(i.e., a thermome-
ter), wind speed(an anemometer), humidity, or barometric pressure, which are
quickly becoming ubiquitous and can be found in a vast range of environments
including the ocean observation domain as these little devices becoming smaller,
cheaper, more intelligent, and more power efficient. However, according to sen-
sor observation system, there are varieties of sensor data formats, parameters
units, spatiotemporal resolution, application domains, data quality and sensors
protocols etc. All of these differences affect the integration of data from varieties
of sensor observation systems especially in the domain of Ocean Observing Sys-
tem. This has already lead to standardization efforts aiming at facilitating the
so-called Sensor Web, which has been the driving force for the Open Geospa-
tial Consortium (OGC) to start the Sensor Web Enablement (SWE) initiative
back in 2003 [3]. SWE defines the term Sensor Web as ”Web accessible sensor
networks and archived sensor data that can be discovered and accessed using
standard protocols and application programming interfaces”, which leads to a
powerful set of standards allowing the integration of sensors and sensor data into

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 137-{[56] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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spatial data infrastructures. A Sensor Web can hence be seen as a huge inter-
net based sensor network and data archive. To achieve the vision of the Sensor
Web, the SWE initiative defines standards for encoding of sensor data as well as
standards for service interfaces to access sensor data, task sensors or send and
receive alerts.

1.1 Sensor Web and GEOSS

The concept of Sensor Web [4][5] is firstly described by Delin et al. in 1999, a
Sensor Web was considered as an autonomously organized wireless sensor net-
work which can be deployed to monitor environments. The term ”Web” within
Delins ”Sensor Web” relates to the intelligent coordination of the network rather
than the World Wide Web(WWW) [6]. The meaning of ”Sensor Web” changed
and it was more and more seen as an additional layer integrating sensor networks
with the WWW and applications [7]. The Sensor Web [8-10] concept presents
a vision of the (Geo-)Sensor Web is that access to (geo-)sensors as uniform and
easy as access to resources on the World Wide Web today, which makes intra-
communicating spatially distributed sensor pods that can be deployed to monitor
and explore different environments.

Referring to earth observation domain of GEOSS(The Global Earth Obser-
vation System of Systems), the derived view of the Sensor Web as a concept in
the context is an "open coordinated observation infrastructure composed of a
distributed collection of resources that can collectively behave as a single, au-
tonomous, task-able, dynamically adaptive and reconfigurable observing system
that provides raw and processed data, along with associated meta-data, via a set
of standards-based interfaces.” [11][12] Being a system of system, GEOSS has
to master the challenge of integrating heterogeneous systems across institutional
and political boundaries. Timely delivery of earth observation sensor data is a
key aspect in identifying potential natural and human threats, such as tornados,
tsunamis, wild fires, or algae blooms.

1.2 OGC SWE

The OGC SWE working group was founded in 2003. As part of OGC'’s specifica-
tion program, the SWE working group develops standards to integrate sensors
into the Geospatial Web for enabling a specialized subtype, the Sensor Web.
Therefore, SWE has specified a number of standards defining formats for sensor
data(O&M) and metadata(SensorML) as well as service interfaces which en-
able the interoperable access to real and virtual sensor resources. The SWE 1.0
specifications have been approved as standards between 2006 and 2007. As the
middleware between sensors and applications, the new generation SWE (SWE
2.0) [13] are divided into two informal subgroups. First, the information model
includes the data models and encodings. Second, the interface model comprises
the different web service interface specifications (the interface model was for-
merly called service model and to avoid naming confusion with the SWE Service
Model standard, which is part of the new generation SWE).
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1.3 Reality of the Existing Ocean Observing Systems’ Sharing Data

A great wealth of ocean data exists, for a wide range of disciplines, derived from
in-situ and remote sensing observing platforms, in real-time, near-real-time and
delayed mode. These data are acquired as part of routine monitoring activities
and as part of scientific surveys by a few thousand institutes and agencies all
around the world. Both the means to acquire these data and the way in which
they are used have changed greatly in the past ten years.

According to the Ocean Observing Systems, the variety of ocean data plat-
forms needs to create seamless and coordinated access to ocean observation
data and products from distributed and heterogeneous ocean observation sys-
tem sources, which mainly depend on the on-the-fly ocean sensors observation.
But in fact, for the reasons of different ocean groups often represent, transport,
store and distribute their data in different ways, even if the simplified data ex-
change between the ocean data centers become difficult. So methods must be
introduced to improve the way scientists observe the oceans and manage the
ocean observation data.

For the bad ocean environments, the ocean observing sensor and platform
often do not work normally, So Quality Controlling of observing data is needed.
At the same time we must make in mind of the poor buoy or other platform data
bandwidth by any communication mode such as Satellite, CDMA, GPRS and
so on. Thinking of the above issues, we must concern the practical and efficient
design and implementation of sensor web in sharing the ocean observing data,
which is based on the New SWE 2.0 sensor web standards. In other words, we
must think of the actual ocean observing systems. In fact, we make use of a
sensor web system which sharing the ocean observing data between the data
producers and data consumers. Combining the sensor web 2.0 standards and the
ocean observing data user requirements, we design and develop the ocean sensor
web prototype system, which can supply the required ocean data that ocean
scientists wanted.

The remainder of the paper is organized as follows: Section 2 introduces
background and related work of ocean sensor web, while our representational
approach based on framework of Ocean Sensor Web is proposed in Section 3.
We introduce the ocean sensor web prototype system in Section 4. Finally, we
discuss and conclude our work in Section 5.

2 Related Work

2.1 Sensor Device and Sensor Network for Ocean Observing System

Satellites, monitoring buoys, research vessels, and autonomous underwater vehi-
cles carry a wide range of sensors. Though some sensors are application-specific,
in many cases sensors measure phenomena that are useful to a wide variety of re-
search and user communities. Sensors measuring a host of interdisciplinary vari-
ables from moorings and other platforms. Some parameters of general interest
include surface water temperature, atmospheric pressure, cloud cover, salinity,
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wind speed, wave height, plankton count, and ocean current speed and direc-
tion. There is great value in sharing ocean sensor data for most ocean sensors
are expensive. And for the reason that the oceans are huge and inhospitable
to electronics, the cost of fielding, maintaining and communicating with sensors
makes sharing ocean observation data an attractive proposition.

The ocean sensors and systems are constantly evolving. Ocean Observing sys-
tems comprise a collection of sensor and non-sensor marine environment mea-
surements. The observing subsystem data collectors transmit their data from the
sensor to data providers such as ocean data assembly centers and ocean data
archive centers.

There are many Ocean Observing Sensor Platform. The sensors in observ-
ing devices or instruments can be classified as Physical, Chemical, Biological,
Geophysical measuring parameter. Different Ocean Observing Systems, which
consist of the ocean sensor devices, can improve our physical understanding in
offshore zone and seabed, where data gathered locally by an underwater sensor
network.

Sensor Network

Internet

&

Server
hitp://osn.ouc.edu.cn
T

- <8 - // \\

&g g & @

Fig. 1. Our Sensor Network Configuration Model

In fact, we deployed surface wireless sensor networks in the ocean experiment
field of HuangHai area of China.(see Fig.1) The wireless sensor networks were
made up of 20 floating nodes which were deployed on the sea surface of about
500 square meters. Every node was TelosB node(see Fig.2), and had a waterproof
floating package. The sensor networks measured light intensity, temperature and
wireless signal strength among the nodes in its location, which were used to
estimate ocean depth and tidal conditions. The wireless sensor node was fixed
by a anchor, we can get the radius by node’s active range, and measure the depth
of water according to the length of rope and radius.

We deployed some nodes, every node acquired the temperature of water,
light information and so on, every node would send a signal every 10
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Fig. 2. Our TelosB Sensor Node

minutes, and its neighbor node received the signal and sent the information
package including the signal and the information acquired by itself to the base-
station by ”"multi-hop” protocol, at last, the base-station node received all sig-
nals and transmitted them to the PC linked with the base station directly.
The PC would show the information of signals by networks in the website
(http://osn.ouc.edu.cn/SensorData/exp pic.html). At present, we can receive
data in our laboratory, and we can express the degree of the data signals and do
analysis of data.

2.2 The New Generation SWE-Sensor Web 2.0

Due to the large number of different sensor manufacturers and differing sensor
communication protocols, integrating diverse sensors into observation systems is
not straightforward. A coherent infrastructure is needed to treat sensors in an
interoperable, platform-independent and uniform way. Sensor Web reflects such a
kind of infrastructure for sharing, finding, and accessing sensors and their data
across different applications. It hides the heterogeneous sensor hardware and
communication protocols from the applications built on top of it. The Sensor
Web Enablement initiative of the Open Geospatial Consortium standardizes web
service interfaces and data encodings which can be used as building blocks for a
Sensor Web.

The Sensor Web layer stack of The OGC SWE Group is mainly divided into
three main architectural layers, that is, the sensor layer, the intermediary Sen-
sor Web layer and the application layer. And the three main layers are fur-
ther divided into sub-layers depending on the architectural design of middleware
systems.
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The SWE information model comprises a set of standards which define data
models primarily for the encoding of sensor observations as well as sensor meta-
data. For this purpose, the first generation of SWE contained three specifications:
Observations&Measurements(O&M), the Sensor Model Language(SensorML) and
the Transducer Markup Language (TML). In the new generation SWE2.0, O&M
1.0 which is used for the description of measured sensor data evolves to O&M2.0.
Also, the SensorML 1.0 standard advances to version 2.0. TML supports the en-
coding of sensor data as well as metadata by focusing on data streaming. TML has
only been rarely used in practice and has not been further evolved so far. In the new
generation of SWE specifications, TML is not referenced anymore and recent con-
versations in OGC’s SWE working group showed that there is no urgent demand
in TML and a retirement of the standard is in discussion.

The SWE interface model comprises standards that specify the interfaces of
the different Sensor web services. Four service interfaces were defined for the first
generation of SWE: The Sensor Observation Service(SOS) offers pull-based ac-
cess to sensor measurements as well as metadata. The Sensor Alert Service(SAS)
allows subscribing to alerts in case of a sensor measurement event that fulfills cer-
tain criteria. The Sensor Planning Service(SPS) can be used for tasking sensors
and setting their parameters. The Web Notification Service (WNS) is, unlike
the other three services, not directly sensor related. It is a supportive service
which provides asynchronous notification mechanisms between SWE services
and clients or other SWE services (e.g., delivery of notifications) including pro-
tocol transducing capabilities. While the SAS has evolved to the more powerful
Sensor Event Service (SES), the WNS has not yet been further developed since
an approved standard for eventing needs to be in place first.

Standardized access to sensor observations and sensor metadata is provided
by the Sensor Observation Service(SOS). The service acts as a mediator between
a client and a sensor data archive or a real-time sensor system. The heteroge-
neous communication protocols and data formats of the associated sensors are
hidden by the standardized interface of the SOS. Sensor data requested by a
client are returned as observations. The interface of the SOS supports access to
heterogeneous sensor types, stationary as well as mobile sensors which gather
their data in-situ or remotely. Currently, the development of the second version
of the SOS specification has finished the public comment phase, and is about to
be submitted to the standard approval process.

In recent years, SWE based Sensor Web infrastructures have been deployed
in various projects and applications which demonstrated the practicability and
suitability of the SWE standards. Many diverse sensor data management appli-
cation frameworks were compared, such as:

1)The 52°North Sensor Web framework (http://52north.org/swe) provides
implementations for the different SWE services. An implementation of the Sen-
sor Observation Service (SOS) enables querying as well as inserting measured
sensor data and metadata. Discovery of sensors is supported by implementations
of Sensor Instance Registry (SIR) and Sensor Observable Registry (SOR). To
integrate sensor resources with the SWE service implementations, the 52°North
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framework comprises an intermediary layer, called the Sensor Bus , to which
sensor resources and SWE services can be adapted to establish communication.

2)Other middleware systems for building Sensor Web infrastructures based
on SWE are GeoSWIFT and its successor GeoSWIFT 2.0. The latter redesigns
the GeoSWIFT system to optimize its scalability by introducing a peer-to-peer
based spatial query framework. The PULSENet framework, which reuses and
amends the open source components of the 52°North Sensor Web framework,
allows the implementation of a SWE-based Sensor Web. An important aspect of
the system is to accommodate legacy and proprietary sensors (e.g., IEEE 1451 or
CCSI) in SWE-based architectures. NASA’s Sensor Web 2.0 system incorporates
SWE services and combines them with Web 2.0 technology. It envisions an easy
creation of mash-up applications which integrate data from multiple sources.
This includes for example the creation of composite maps overlaying data from
sensor sources with data from other sources such as weather or traffic. The mash-
up functionality is realized by incorporating the representational state transfer
(REST) approach to access data. However, it remains unclear how the system
provides REST access to sensor resources by leveraging SWE services.

3)Non-standardized approaches for building a Sensor Web are for example
Hourglass, the Global Sensor Network(GSN), the Sensor Network Services Plat-
form(SNSP), or SOCRADES. GSN focuses on a flexible integration of sensor
networks to enable fast deployment of new sensors. SNSP defines a set of ser-
vice interfaces usable as an application programming interface for wireless sensor
networks. SOCRADES comprises multiple services providing functionality such
as data access, eventing or discovery. Further, only SOCRADES provides push-
based delivery of sensor data, as offered by the SAS or SES.

The applications above have been implemented several types of SWE ser-
vices for selected sensor data sources, then combined these services in different
ways to develop or implement the prototype of a variety of data processing and
management applications. But the frameworks of these applications are different
due to different actual domains, it soon become obvious that these application
frameworks provide only localized interoperability and that a standards-based
framework is necessary.

3 The Design of Ocean Sensor Web

3.1 Architecture of Ocean Sensor Web

Fig. 3 shows the four layers architecture of Ocean Sensor Web. The Ocean Sen-
sor Web is divided into four layers. First is Ocean Sensor Source Layer, which
mainly refer to the varieties of ocean observing sensors source, such as Satellites,
buoys, research vessels, Gliders, AUV /ROV and Seabed observing network node.
Second is Information Model Layer, the sensor data and metadata is described
by O&M 2.0 and SensorML 2.0. Third is Interface Model Layer(Service Model
Layer), which consists of SOS, SPS, WNS, SES, SIR, SOR. Last is the Applica-
tion Layer, also the destination of sensor web, depending on the variety of user
requirements.
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There are several benefits that this kind of integration has brought to the
ocean community. First of all, the heavy load of ocean sensor observation pro-
cessing can be moved from sensor networks to the distributed ocean computer
systems which belong to the ocean data centers. The separation is either saving
a lot of energy and power of sensor networks just concentrating on sensing and
sending information or accelerating the process for processing and fusing the
huge amount of information by utilizing distributed systems.

Software
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<Ocean Monitoring ) (mi’)

@XML, Message, API

4 Catalogue \ Observation\> /~ Planning
Service Service K Service

Service /" Event /Notification
Regxster Service \_ Service /

[nterface model layer
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Fig. 3. Four Layers of Ocean Sensor Web

Actually, the various sensors defined in Ocean Sensor Web are from the various
platform of ocean sensor source such as Ocean Station, Seabed, Buoy and Sensor-
chain etc. For the different sensor data format, protocols and so on, we designed
the Sensor Network Access Module as illustrated in Fig. 4. We added the Network
module in the sensor node, which can hide the different communication protocols,
easy linked to the Information Model Layer of Ocean Sensor Web.



Using Sensor Web to Sharing Data of Ocean Observing Systems 145

ar : Power Module J
PR &
Network Module Sensor Module

|

L
k};’}\ Sensor |
A 4

D 7
App Processor | |
)

Memory

Network

. J N

|

| L
| — = Sensm’/\
| |
|
|
|
|

Driver b Sensor
Module AD : A
t=( Sensor )
[

Fig. 4. Sensor Network Access Module

We also need to think and determine the relevant use possibilities: Data
provider annotates Sensor Observation Datasets with references to semantic defi-
nitions; User(or software agent) searches for data providers and observation data
via service queries; User(or software agent) gets data and then navigates (linked)
metadata elements in associated vocabularies. So the Ocean Sensor Web needs
to support the following functions: 1)Service query support-by using background
service capability, our application has the opportunity to only expose coherent
query (portal and services); 2)Semantic integration-in the past users had to re-
member (and maintain codes) to account for numerous different ways to combine
and plot the data whereas now semantic mediation provides the level of sensi-
ble data integration required, now exposed as smart web services understanding
of coordinate systems, relationships, data synthesis, transformations, etc. 3)Re-
turn independent variables and related parameters-A broader range of potential
users(ocean scientists, students, professional research associates and those from
outside the fields).

3.2 Ocean Sensor Web Service Based on SOA

The SOA is the essential infrastructure that supports the Ocean Sensor Web
Layer and plays a very important role to present the core middleware compo-
nents as services for clients to access. The reason why Ocean Sensor Web heavily
relies on SOA is quite obvious since SOA is a loose coupling distributed archi-
tecture and can make interoperability of the heterogeneous systems possible.
Moreover, SOA allows the services to be published, discovered and invoked by
each other on the network dynamically. All the services communicate with each
other through predefined protocols via messaging mechanism, which supports
both synchronous and asynchronous communication model. As the sensor net-
works basically differ from each other, trying to put different sensors on the web
through uniform operations to discover and access them requires the adoption

of SOA.
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We are currently developing a prototype application for the Ocean Sensor
Web (see Fig. 5 for a screenshot of Ocean Sensor Web Services).

4 Prototype System of Ocean Sensor Web

When successfully implemented, the prototype system of Ocean Sensor Web in
our ocean sensor information exchange platform can be applied to many other
industry information resources. We propose using it as early as possible to be
the recommended standard of ocean sensor surveillance networks integration,
providing the researchers a better way of tracking ocean sensor data throughout
its life history. The development of ocean sensor data for publish, query and get
ocean data will prove useful as data centers moving towards web services for
sensor data distribution. Additionally, the ability to give the ocean sensor data
directory service will allow researchers to collaborate on global observational
data issues.

4.1 The Sensor Metadata and Data Format of Observation

An observation is an event that estimates an observed property of a feature
of interest, using a procedure, and generating a result. Sometimes ”observed
property” and ”feature of interest” are conflated in describing geophysical pa-
rameters, e.g. sea surface temperature. We take Davis Weather Station System
as the example of sensor observation, which is an common outdoor electronic
device that not only measures temperature, but also gives a reading for wind
speed, wind direction, rainfall, humidity, and barometric pressure.

Davis weather station is setup to measure and record atmospheric measure-
ments at 15 minute intervals. Davis weather station can provide temperature,
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barometric pressure, wind speed and direction and rainfall, measured by sensors
attached to the station either through cables, or wirelessly, as illustrated in

Fig. 6.

According to the SensorML(Sensor Model Language) 2.0 of OGC standards,
we adopt only core elements and attributes of SensorML 2.0 for the reason
of readability and efficient bandwidth management. Davis:Thermometer is de-

scribed as follows:

<sml:Sensor

xmlns:swe="http://www.opengis.net/swe"
xmlns:xlink="http://www.w3.0org/1999/xlink"version="1.0"
xmlns:sml="http://www.opengis.net/sensorML"

xmlns:xsi=http://www.w3.0rg/2001/XMLSchema-instance

id="0SN-Davis:Thermometer">
<sml:identification>

<sml:IdentifierList>

<sml:identifier name="manufacturer">

<sml:Term qualifier="urn:ogc:identifier:manufacturer">Davis Corporation

</sml:Term>
</sml:identifier>
</sml:IdentifierList>
</sml:identification>
<sml:inputs>

<sml:InputList>

<sml:input name="electricalsignal">
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<swe:Quantity definition="urn:ogc:phenomenon:frequency"

uom="urn:ogc:unit:hertz"/>
</sml:input>
</sml:InputList>
</sml:inputs>
<sml:outputs>
<sml:OutputList>
<sml:output name="Temperature>
<swe:Quantity definition="urn:ogc:phenomenon:temperature"
uom="urn:ogc:unit:degC"/>
</sml:output>
</sml:0OutputList>
</sml:outputs>
<sml:referenceFrame>
<sml:LocalTimeCRS id="SensorTime">
<sml:srsName>GMT</sml:srsName>
<sml:usesCS xlink:href="urn:ogc:crs:GMT"/>
</sml:LocalTimeCRS>
</sml:referenceFrame>

</sml:Sensor>

According to the O&M encodings proposed in the OGC Observations and Mea-
surements draft proposal, the two following formats were designed: The first
is FullObservation, which includes the sensor parameter metadata and sensor
observation data as illustrated in Fig. 7, the second is SimpleObservation, that
is, only the sensor observation data, which is illustrated as the following XML
descriptions. Referring to the bandwidth restriction, SimpleObservation is the
best format of sensor observation data.

<om:0Observation gml:id="SimpleObservationOfDavisWeather"
xmlns:swe=http://www.opengis.net/swe
xmlns:xst=http://www.seegrid.csiro.au/xml/st
xmlns:xsi=http://www.w3.0rg/2001/XMLSchema-instance
xmlns:xlink=http://wuw.w3.0rg/1999/x1ink
xmlns:gml=http://www.opengis.net/gml
xmlns:schemalocation="http://www.opengis.net/om ../om.xsd">
<gml:description>Simple Observation of Davis Weather Station</gml:description>
<gml:name>Simple Observation</gml:name>
<om:time>
<gml:TimeInstant >
<gml:timePosition>2008-10-11T17:22:25.00</gml:timePosition>
</gml:TimeInstant>
</om:time>
<om:location xlink:href="http://osn.ouc.edu.cn/coord?rec=Laoshanl"/>
<om:observedProperty xlink:href="urn:x-ogc:def:phenomenon:weather"/>
<om:featureOfInterest xlink:href=" http://osn.ouc.edu.cn/coord?rec=Laoshanl"/>

<om:resultDefinition xlink:href="DavisWeatherRecordDefinition.xml"/>
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<om:result>
<swe:Record>
<swe:item>25.4</swe:item>
<swe:item>770</swe:item>
<swe:item>176</swe:item>
<swe:item>12.2</swe:item>
<swe:item>200</swe:item>
</swe:Record>
</om:result>

</om:0Observation>

4.2 The Ocean Sensor Observation Service

The Ocean Sensor Observation Service mainly provides the following Web Ser-
vice interfaces: GetCapabilities( ), DescribeSensor( ), GetObservation( ), Regis-
terSensor( ), InsertObservation( ).

The GetCapabilities( ) provides the description of Sensor(s) and all available
Web Service interfaces - the source of Ocean Sensor Observation Service instance
metadata , which has the XML format of capabilities as illustrated in Fig. 7.
Essentially, the GetCapabilities( ) describes the types of sensors, the operations
to gain remote access to sensor data, and the logical sensor grouping available
to the consumer.
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Fig. 8. XML model of Capabilities Root Element

From Fig. 8 you can see that the Capabilities root element mainly consists
of four sub-elements:Serviceldentification,ServiceProvider,OperationsMetadata
and Contents. The ”Serviceldentification” tag means the information of Sensor
Observation Service being offered, which mainly consists of service keywords,
version type and other identification information. The ”ServiceProvider” tag
provides the information of provider, a person or organization, which provides
the service and can be contacted. The ”OperationsMetadata” tag mainly re-
ferred to the operations and URL for HTTP Get and Post. The Contents tag
contains the details of sensor observation service.

—LServi celdentification

—LServi ceFrovider

Capabilities [%]—(—H-—:E——Ll]perati onsletadata

—LFilter_Eapabilities |

Fig. 9. XML Node of Serviceldentification Element

Just as Fig.9, Serviceldentification Node is the instance of ocean sensor obser-
vation service, which is mainly illustrated by Title, Abstract, Keywords, Service-
Type and ServiceTypeVersion nodes, and in the application of ocean observation
domain, such as the example of Davis Weather Station Service.

GetCapabilities( ), DescribeSensor( ) and GetObservation( ) mainly consist
of the sequence of between the Data User and Sensor Observation Service as
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illustrated in Fig. 10. Firstly, the data user interact with the Sensor Observation
Service, which returns a metadata listing in the form of the format as illustrated
in Fig. 8. The Capabilities document consists of sensors involved, locations, phe-
nomena, etc. especially, the Sensor ID of the next DescribeSensor( ) is provided
by the Capabilities document. Secondly, when the DescribeSensor( ) is invoked,
the SensorML document which describes the sensors is returned. And the next
step is GetObservation( ), which can return the O&M format observed sensor
data.

Ocean Sensor Data Provider has the operations of RegisterSensor( ), InsertO-
bservation( ) and ReturnRequest( ). If the data of Ocean Sensor Data User in not
in the server of Ocean Sensor Observation Service(SOS), SOS server will help the
user to get the needed data from Ocean Sensor Data Provider by the interface
of RequestObservation( ). So the data provider sends the data to SOS server by
the interface of ReturnRequest( ). All these can be illustrated in Fig. 11.

The data provider must register the sensor by the RegisterSensor() func-
tion. if a new sensor is to be observed by interface of the Sensor Observation
Service, which is aware of the new sensor information by the GetCapabilities
function.
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After being registered in the Sensor Observation Service, the new sensor can
perform the InsertObservation() function to insert new sensor observed data.

The RequestObservation( ) is responded to the GetObservation( ) of the data
user, when the request is not immediately serviced by the Sensor Observation
Service(i.e. the required sensor data have not reached the site of Sensor Obser-
vation Service).

The ReturnRequest( ), just like the function of ” InsertObservation( )”, except
that this function is invoked by RequestObservation( ). In other words, we can
say that the distinction between ”push” data mode of InsertObservation( ) and
"pull” data mode of ReturnRequest( ).

4.3 The Ocean Sensor Web Prototype System

We create the Ocean Sensor Observation Service prototype using Microsoft
C#.Net 2005 for developing the Ocean Sensor Web Prototype System as Fig.
12, which displays the sensor data of Fig.1’s sea area.

Thinking of the GUI interface of GoogleEarth mode, we provide two ways of
displaying the sensor data: GoogleMap and GoogleEarth, which are based on
the Web Service Interface of Google.

Fig.12 shows the displaying page of 20 ocean sensors in the sea area of Huang-
hai of China near the mountain of LaoShan.
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Fig. 12. Ocean Sensor Web Prototype System

If you click the sensor node in the page, the details of this sensor node can be
seen from the next page illustrated in Fig.13.

GoogleMap

Sensor Type : All Sensors v

GPoint : (417, 202)
location: Laoshan, Qingdao
latitude: 120.603667222222 longitude: 36.111991666667
View sensordata

Fig. 13. Details of Ocean Sensor NodelO

So through the ”Info”,” Temperature” and ”Light” selection you can get the
details of this sensor #10 node. Because this type sensor only detect the envi-
ronment temperature and light value near the sea, you can view the current data
curve as illustrated in Fig.14 and Fig. 15.

At last, through the prototype system of ocean sensor web we can query the
required metadata information and sensor data through the GUI interface of
ocean sensor service system.
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4.4 Conclusions

By incorporating the standardization efforts of the OGC and W3C into a robust
Ocean Sensor Web, we are able to provide an environment for the effective
discovery and retrieval of ocean sensor data. Beyond ocean sensor data on the
Web, this framework could play an important role in many domains. We see
great potential for the Sensor Web in many different domains, including weather
forecasting, biometrics, emergent applications, and EventWeb.

In fact, we expect to implement the integration of new technologies into the
Ocean Sensor Web concept, like mass market sensors and tools like Google Earth,
Microsoft Virtual Earth, and NASA World Wind. Such framework could then
be used to query and retrieve similar sensor data or share this experience with
the world. We believe that the expressivity and accessibility provided by such
an integrated vision is essential to realizing sensors as a first-class citizen of the
Web.
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Abstract. Cyber-Physical System (CPS) is an important research area
which promotes the progress of IT revolution and digital life in the 21st
century. As a vital element in CPS, event plays an important role in
transforming physical data into our semantic model. Therefore, the event
processing scheme is of importance to guarantee the usability of the
CPS. In this survey, we at first represent the notion, characteristics and
research significance of the events in CPS. Then, we summarize event
processing techniques under the context of CPS and its related research
fields separately, with pointing out the deficiencies of existing technolo-
gies when to support CPS applications. Finally, we discuss the challenges
of event processing in CPS as well as its future research directions.

Keywords: Cyber-Physical System (CPS), event processing, interactive.

1 Introduction

A Cyber-Physical System (CPS) is a system featuring a tight combination of
the systems computational process and its physical elements. CPS is known as
the next generation intelligent system, for it successfully integrates the com-
putation, communication and system control together [33][20]. In CPS, the in-
teractions to physical elements are achieved by defining the human-computer
interaction interfaces, with which the remote physical elements can be operated
reliably and safely at real-time. Due to the good properties of CPS, CPS appli-
cations will doubtlessly promote the IT industry revolution in the 21st century
and hence have a wide application prospect [I]. As a new research field, CPS
is developed with the supporting of the mature techniques in wireless sensor
networks and RFID systems. It thus requires the system to have the abilities
of “sensing”, “communicating”, “knowing” and “controlling”. Specifically, the
“sensing” ability of CPS stems from the utilization of the sensor networks or
the RFID system that can “sense” data from the physical world. The “com-
municating” ability of the CPS system is to transform the sensing data to
the sink node in sensor networks or other types of data-collecting servers. The
“knowing” ability of the CPS system means it can derive the relative infor-
mation/knowledge from those collected sensing data. At last, the “controlling”
ability in CPS makes it powerful enough to control the physical world from the

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 157-{[66] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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cyber world or vice verse. Although there are some similarities between the con-
cept of CPS and the definition of Internet of Things, the Internet of Things
differs from CPS in that it emphasizes the global connectedness while CPS pays
more attention to the interactions between the cyber world and the physical
world [18].

An application scenario of CPS is the intelligent medical monitoring system
which is shown in Figure [Il Patients in the hospital are equipped with vari-
ous kinds of intelligent medical devices, which sense a patients body tempera-
ture, blood pressure, heart rate and blood sugar level. These sensing data are
immediately transformed to some remote monitoring service center with the
aid of wireless communication techniques, such as blue teeth or WiFi. Based
on those remote collected sensing data, doctors can give an instant diagnosis
and adopt some necessary medical treatment to the patient [I9][I2]. Another
example of the CPS application is the Future Transportation System, within
which CPS makes a safe, clear unobstructed, reliable and efficient guarantee
for the system [39][6]. Under the context of web-based building control sys-
tem, the utilization of CPS apparently improves the power usage effectiveness
by reducing the emission of fuel and greenhouse gases. Financial network that
embeds the CPS greatly boosts the accuracy and the real-time capability of
the system. In a nut shell, CPS brings new vitality into the areas of process
control, environmental control, aviation equipment development, basic equip-
ments control, distributed robot technology, national defense system, and intel-
ligent building. All these applications will make great impact to the national

economy [33].

bj\tomic
Even

79

Compfisite Event

&

(G2
Cellularé

Internet

(@)
iFi
Exedition « A
Bnavigs oo | :
ot S i . it
/ b S / Gateway | @ R
/ k / : WiMAXé Atomic | |
e" Medical Event Event
quipments ! Compositing Request
NN the global I
AR evept L
g &7 | -
\ ot e 3
~I 0 v Tiogern ([LJ = X
Q"& N Tl '/ >J/“ A= — \/')
866:00 * Y > N b *
%, % Clinical o s e Nursing
% Relief ?«“ee“‘,‘%"/ Monitoring Station
- “{\g‘?,,.—' Service
ry ‘ i Center

Fig. 1. The basic structure of medical monitoring system applying CPS
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2 Properties of Event Processing in CPS

CPS applications have been bringing great changes to our daily life. Meanwhile,
it also poses many challenges to research scientists. Each physical element in
CPS integrates the functionalities of sensing, computing and communicating.
By embedding a large amount of such physical elements, the CPS system aims
to monitor the changes in the physical world, based on which the system will
make intelligent reply and takes necessary actions following some established
procedure. The computer processing system in CPS handles the information
coming from the physical world in the form of “events” [J]. Taking the medical
system shown in Fig.[Ilas an example again, sensing equipments transfer sensing
data (which is also known as the “atomic events”) to servers on which middle-
ware systems integrate those atomic events into several local composite events.
Those local composite events will then be transferred to a monitoring center
to help doctors make timely diagnosis. Meanwhile the doctors can also issue a
command to the CPS system, e.g., increasing the sampling rate to the patients
heart rate. Such command will be delivered from the monitoring center to the
bottom sensing equipments. This example indicates that interactions between
the physical layer and the computing layer in CPS are achieved with the help of
event middleware, and thus the CPS applications are known as “event-driven”
applications. Since there are a great deal of equipments in CPS, “heterogeneity”
becomes a key property of CPS. The heterogeneity comes from the differences
between any two sensing devices or from the diversity in communication mode
(by wireless or by wired network). The following summarizes the distinct proper-
ties of event processing in CPS compared with that in traditional event-handling
systems.

Interactivity and Dynamic Feedback. One important property of CPS is
the interactions between the cyber world and the physical world. The col-
lected information from the physical world can infect the decision-making
process in the cyber world, and on the other hand, the decision made in the
cyber world will in return impact the physical world. The interactivity in
CPS comes from the interoperability between different physical participants
in CPS. Those interactivities are transferred to the back-end system which
takes necessary actions to impact the physical participants. This completes
one feedback loop between cyber and physical worlds.

Context Correlation. A judgment towards an event is usually made by com-
bining the concrete context of the event. Specifically, the semantic of events
is highly correlated to the concrete applications which provide the context
of those events. In the example of medical monitoring system, our monitor-
ing parameters can include body temperature, heart rate and ratio of white
blood cells. However, when the context tells us that the patient has the heart
disease, we need to pay more attentions to the heart rate.

Streaming Events. The physical elements in CPS sense data from the physical
world and those sensing data generate the basic atomic events in CPS. For
the sensing activities are really uninterrupted, and this produces a large
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amount of atomic events in a streaming pattern. Hence, the event processing
scheme in CPS needs to ensure the efficiency of the event detection.

The Uncertainties in Event Composition Rules. The time and space of
an event are multi-scale variables that may be uncertain, which leads to the
uncertainties in event composition rules. With the help of event semantics,
we can sometimes decrease such uncertainties [7]. The event composition
rules are continually updated based on the feedback of events occurring in
the physical world [9].

3 Research Status

CPS has been widely concerned at home and aboard. US National Science Foun-
dation puts forward the development plan of CPS project in 2008 and invests
30 million to fund its related projects [4]. The European Community starts the
CPS research project called “Advanced Research and Technology of Embedded
Intelligent Systems”. It invests 700 million in succession from 2007 to 2013 and
hopes to achieve “the leader of intelligent electronic system in world” in 2016.
The Korean Information Industry Association also puts forward a research plan
which is “Embedded System Projects” for providing CPS services. China is also
actively involved in the study of CPS. With a subsequent aim of “Experience
China”, the CPS is widely concerned. Jifeng He raises the significance and neces-
sity of the CPS study in China National Computer Congress in 2009 [I5]. China
Computer Federation also organizes a special academic discussion [25] that is a
preliminary study [3I] about the data management [36] and the relationship of
the CPS and the Internet of Things [I8]. In addition, China Computer Federa-
tion Technical Committee on Sensor Network regards CPS as a major research
area, which causes interest and concern of scholars in 2011.

The development of embedded technology, network technology, sense technol-
ogy and control technology lays the advantageous foundation for the study of
CPS. But there are many techniques needed to be studied. For example, we need
to consider the intersection and integration of different kinds of digital parts and
physical parts. We can set up a reasonable model that computers use to simulate
the physical action. As another example, the physical interface and man-machine
interface also need to be studied. Amongst all subjects needed to be explored,
event processing is an important research topic.

3.1 Research Status of Event Processing in CPS

At present, the study of the CPS is at the beginning stage. The research of the
CPS event processing is also at the discussion and embryonic stage. In 2008, the
CPSweek [2] arranges the workshops [3] of the CPS event processing, in which
the content of discussion includes the semantic of events and the challenges.
These challenges are: 1) The support of many event types including discrete
events and continuous events; 2) The recognition, modeling and reasoning of
the event dependence; 3) The reasoning and integration of different scales based
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on the event semantic; 4) The method of the interactive event synthesis and
interactive event constraint; 5) The model and method of the event monitoring,
inspection and control. The CPSweek in 2010 still discussed the application of
CPS of data-centric. The CPSweek in 2011 discussed the relationship between
the calculation and control. Some projects are being studied:

The Architecture of Cyber-Physical Space. [17] describes the Information
Cyber-Physical System (ICPS) that uses calculating interaction and bases
on the event semantic. They establish a two layer “observation-analysis-
adjustment” framework. The main techniques include the integration of ex-
ecutable system components, the model of the simulation and system moni-
toring. These techniques can support the analysis and parameter adjustment
of crossing layers and crossing nodes.

SATWare System [16]. University of California, Irvine, carries the rescuing
and responding project. At present, about a third of California universities
have a variety of sensor equipment. In this system, they design the middle-
ware of event streaming processing called SATware to allow programming
Sensors.

Multi-dimension Analysis of Atypical Events. [27] considers the CPS in-
tegrates physical device with cyber components to form analysis system with
the situation. It can respond and change dynamically according to the real
world. These responses and changes can be described by complex atypical
events. They cluster the data obtained from sensors by spatio-temporal con-
tacting. And then, they judge if the an atypical event happens.

3.2 Research Progress of Event Processing in Related Fields

In recent years, there are many studies of the event processing in related fields
such as Wireless Sensor Networks (WSNs), RFID systems and etc, which can
provide important references for us. The typical event streaming processing sys-
tem includes: 1) University of California, Berkeley, develops the SASE system
[14]; 2) Cornell University develops the Cayuga system [I0]; 3) University of
California, Berkeley, develops the HiFi system [§]; 4) University of Washington
develops the Cascadia system [32]; 5) University of Texas, Arlington develops
EStream system [28]; 6) University of Massachusetts develops real-time medical
monitoring prototype system based on active CEP [30]; 7) University of Worces-
ter Polytechnic develops the complex event query language called NEEL [22]; 8)
Worcester Polytechnic Institute puts forward a new E-Cube model [23].

The studies on the event detection mainly focus on improving the reliability of
data and the accuracy of forecasting events. We should take measures to get rid of
the false data. The main event detection methods are classified into space-based
clustering methods, geometry and the approaches based on probability model.
The main idea of space-based clustering methods [29][5] is clustering the sensor
network. They take the “K-out-of-N” [37] voting strategy which belongs to the
judgment rules to judge the space correlation. Because there are correlations
amongst nodes in each cluster, he distributed detection methods based on the
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geometry of fault tolerance can take advantages of existed geometrical theory. It
can determine the error node information [26] effectively. For example, it can use
the feature that the area of events taking place meets the convex polygon, or use
the detection method based on triangle. The methods based on the probability
model design a conversion model to calculate the probability on each attribute
of the distributed function using the correlations among different attributes,
because the spatial correlations [I1] are accompanied on the sensing data. Events
can be abstracted into spatial-temporal patterns of sensing data, and then the
patterns can be matched through the contour map method effectively [34][24].

In China, according to incomplete reports, there are some researches about
the complex event processing in universal applications in some Universities and
research institutes such as Peking University [38][35], Institute of Software Chi-
nese Academy of Sciences [2I], and the Northeastern University [13].

3.3 Research Status Analysis of Event Processing

As the representatives [14]-[22] of complex event processing systems, for mass
events in event streaming, they combine different applications and show different
schemes of complex event detection. Those schemes offer important technology
foundation for our research. But the versatile event streaming processing system
only aims at the complex event matching and detection. The CPS event is the
interaction ties between the physical world and computers. After the events from
physical world are synthesized into complex events, they need to give feedback
to the physical world. Then they guide the physical executors’ behaviors or get
more event information. So the CPS event processing has its own characteristics.
The existing techniques still have limitations, and they are mainly reflected in
creating event patterns and rules dynamically. The event pattern of event detec-
tions is predefined in the past database, the RFID and the sensor network. The
fundamental models of the complex event detection includes the model based on
finite automata, the model based on Petri nets, the model based on matching
tree and the model based on directed graph. These models all use a kind of
organization structures (such as automates, Petri nets, trees and acyclic graph,
etc) to express the known rules. They make use of basis units of structures to
stand for atomic events or the immediate results of composite events. According
to the semantic rules that the structures express, they can detect the contained
composite events from the event streaming. Those composite event detecting
systems and typical prototype systems are only applicable to the known and
fixed semantic rule set. And they regard the detected composite events as the
final results, not considering the uncertain of rule set and the impact of feedback
information for the event processing. Because of the interactivity of CPS system,
just using the existing models cannot meet the demand. Therefore we need to es-
tablish a new event processing model to meet the interaction and feedback. Also
how to build the dynamic event model based on the interaction and feedback
needs to be studied.
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4 Major Research Problems and Challenges for
Interactive Event Processing in CPS

In this section, we present some vital research problems and challenges when we
design interactive event prossing schemes in CPS.

4.1 Interactive Event Processing Model

As a summarization, we list some open research problems and challenges for
interactive event processing in CPS.

Interactive Event Processing Model. Due to the interactivity of event in
CPS, partial composite event usually can be used as the input of producing
new event composition rules. Furthermore, it is necessary to produce new event
composition rules in different scenarios. Therefore, solving the interactivity in
CPS needs to build a feedback control model instead of utilizing the existing
models for CPS running in real time and more accurately.

Expansive Methods of the Event Instance Consuming Strategies under
Full Context Semantics. In event processing of CPS, the abstracts of events
need some additional constraints to reflect the relationship of context semantic in
the real world better. And this is called the event instance consuming strategies.
There are some existing strategies of event instance consuming, such as Recent,
First, Chronicle, Cumulative, Continuous and so on. There is still a pressing need
for expanding event instance consuming strategies to express the full context
semantics and support mixed-mode applications.

4.2 The Construction and Optimization of Adaptive Rule Sets

Due to the interactivity of CPS, the rules of event composition should be dy-
namically adaptive. There are some new challenges in building the rule sets. The
key points of building and optimizing CPS event rules set is expressed as follow.

Building Dynamic Rule Set. In CPS, every complex semantic can be ex-
pressed as a composite event which is derived by matching rules in a certain
rule set. To ensure the rule set can reflect the real-time properties of events
in the physical world, the rule set should be built and adjusted dynamically
on the basis of events in the physical world.

Rule Adjustment Based on Context Information. Event patterns in CPS
are often changed by outside factors and individual differences, so context
correlation is a factor of affecting event patterns. Context correlations should
be taken as the important feedback information in the designing of event
model, which are used to improve the composite event rules. It also ensures
suit for the changes of physical world.

Elimination of Event Pattern Conflicts. According to event rules, create
the corresponding physical objects. Those objects may meet some other rules
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again and then create objects again. Therefore, the interactive event process-
ing system is feedback-driven. In the process of feedback-driven system, there
are some rules improved or created at the same time, which may cause the
confliction between the original rules and new rules or among the new rules.
It will not make the system terminate in a state at a time. Thus, event
conflict resolution should be one of the researches.

Elimination of Redundant Rules. Some additional rules can be redundant
rules though deduced in adding event rules dynamically of CEP. Because
redundant rules lead to low efficiency of event matching, they should be
eliminated.

4.3 Event Detection Schemes for Interactive Events

Interactive event information in CPS is one of the important symbols. And
detecting events method in an interactive way is one of the core researches. The
main research points include:

Interactive Event Detection Based on Context Semantics. In the pro-
cess of compositing atomic events in CPS, atomic events may meet different
semantics at the same time, which asks event composition method work in
an interactive way based on context semantics. Therefore, event composition
method with introducing the context semantics is one of the research topics.

Adjustment of Event Pattern Utilizing Feedback Control Strategy.
Feedback control is an important characteristic of CPS system. Event com-
position rules in a CPS system should be adjusted based on the feedback
knowledge from the physical world. Therefore, designing an effective and effi-
cient feedback control function to adjust event composition rules at real-time
is an important research topic.

Optimized Event Composition Based on Shared Semantic Segments.
Different queries registered in a CPS system may share some basic events.
To enhance the efficiency of event composition process, techniques to handle
the shared semantic segments is very necessary, which includes data sharing
and operation sharing.

5 Conclusions

CPS is an emerging subject and rapidly becomes a hot research area. Event
processing scheme is the most important link between the cyber world and the
physical world. This paper introduces properties of events in CPS and makes
an overview over some related research areas. The new research problems and
challenges for event processing in CPS are also pointed out.
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Abstract. Multi-channel neighbor discovery protocol based on informa-
tion of detected neighbors for wireless sensor networks is proposed in this
paper, called MND. To make sure that the discovery among nodes is as
quick as possible, MND uses the schedule mechanism in which the nodes
compute the potential neighbors set so as to calculate the sleep and wake
schedule of the node. To minimize the influence of channel conflict to the
performance, MND uses multi-channel mechanism and calculates the re-
quired total number of channels according to the duty cycle and network
density. Through analysis, we can get how to choose the total number of
channels for each node and the fact that the common neighbor node of
the neighbors of a node is the neighbor of this node in a large probability.
The simulation and test-bed experiment results show the discovery rate
and discovery latency of MND is higher and lower, respectively.

Keywords: Neighbor Discovery, WSNs, Multi-Channel.

1 Introduction

Recently, the requirement of communication in time between many nodes in-
creases with the development of mobile devices and the applying of sensor
nodes|1,2,3,4,5]. Using protocols without duty cycle mechanism can make sure
that nodes can be discovered as quickly as possible. However, these protocols
are not realistic due to the energy constraint of nodes. Therefore, in WSNs with
dense deployment, designing a protocol that can ensure the energy efficiency and
satisfy the delay requirement becomes a challenge. To save energy, some proto-
cols like Birthday[7], Disco[8], U-Connect[9] and Searchlight[10] adopt duty cycle
mechanism. These protocols can guarantee the discovery delay between nodes
to be low by overlapping their wake-up slot when the network density is small.
However, the performance of them may be affected by the increasing of channel
conflicts caused by the increasing of network density.

To solve the problem above, we analysis the relation between the node den-
sity and the required total number of channel and design a multi-channel neigh-
bor discovery protocol for WSNs called MND which is short for multi-channel
neighbor discovery. In MND, to reduce the probability of beacon conflicts, nodes
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(© Springer-Verlag Berlin Heidelberg 2013
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randomly choose a channel from the channel list and send a beacon message at
this channel when they are in wake up procedure. Meanwhile, the nodes exe-
cute the sleeping schedule according to the information of discovered nodes in
order to ensure energy efficiency and quick speed of discovering nodes. The main
contribution of this paper is as follows: We proposed a multi-channel neighbor
discovery protocol based on information of detected neighbors. A duty cycle
mechanism is used to save energy and the discovery latency is guaranteed to
be low by utilizing discovered neighbors. Through theoretical analysis, we can
get that the multi-channel neighbor discovery mechanism and the predicting
mechanism based on information of detected neighbors can be more efficient
in densely deployed sensor networks.The good performance of MND is verified
through simulation and real test-bed experiments.

2 Related Work

In recent years, many neighbor discovery protocols are proposed, such as Birth-
day, Quorum, Disco, U-Connect, SearchLight, WiFlock[5] and SWOPT[6].

In [7], McGlynn proposed the asynchronous neighbor discovery protocol in
a static ad hoc network. In this protocol, nodes send, listen and sleep in a
different probability. The protocol supports the asymmetric node duty cycle and
its perfor-mance of discovery is not bad, but it cannot guarantee the timeliness of
the neighbor discovery. In [11] and [12] two probability-based neighbor discovery
protocols are proposed. In these two protocols, time is divided into slots. Without
considering the conflicts, any two nodes can discovery each other in m?2slots.
However, subject to the consistency of the m, these two protocols cannot be
applied to application in which the duty cycle of nodes is different from each
other.

According to the Chinese Remainder Theorem[13], the Disco protocol is pro-
posed in [8]. In Disco, in order to ensure nodes discover each other in a timely
manner, each node selects two different prime p; and psand wake up periodically
according to these primes. For any two nodes, assuming that their prime pairs
are (p1,p2) and (ps, ps) respectively, the maximum delay for them to discovery
each other is min{p1ps, p1pa, p2ps, p2pa} in the case of no channel conflict. In
[9], a protocol called U-Connect is proposed. Each node using this protocol is
required to choose only one prime p according to the duty cycle. To make sure
that nodes with same duty cycle can discover each others, each node not only
wake up once every p slots, but also wake up ? ;rlslots every p?. By using the
power energy product parameters proposed in [8] to evaluate the performance,
we can get that Disco and the U-Connect are 2-approximate optimal algorithm
and 1.5-approximate optimal algorithm respectively when the duty cycle of all
nodes are same. Since these protocols do not have a good average performance,
M. Bakht proposed SearchLight protocol in [10]. SearchLight uses duty cycle
mechanisms as well. However, when all nodes choose the same duty cycle, each
node is no longer need to choose a prime number. In SearchLight, each node
computes the fixed wake-up time slot interval t in accordance with the duty
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cycle. Besides waking up every t time slots, each node choose a slot to wake up
between two fixed waking up slots. Through analysis by using the PL metric
proposed in [8] SearchLight is 1.41-approximate optimal algorithm.

Aveek et al [5] proposed a protocol called WiFlock in mobile sensor networks.
WiFlock combines the neighbor discovery and group maintenance and its perfor-
mance of discovering is good. However, synchronized listening consumes more
energy. Meanwhile, WiFlock does not use multi-channel so that it is vulnerable
by changes of network density. To reduce the impact of conflict increasing partly
caused by density increasing to the protocol, the multi-channel neighbor discov-
ery protocols for wireless network are proposed in [6], namely OPT and SWOPT.
They use linear programming to solve the node sleep scheduling and the schedul-
ing of the channel. However, the protocols are not suitable for energy-constrained
sensor networks, so is the protocol proposed in [14].

3 Theoretical Analysis

In the mechanism based on duty cycle, the channel conflict is determined by
network density, duty cycle of nodes and required channel m. Meanwhile, the
channel conflict will affect the discovery probability of nodes within a certain
time. Some symbols used in the analysis are shown in Table 1.

Table 1. Symbol and Meaning

Symbol Meaning

Pluce The probability node i received the beacon form node k in one time slot
Pl The probability that node i is awake in some slot

Pl The probability that node i is in sending state

pi The probability that node i is in listening state

CcUC; The channel number that nodes i is using

RS, node i successfully received the beacon form node k at channel ¢
RSU;,, node i received the beacon form node k at channel ¢

RS Uf i node i does not receive the beacon form the nodes except k at channel ¢
S Szc\ri\ x The nodes does not send beacon at channel ¢ except k

CIS;7,, node i and node k are using the same channel c

NT; node i is on the sending state

NL; node i is on the listening state

STL; node i is on the listening state while node k is on the sending state
m the required total number of channel

d average node density in the networks

N; neighbor set of nodes i

Nk N; — {k}

CA(1) communication coverage area of node i
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3.1 Multi-Channel Neighbor Discovery
Assume that node 7 and node k using the same channel ¢, then

1
Pr(CI1S;,) = Pr(CUC; =cnNCUC, =c¢) = 2 (1)

The event that node 7 is in a listening state and the event that node k is in the
sending state are independent of each other, so

Pr(STL; ) = Pr(NT, N NL;) = Pr(NTy)Pr(NL;) = pfpf. (2)

Node i can received the beacon form node k at channel ¢ means that node ¢ and
node k are using the same channel ¢ and node ¢ is on the listening state while
node k is on the sending state, namely

Pr(RSU; ) = Pr(CISS, N STL; ). (3)

For any two nodes, the event that they are in sending or receiving state and the
event that whether they are at a same channel are independent of each other,
therefore,

Pr(CIS; . NSTL; ) = Pr(CIS ,)Pr(STL; ). (4)

From (1), (2), (3) and (4), we can know that

ki

Pr(RSUE,) = Pr(CISS,, N STL; ) = p;f;l. (5)
The event node ¢ does not receive the beacon form the nodes except k at channel
c is equivalent to that node i is not on the listening state at channel ¢ or other
nodes are not on sending state at channel ¢, namely RSU; yivv = USSS i N Li.
Meanwhile, the event other nodes are not on sending state at Channel ¢ means
that the event that these nodes are not using channel ¢ or not on the sending
state. Assume that pi = p! is satisfied for any i and j, and any j nodes (0 < j <
d) among the d — 1 neighbors of nodes i are on the sending state except k, then
it can be inferred that

d—1—j ;
Pr(SS5ax) chjl lpt ) j(l —1/m). (6)

In a time slot, node 7 can successfully receive the beacon form node k at channel
c only if node k is sending beacon at channel ¢ and the other neighbor nodes of
nodes ¢ are not sending packets at this channel, it means that

Pr(RS.) = Pr(RSUf ) Pr(RSUF \....). (7)

As RSU¢, = CIS¢,NSTL; , = CIS¢ ,ANT,NNL; and RSU*
NL;, RSUE, N RSU¢

into (7), therefor
Pr(RS.) = Pr(CIS; ;N NTxNNL;N(SSG\x UNL;)) = Pr(RSU{, N SSG0)-
®)

Ni\k — SSJCW\k U

Nive = CLSE N NT AN LN (9SG UNL ), substituted
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The event node i received the beacon form node k at channel ¢ and the event
other nodes are sending beacon at channel c is independent of each other, thus
equation (8) changes into the following form:

Pr(RS.) = Pr(RSUS ) Pr(SS¢,..,). (9)

From (5), (6) and (9), we can get that

d—1—j

ki d—1 .
pyp j j
Pr(RSe) ="y Coapl (L=pD)" (1= 1/m)’. (10)
Jj=0

In MND, the node i can receive a beacon message sent by node k through any
channel, thus

piucc = Z PT(RSC) (11)
c=1

m > 1, (10) is substituted into (11), therefore,

plpi d-1 . A1
Phuce =" D Cloapt’ (L=p)" (1= 1/m)’. (12)
j=0

3.2 Single Channel Neighbor Discovery

In single channel neighbor discovery, all nodes use the only one channel, that
means m = 1. Because of (5) and m =1, Pr(RSUf,) can be given by:

Pr(RSU{ ) = pjp).- (13)
All nodes use the same channel ¢ in single channel neighbor discovery, so the

nodes other than node k are not on the sending state at channel ¢ means that
d — 1 nodes are not on sending state, namely

Pr(885,) = (1 - pby*=". (14)
From Equation (9), we know that Pr(RS.) = Pr(RSUf,;)Pr(SS%..). When
m=1, p’,.. = Pr(RS.) can be derived by (11), thus

Pl can be derived by (13) (14) and (15). The result is:

piucc :pfpf(l _pf)dil' (16)
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3.3 Comparative Analysis

Equation (16) shows that in the single-channel neighbor discovery protocol, when
pF and pi is given, plee is only related with d which is equal to n +1. With the
increase of node density, channel conflict intensified, the value of p’,,.. decreased
significantly. However, equation (12) shows that, for the multi-channel neighbor,
Plce is not only related to the node density, but also with the desired m. There-
fore, the downward trend of p’,.. can be controlled by properly selecting the
value of m.

If the p’,.. in multi-channel neighbor discovery is no less than the p’,.. in
single channel neighbor discovery, then the following inequation can be derived
by equation (12) and (16):

nd—1—3j

(1—ph)i=t < ZC; P =) T = 1/m)y. (17)

Let n = d — 1, then above inequation can be changed into the following form:
—; 1

1- Cipt (1—ph)" (1= 1/my < . 18

<pt_Z -y < (18)

p¥ is related to the duty cycle of the nodes. In MND, p¥ is equal to half of
the node duty cycle. When p} is given and does not change again, the above
inequality relations depend only on m and d. To satisfy the inequality relations,
m needs to be changed with the changes of d. That is to say, the total number
of the desired channel should be changed as the node density changes. To get
high value of p%,.., MND computes the desired m for each node according to
inequation (18) when node density changes.

3.4 Spatial Correlation

Assume that the communication range of each node in the network is circular,
the following theorems and corollaries are satisfied. Due to the space limitations,
the proofs are not given in this paper.

Theorems 1. For any three nodes s, a and b, assume that the distance between a
and b is g, 7 is the communication radius and « = arcsin( ). If CA(a) N C'A(D)
is not empty, namely g < 2r, a and b is in the commumcatlon range of s,

(CA(s)NCA(a)NC A(b)) 14— 3 6o .
(CA@NCA®) = 6(n— % o 18 thus satisfied.

Corollary 1. For any three nodes s, a and b, assume that the distance between

a and b is g, r is the communication radius and o = arcsin( ). If CA(a)NCA(D)

is not empty, a and b is in the communication range of s, (CA((gf(iﬁ(gw(i)?(b)) >

3
&? is thus satisfied.
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Corollary 2. For any three nodes s, a and b, assume that the distance between a
and b is g, 7 is the communication radius and « = arcsin( ;). If CA(a) N C'A(D)
is not empty, a and b are not neighbors with each other, a and b is in the
communication range of s, node ¢ is any one node in the area CA(a) N C A(b),
then the probability that node ¢ is the neighbor of node s is satisfied the following

inequality: Pr(q € Ny|(g € No N Ny) N ({a,b} € Ny)) > i;:gjg.

4 MND Design

4.1 Sleep Scheduling and Channel Selection

Theorem 3.4 shows that a neighbor of neighbors of node s is the neighbor of
node s in a large probability. To simplify the description, any node that is in the
neighbor sets of neighbors of node s is defined as the potential neighbor of node
s. Corollary 1 and Corollary 2 in Section 3.4 shows that whether the neighbors
of node s are neighbors affects the probability that the common neighbor of
neighbors of node s is the neighbor of s. That is to say, whether the neighbors
of node s are neighbors has an impact on the probability that the potential
neighbor of node s is the neighbor of s. Therefore, in MND, to discover the
neighbors in advance and do not consume more energy, the potential neighbor
of a node is set to different priority according to whether the neighbors of this
node are adjacent, and the probability that the node wakes up at the time slot
in which the potential neighbor wakes up is set according to the priority.

Algorithm 1 shows the calculation of the potential neighbor sets and the
method of setting the priority.

Algorithm 2 shows the specific sleep scheduling and channel selection algo-
rithm. In Algorithm 2, DCR represents the duty cycle of the nodes, wt represents
the total number of wake-up time slots since the initial state, rtDC' stands for
the average duty cycle of node so far, wakeFlag and Py.ke represent whether a
node is in the wake-up state and the probability of being in wake-up state.

In Algorithm 2, Algorithm 1 is executed and the required total number of
channel is computed by formula (18) at first. Then wake-up time-slot scheduling
(including wake-up time slots at regular intervals and random wake-up time
slots) is generated on the basis of the DC'R and potential neighbor set obtained
in Algorithm 1. Finally, node s makes a uniform random selection of the channel
among all the m channels, sends beacon at the selected channel, and listens
on it.

4.2 Instance of MND

The network topology and working mechanism are shown in Figure 1 and Figure
2, respectively.

In the MND shown in Figure 3, assume that only node s, a, b and ¢ choose
the same channel | during the first 15 slot. In this instance, A represents the
fixed wake-up time slot, R and P represent two random wake-up time slots with
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Algorithm 1. An example for format For While Loop in Algorithm.

Require: N;, newly discovered node v and Ny;

Ensure: Seti";

1: if N, is empty and N, is not empty then

2: Add the next wake-up node not discovered by s to Setl™, and set it to low
priority;

3: else

4 if N, and N, are all not empty then

5: while N; is not empty do

6 Compute the intersect set setl of N, and N, which is the neighbor set
of any node b

7 in Ng;

8: if setl is not empty then

9: if node v and node b are not neighbors then
10: Set elements in set] to high priority based on corollary 2;
11: else

12: Set elements in setl to high priority;

13: end if

14: Set?"™ = Sett™ U setl;

15: end if

16: Ns = Ns — b;

17: end while

18: end if

19: end if

20: Remove the nodes in N from the Set?™ and add v into Ns;
21: if v belongs to Set?™ then

22: Remove the v from the Set?™;

23: end if

differ-ent probability, and other time slots are sleep slots; The duty cycle (DCR)
of node s, a, b and ¢ are 40%, 66.67%, 40% and 28.57%, the neighbor set and
potential neighbor set of these node are empty in the initial state. To simplify the
description of the MND instance, the elements in the neighbor set and potential
neighbor set of any node x are defined as the triples < r,s,p > and the quad
< r,s,p,t >, where r represents the id of neighbors or potential neighbors, s
represents the clock skew between the node = and the node (denoted by node y)
whose id is r, p represents the fixed wake-up period of node y, ¢ is the time slot
of discovering node y.

Node b and node ¢ discover each other in their first time slot. Because they
have not found any other nodes before this time slot, based on Algorithm 1, the
information of detected nodes only need to be added into the neighbor set of
nodes and the potential neighbor set should not be changed. Their neighbor sets
are updated, namely N, = {< ¢,0,7 >}and N, = {< b,0,5 >}, and their poten-
tial neighbor set are empty. In the 4th time slot of node a (ie, the 6th time slot
of node b), node a and node b discovered each other. They record information
with each other and compute the potential neighbor set and neighbor set of them
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Algorithm 2. Sleep Scheduling and Channel Selection.
Require: DCR,;
Ensure: Sleep Scheduling and Channel Selection of node s;
1: rtDC = DCR; //real time DC;
2: wakeFlag = FALSFE;
3: while ¢ is less than the time slot set do
4 if v is a newly discovered node then
5: Execute Algorithm 1 and compute the required m according to formula 18;
6: end if
7.
8

rtDC = “;t;

: if t%( pep) == 0 then
9: Pyake = 1; //Wake up at regular interval (A)
10: else
11: if Set?™ is not empty then
12: if node b in Set®™ is awake at this time slot then
13: Set Pyake according to the priority of node b;
14: end if
15: else
16: if rtDC < DCR then
17: Pyake = ' _,; //Wake up randomly (R)

DCR

18: end if
19: end if
20: end if

21: Execute wakeFlag=TRUE with the probability Pyqke;
22: if wakeFlag=TRUE then

23: wt = wt + 1;
24: choose channel [ randomly from m channels, send messages and listen at [;
25: end if

26: t =t+1; //update time slot;
27: end while

according to Algorithm 1. The computing results are Set” = {< ¢,2,7,0 >},
Sety = ¢, N, = {< b,2,5 >}, Ny = {< ¢,0,7 >,< a,—2,3 >}. Node a wakes
up at its 6th time slot (P slot) according to Set?, and discovers node ¢ (node ¢
also detected node a). As N, N N, = b, that is to say there is only one common
neighbor node between node a and node ¢, thereby according to Algorithm
1, the information of node c¢ is move from Set] to N,, namely Set!! = ¢and
N, = {< b,2,5 >,< ¢,2,7 >}; the information of node a is added into N,
namely N, = {< b,0,5 >, < a,—2,3 >}. Similarly, node s and node a detect
each other in the 7th time slot of node a and record the related information;
node a and node b detect each other again in the 8th time slot of node a and
record the related information. Finally, node s and node b discovery each other
at the 13th slot of node s on the basis of the potential neighbor set of node s
and record information required. We can see from the above example, if MND
do not use the information of neighbors discovered, node a will not wake up in
the 6th slot (a P-slot), node ¢ and node ¢ will not discover each other, node s
will not detect node b in its 13th slots.
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Fig. 2. Instance of MND

5 Performance Evaluation

5.1 Simulation

In this section, MND is compared with representative protocols including Disco,
U-connect, SearchLight and the simplified version of MND (MND-SC, MND-
AS). MND-SC did not use the multi-channel mechanism. MND-AS use the same
required total number of channels m for all nodes. In all experiments below, the
discovery latency requirement denoted by DLR is 10000. When DD changes,
DCR=0.05; When the DC'R changes, DD=10.

Average Discovery Latency. In this section, the discovery latency means the
average delay of discovery any one node for each node; the average detection
latency represents the average discovery latency of all nodes in whole network.
The trend of the average delay is as Figure 3(a) and Figure 3(b) shown. the av-
erage delay of MND-SC, MND-AS and the MND is lower than that of the other
three protocols, which validated the discovery mechanism based on information
of neighbor discovered can speed up the speed of neighbor discovery and reduce
the average discovery delay. MND outperforms other protocols in most cases
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Fig. 3. Results of Average Detection Latency

indicates that MND has good scalability and adaptability. Meanwhile, MND
protocol outperforms the MND-SC and MND-AS, indicating that the average
detection latency is reduced by the calculation of desired m according to the
local information in MND.
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Fig. 4. CDF of Nodes Detected

CDF of Nodes Detected. Figure 4 shows the CDF of nodes detected when
DCR = 5%. The percentage of nodes detected of MND and MND-AS is larger
than other protocols at the same accumulated discovery latency. This is because
the discovery mechanism of MND can play an important role with the increasing
of total number of discovered node. Compared Figure 4(a) with Figure 4(b), we
can get that MND is comparative for dense deployed sensor networks.

5.2 Test-Bed Experiments

We implemented MND on a test-bed of TelosB and conducted experiments to
evaluate the real performance of MND.
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The node 0 in the center has nine neighbors. When the discovery is over
in each experiment, node 0 sends the data received to the sink node. In order
to ensure that the neighbors of neighbors of node 0 are not all the neighbors
of node 0, two nodes are deployed outside the communication range of node
0. Therefore, the total number of neighbor node of node 0 is always 9 in all
the experiments, namely DD=9. Meanwhile, to test the different performance
of under different duty cycle, the duty cycles of all nodes are not the same.
However, the average duty cycle of all nodes in the network is kept at 5% or
10% during the experiments.
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Fig. 5. Average Detection Latency

Figure 5 shows the experimental results of the average discovery latency under
the duty cycle of 5% and 10%. The figure shows that, compared with the other
three protocols Disco, U-Connect and SearchLight, when DCR = 5%, average
discovery latency of MND is reduced by 49.7%, 39.4% and 16.0% respectively;
when DCR = 10%, the average discovery latency of MND is shortened 57.5%,
53.2% and 33.5%. The results verify the efficiency of the MND, indicating that
when energy consumption of protocols are same, MND can use neighbor discov-
ery mechanism to speed up neighbor discovery rate, thus shortening the average
discovery delay. Meanwhile, the gap of average discovery latency between MND
and other protocol is higher when DCR = 10% indicates the speed of detecting
new neighbor node can be speeded up by the increasing of discovered nodes.

Figure 6 shows the trends of percentage of nodes detected. Compared with
other protocols, using MND, the node discovered other nodes quickly under
both duty cycle of 5% and 10%. Meanwhile, as the duty cycle increased from
5% to 10%, the discovery speed of all protocols is improved and the speed of
MND is higher than that of other protocols clearly. This is because that, for
other protocols without using the information of detected nodes, the information
acquired has no effect on the discovery of new neighbors although the neighbors
detected in the duty cycle of 5% are increased compared to that in the duty
cycle of 5%. In contrast, the discovery speed of nodes using MND is increased
significantly due to the use.
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6 Conclusion

We analyzed how to use the multi-channel mechanism and detected neighbor
nodes at first, and then proposed a multi-channel neighbor discovery protocol
called MND. In MND, potential neighbor node is computed according to the
information of nodes detected so that it can be detected in advance; the required
total number of channel is adjusted according to the variation of node density.
To evaluate the performance of MND, simulation and test-bed experiments are
conducted. The results show that, MND can adapt to the changing of node
density; the discovery speed of MND is improved and the average discovery
latency is reduced significantly when the energy consumption is the same to
other protocol.
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Abstract. According to the significant impact on the accuracy rate of
detection of current immune algorithms brought by incorrect classifica-
tion of signal, it proposes network malicious code dendritic cell immune
algorithm based on fuzzy weighted support vector machine. It summa-
rizes and compares the pros and cons of the four methods, which are ba-
sic artificial intelligence immune algorithm, detection of unknown viruses
based on immunity theory, malicious code immunity based on cryptog-
raphy and automated intrusion response based on danger theory. It elab-
orates the process of the algorithm of the proposed immune algorithm,
discusses a variety of input and output signals, gives the samples of the
actual input signals, applies the coefficient of variation method to de-
termine the values of the weights so as to enhance the discrimination
ability of signal processing results, describes the principle and algorithm
steps of fuzzy weighted support vector machine clustering method within
immune algorithm proposed. By comparing the fuzzy aggregation before
and after the immunization program experiments, it draws the conclu-
sion that the proposed immune algorithm can optimize the input signal,
fuzzy clustering the signal and the antigen, so as to bring down the num-
ber of immunization strategies and reduce the immune response time, as
a result it improve the efficiency and performance of the immune system.

Keywords: Network Security, Artificial Intelligence Immune, Dendritic
Cell Immune Algorithm, Fuzzy Weighted Support Vector Machine, Net-
work Malicious Code.

1 Introduction

Computer immunity is one of the new methods to solve the network security
problem. Its inspiration is derived from the nature biosystem. [1,2] There are
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many similarities between the biological immune system and the computer se-
curity systems.

Biology immune system is a complex system. The core elements include cells,
signal, antigen and organizational environment. Cells enter the organizational
environment by signal and antigen, signal provides cell characteristic information
in substance, and antigen provides cells information of substance structure. If
the characteristics of cells change, features of the corresponding antigen will
change.[3] Such immune procedure is used for immunity of network malicious
code for computers, which is the basic idea of Dendritic Cell Immune Algorithm
(DCIA) in this paper. [4]

The corresponding researches show that, DCIA is based on the situation that
the system with the types known of input signal, while it hardly considers about
judging the types of signal and assumes that signal is detected and judged by
'professional’ cells. However, experiments in [5] demonstrate that incorrect clas-
sification of signal will impact the accuracy rate of detection. This paper puts
forward malicious code DCIA which adopts Fuzzy Weighted Support Vector
Machine (FWSVM), aiming at optimizing input signal and classifying signal
and antigen in order to improve the efficiency and performance of Immune
System (IS).

2 Related Studies

Some related studies of malicious code immune algorithms have been generated
and used to some practical immune systems. The paper classifies the current
immune algorithms studies into four types, which are basic artificial intelli-
gence immune algorithm[6-7], detection of unknown viruses based on immunity
theory[8-10], malicious code immunity based on cryptography[11] and automated
intrusion response based on danger theory[12].

Table [l shows the comparison of the said four immune technologies. It ranks
the degree of the comparison from 1 to 4, of which 1 stands for the worst and 4
stands for the excellent degree.

Table 1. Comparison of the Four Immune Technologies

Comparison method Mature Degree Comp. Reli. Stab. Univ.
Basic Artificial Intelligence
Immune Algorithm 4 4 2 1 2
Detection of Unknown Viruses
based on Immunity Theory 3 3 1 3 3
Malicious Code Immunity
based on Cryptography 2 1 4 3 1

Automated Intrusion Response
based on Danger Theory 1 2 3 3 3
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3 Models and Key Technologies

3.1 Algorithm Model

This paper uses immune biological imitation for the immune technology of net-
work malicious code, the following points are taken into account. [13-15]

(1) Antigen processing: including two stages, one is antigen uptake, where anti-
gen enters the interior of cells from peripheral organization, the other one is
antigen presentation, where interior antigen appears on cellular surface. Antigen
presentation cell is responsible for implementing antigen processing.

(2) Signal processing: generating characteristic influence ability at signal level,
such as cell factor or of peripheral organization hormone level. Pathogen Associ-
ated Molecular Pattern (PAMP) or Danger Signal (DS) controls Dendritic Cell
(DC), and DC controls T cell, both of them are signal processing.

(3)Cell bond: cells bond to each other by adhesion molecule on their surface and
the effect of acceptors.

(4) Antigen matching: the procedure where a certain type acceptor is activated
by specific antigen, specific antigen makes cells generate response. Such response
has impact on tissue, leading cells to change their specialties and structures.

This paper puts forward malicious code DCIA based on FWSVM, and the flow
chart of its algorithm is shown as Figure 1.

Start monitor & strace programs

System information collection
FVSVM optimize input signal
Update and output CSM

Adjust system immune strategy &

output system response

Fig. 1. Flow Chart of Malicious Code DCIA based on FWSVM
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3.2 DCIA

The immunologist Polly Matzinge [16] puts forward danger theory: in immune
system, the fundamental is not from the exterior but the interior. IS doesn’t gen-
erate response to all exterior antigens but to ’danger’ signal. The input signal
and output signal of dendritic cell algorithm are presented in Table 2.

Table 2. The Input Signal and Output Signal of Dendritic Cell Algorithm

Type Name Symbol
PathogenAssociated

Molecular Pattern PAMP
InputSignal Dangersignal DS
Safetysignal SS
InflammationCytokinessignal 18

Co — StimulatoryMolecules CSM
OutputSignal semi — maturecell semi — mature
maturecell mature

Result MatureContext AntigenV alue MCAV

Signal processing formula is as follows:

In Formula 1, P;,D;,S; are the ith signal of PAMP, DS and SS. IS represents
inflammation cytokines signal, w; is associated weight of PAMP, DS and SS,
respectively, the corresponding output C; of may be semi-mature or mature.
This paper determines the value of weight by coefficient of variation method

(CVM).

Definition 1: weight depends on the order of the value measured many times,
coefficient of variation of P;,D;,S; are the ratio between the standard deviation
of the order of their value and mean value and absolute value, presented in For-
mula 2 to Formula 4.

v= (2)

p= SR (3)

n

o=l P (@

Each P;,D;,S; sequence assigns weight v1,v2,v3, so that coefficient of variation
w; represents in Formula 5.
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wi= " i=1,2,3 (5)

Such coefficient of variation takes the specialties of P;,D;,S; into account, high-
lights relative rangeability and reflects the target ability to distinguish signal
and antigen. The bigger P;,D;,S; is, the larger the range of variation of will be,
making the ability to distinguish results increase.

3.3 FWSVM Cluster Algorithm

Definitions of FWSVM Problems. Support vector machine is a new machine
learning method proposed by Vapnik. [17] It can be very successful to deal with
the Classification and regression problems. The paper adopts fuzzy weighted
support vector machine method to deal with the clustering problem, which seems
to be a good solution to the input signal of immunization program. [18]

Definition 2: fuzzy membership. Define membership 6.

[-1,—0.5), fuzzynegativeclass
0 =< (0.5, 1], fuzzypositiveclass (6)
0 = 0.50r0 = —0.5, fuzzyneutralclass

Definition 3: triangular fuzzy function. According to the membership in Defi-

nition 2 ,it calculates the corresponding fuzzy number y with Formula 7.
202 +36—2 207 —30+2

- (343072, 90 =1, 270012) 05 < 0 < 1 o

(29 +039+2’29 + 17 20 70972)7 —1 S 0 S 0.5

Definition 4: fuzzy training set. Suppose fuzzy training set S

S ={(z1,y1), (x2,92), ..., (s, ys) }x; € R",j=1,2,...,8 (8)

y is triangular fuzzy function, which reflects the corresponding fuzzy category
of the sample x. When the degree of membership where the sample belongs to
degree of membership with positive class is higher than that belongs to degree of
membership with negative class, it is called fuzzy positive class. While the degree
of membership where the sample belongs to degree of membership with negative
class is higher than that belongs to degree of membership with positive class,
it is called fuzzy negative class. If the degree of membership where the sample
belongs to degree of membership with positive class equals to that belongs to
degree of membership with negative class, it is called fuzzy neutral class.

According to Definition 2 to Definition 4, the definition of optimization prob-
lem of FWSVM is put forward in Definition 5.

Definition 5: the presentation of FWSVM problems. It is supposed that train-
ing point comes form the totality of the model of category k, kernel cluster can
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be developed to search optimal k-1 separating hyperplanes and such hyperplanes
can separate the model of category k. The target is to obtain a hyperplane that
is corresponding to a minimum distance and maximize the distance. In Formula
9, C is a given constant number, €; > 0 represents the point of cluster error. [19]
The constant A;(i = 1, ..., s) is given in advance to weight cluster error variable,
the optimization problems is Formula 9, a; in the formula is a parameter of ker-
nel function. Approximation programming approximation programming is used
to answer the question.

min } (w,w) + cy N\ig?

i
S.t.(ai~K($i,$]‘)—b]‘+Ei)2:1,Ei >0 (9)
i=1,.,8j=1...k—1

Credibility Weight Value A;. Order z; € [u,v](i =1,...,5),ifz = i,p(x) = a;
; or p(x) = 0 and a unascertained number [[u, v], p(x)] will be formed. For credi-
bility weight value A;, the solution can be in accordance with the following steps.
Its comprehensive mean p;(i = 1,...,m) is obtained by analyzing multi-indexes
during sampling period and measured weight value (;, so that

Y= Bi (10)
=1

The expected value and credibility weight value \; is caculated by Formula 11.

E(y) = [lizxzaz,;z$zaz] ap(x)] (11)

m

Then it is calculated that the expected value «y of is i > x; - a; with the credi-
i=1

bility A\; = Z ;.

=1
4 Analyses of Experimental Data

4.1 Experimental Introduction

(1) Experimental platform: experimental mainframe adopts Intel processor with
2GB internal storage, Red Hat Linux operating system is used for the original
DCIA. And while Microsoft Windows 7 operating system and MATLAB R2009b
is used for process the input data with FWSVM Algorithm.

(2) Experimental item

Experiment 1 collects input signal by systematic supervisory program and strace
program;

Experiment 2 optimizes the signal of immune procedure by FWSVM algorithm;
Experiment 3 compares and analyzes the performance of Libtissue immune pro-
cedure before and after being optimized.
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4.2 Experimental Procedure and Data Analysis

The input data of Libtissue [20] program comes from correct systematic super-
visory program and the result of strace program information gathering, which is
submitted to IS as antigen and signal after data processing and regularization,
shown in Table 3. thereinto, systematic supervisory program can collect infor-
mation of specific process and all child processes; strace program can collect
detailed information of system call and parameter of operational program.

Table 3. Input Data of Libtissue Program

Collecttime Signaltype I Dnumber Parameternum value
1.1091 signal 0 4 0;0;0;0
2.0509 antigen 355 1 execve
2.0956 antigen 355 1 brk
2.1757 signal 355 4 1;0; 1122304; 323584
2.2004 antigen 358 1 close
3.3960 signal 358 4 1;0.395683; 1683456; 782336

Number of signal after optimization
Number of signal before optimization
Number of antigen after optimization
Number of antigen before optimization

Experiment times

T T T T T T T T T
0 200 400 600 800 1000 1200 1400 1600 1800
number of signal/antigen input

Fig. 2. Comparison between Signals before and after Optimization

The signal that is used in this algorithm is data source of presort and pre-
normalization. When it is used in malicious code computer immunity, the degree
of duplication of data is quite high with many repetitive input data, for the pro-
cessing is only according to the acquisition time of antigen and signal without
consideration of data aggregate. Figure 2 shows the comparison between sig-
nals before and after optimization, form which, it is concluded that data after
optimization is more concise.

This paper makes experiments on input signal of immune procedure by FWSVM
algorithm and gives a probable value to each signal, for the category of know signals
can’t be determined completely. This paper adopts FWSVM method to cluster
signals and the clustered results are shown in Fig. 3. According to this, it is found
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Best log2(C) = 1. log2(gamma) = 4. Accuracy = 99 9665%
(C=2. gamma = 0.0625)

E _ o 8

log2(gamma)

log2(C)

Fig. 3. Schematic Plot of FWSVM Algorithm Cluster

that over 99% signals can be clustered by FWSVM algorithm, which provides basis
for the implementation of follow-up immune algorithm.

After implementing the optimization of FWSVM algorithm of signals, scan-
ning tools are used to carry out scan attack on experimental machine and im-
plement the comparison between immune strategy and response time observed
by immune procedure. This paper compares immune strategy and response time
before and after fuzzy cluster. According to the experimental results, it is found
the performance of immune system after signal optimization is more optimized.
Immune strategy is a strategy of strace based on collected systematic calls, while
response time is the interval from the time when commence starts to the time
when immune procedure begins to adopt immune strategy.

Table 4. Comparison Table of Signal before and after Fuzzy Cluster

Type Comparison Expl Exp2 Exp3
immunestrategynumber 38 56 56
OriginalData tmmuneresponsetime(second) 14 14 17
immunestrategynumber 23 31 29
FV SV Mcluster immuneresponsetime(second) 7 9 4

Table 4 compares response time, from which, it can be concluded that, on
the one hand, systematic call strategies of immune procedure supervision are
relatively concise after signal cluster, on the other hand, the response time of
immunity can be reduced after the processing of immune data.

5 Conclusions

Adopting DCIA to imitate immune mechanism of biosystem to realize immune
effect on network malicious code is featured by relatively small calculating scale
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and favorable ability to distinguish specialties. This paper optimizes and sim-
plifies its signals based on FWSVM algorithm and verifies the improvement of
its performance by experiments. Of course, Libtissue offers a new frame aim-
ing at malicious code immune mechanism, although it has simplified biosystem
immune mechanism significantly, more favorable analog simulation should be
implemented to achieve better immune effect. Meanwhile, the fusion between
the methods of signal optimization and immune procedure put forward in this
paper is the key point of further researches.
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Abstract. Flying a swarm of unmanned aerial vehicles (UAVs) with
mutual sense and communication capability in the air space, a late-
model airborne perceptive network accordingly takes shape. Among all
research issues about it, routing strategy is the prior problem that signif-
icantly blocks the whole efficacious communication, because this three-
dimensional architecture features randomly violent topological changes
and usable paths generate in an unpredictable moment. In this paper, we
consider an exploration-exploitation trade-off in this specific delay toler-
ant network (DTN). The pivotal conception is the resultant of heuristic
information and ant pheromone based on the ant foraging behavior. A
fuzzy inference system is introduced to calculate the heuristic informa-
tion using approximate reasoning, which helps ant routing. The simula-
tion witnesses the effectiveness of the proposed mechanism in the end.

Keywords: unmanned aerial vehicle, delay tolerant network, heuristic
information, ant routing, fuzzy inference system.

1 Introduction

Flying a swarm of unmanned aerial vehicles (UAVs) with mutual sense and com-
munication capability in the air space, a late-model airborne perceptive network
accordingly takes shape. The tight combination of sensing and free navigation
in three-dimensional space draws the attention of many exciting applications in
multifarious areas: exploring the depopulated zone that men could hardly reach
for the purpose of some idiosyncratic data; studying the rate of dispersion of
pollutant, or distribution of COs in the atmosphere and its relation to global
warming; modeling the local weather produced by wildfires to better predict
their evolution and improve the deployment of the firefighting resources; inves-
tigating, deploying and adversary target positioning in an execrable battlefield
environment by carrying out the command from ground stations.

Among all research issues about UAV networks including three-dimensional
deployment and target positioning, routing strategy is the prior problem that sig-
nificantly blocks the whole efficacious communication. Traditional routing proto-
cols assume that there has already existed an end-to-end path between a pair of
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source/destination nodes before the message forwarding starts which, however, is
not always available in the aerial network featuring randomly violent topological
changes. Most UAV individuals navigate at a three dimensional inertial velocity
independently which readily makes the previous reliable links no longer used.
In addition, under the control of distributed and task driven algorithm, UAV
individuals may get isolated to each other. Therefore usable paths generate in
an unpredictable moment. And then an adaptive and dynamic routing strategy
is required here to maintain the network communication.

Delay Tolerant Network (DTN) is used here to solve the routing problem. Fall
[9] proposes this new network architecture and application interface where nodes
are deployed sparsely in the scenario and opportunity for end-to-end link is aw-
fully low. Many researchers have advanced new routing algorithms such as Direct
Delivery [10], First Contact [11], Epidemic [12], Spray and Wait [13], Prophet
[15] and MaxProp [16] to address this specific issue. One common characteristic
is the utilization of store-and-forward mechanism to the frequently-disconnected
problem. These approaches assume that the topology is disconnected and parti-
tioned as a rule rather than an exception. However, our circumstance seems not
so wicked. Depending on specific phases, the complete links may hold steadily
during a period due to temporarily relatively stable topology. Epidemic protocol,
for example, is not applicable under such moment on account of its unnecessary
transmission cost. Our goal is to find a balance solution between the sparse
connectivity situation and temporal quiescence scenario.

In this paper we consider this kind of exploration-exploitation trade-off issue.
Exploration, here, is defined as the ability to explore diversified routes, using
current local situation as much as possible, to find a possible neighbor node to
relay the forwarding message. On the contrary, exploitation is explained as the
process to focus on a promising group of solutions, taking advantage of historical
experience as much as possible, to exploit a best candidate. DTN is more like an
exploration problem, in which the paramount objective is to make use of every
contact opportunity to forward the messages. Traditional networks, however,
intend to find an optimum route based on the long-time cumulative routing
table, which appears to be an exploitation topic.

On the other hand, in the last decade, technology inspired by ant colony has
been broadly implemented in the network routing problems [2-6] due to the
appealing analogies between mobile computing networks and dynamic biological
systems. Muhammad and Di Caro [1] present an overview of swarm intelligence
based routing protocols, more specifically, taking inspiration from ant foraging
behaviors. In [4], Rosati emphasizes the simplicity as the true nature. Ant-like
agents, carrying out very simple rules, find the optimal way between the nest-like
source and food-like destination, through a no-supervisor collective behavior.
In fact, we also believe that simplicity is the design objective of our airborne
perceptive network.

In our research we propose a novel routing strategy, which is based on the
ant foraging behavior, to balance the exploration-exploitation capability. The
pivotal conception is the resultant of heuristic information and ant pheromone.
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An approximate reasoning based fuzzy inference system is introduced to cal-
culate the heuristic information, in which the inputs are Crowd Density (CD)
and Relative Velocity Direction (RVD), two parameters easily acquired without
complex computational cost.

The remainder of this paper is organized as follows. In the next section, re-
lated researches are presented. Section three describes the general ant routing
model. In the following section, proposed fuzzy inference system and ant routing
algorithm will be given, followed by experimental results in section 5, and the
last section will make a conclusion for the paper.

2 Related Works

UAV delay tolerant networks enable communication in intermittent environ-
ments where communication opportunities appear and disappear frequently.
When two nodes get into each other’s RF coverage, there is a chance to exchange
message packets. All routing modules first check if they have already received
the messages or they are destinations of the neighbor’s data packets. Then, the
rest of the messages, if any, transfer depending on the routing strategies.

Direct Delivery [10], First Contact [11] and Epidemic [12] are the simplest
ideas. Direct Delivery [10], as implied by the name, complies with the only rule
that any transaction does not happen merely when the sender is in contact
with the receiver. This method greatly reduces the bandwidth overhead but is
evidently not the preferred solution in many cases.

First Contact [11], equivalently with zero knowledge to the overall situation,
makes a further step. Among all current contacts, a deliverer randomly selects
a neighbor to transfer the message as it has time. If no neighbor is currently
available, the node waits until the first useful connect. Unfortunately, there is
no evidence that the first node is a better candidate than the previous one, so
First Contact is not a prior suggestion either.

Epidemic [12], on the contrary, using quite distinct approach, is another ex-
treme instance. A relay node sends copies of a message to its neighbors unless the
buffer filled or link disconnected, and then its neighbor nodes do the same pro-
cedure like flooding. Ideally, Epidemic can get the highest delivery probability
considering no buffer space and bandwidth limited. Practically, we cannot bear
that worthless messages occupy too much resources. These simplest protocols,
however, provide fundamental views about DTN routing.

Spray and Wait [13], derived from Epidemic, includes two phases. Initially,
each message has a fixed number of copies. In the spraying phase, a node with
more than one copies, meets another node and transfers one copy (normal mode)
or half of the copies (binary mode). If one node has only one copy, it comes into
the second waiting phase. In this stage, the node does nothing until it meets the
final recipient.

Prophet [15] and MaxProp [16] take the delivery predictability into account.
If two nodes have met before, they are assumed to meet again. They main-
tain a list showing which node has met which node, and calculate the delivery
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predictability after each contact according to several regulations. Historical con-
nection conditions are used as heuristic information to make forwarding decisions
consequently. While Prophet places emphasis on the opportunities to meet the
final recipient, MaxProp considers the whole path from source to destination
through Dijkstra’s algorithm. It introduces an incremental averaging method to
estimate the delivery probability.

Good performance appears in Prophet and MaxProp in a regular movement
case. However, our airborne network may be in irregular topology changes when
each vehicle takes a random walk movement model. New solution should be
found in our requirement.

3 Bio-inspired Routing Modeling

In the society of ants, individuals are real simple in morphology, but the swarm
can carry out very complex foraging behaviors. The colony’s ability to converge
on the shortest way connecting the nest to food source as quickly as possible is
amazing. The explanation for this is called trail-laying trail-following mechanism.
Ants search for a way to the food and deposit a hormone called pheromone while
roaming preferentially towards path with highest pheromone density. Shorter
paths would be completed earlier and attracted by more ants, which will in-
crease the concentration degree turn and turn about. By selecting the direction
probabilistically the best alternative from a collection of alternatives appears.
This emergence is a consequence of interactions between the individuals of the
ant colony over time.

The ant colony, actually, do solve routing issues. Available path should be ex-
plored and established from nest to the food source through a series of back and
forth creeping ants. Individuals make their decision on each crossroad according
to accumulative pheromone level in optional directions, irrespective of future con-
ditions. One ant is insignificant to the conformation of the path, which, instead,
depends on the whole swarm. Moreover, concerning the features of a routing
network, exact similarity exists astonishingly. Available route should be discov-
ered and determined from a source node to an ultimate destination through
intermediate nodes. Each message packet is forwarded according to the rout-
ing algorithms. The delivery probability, transmission delay and other relational
metrics of relayed packets are used as heuristic information to route. Besides,
tasks in ant foraging behavior and network routing are both dynamically dis-
tributed, without any central controller.

Inspired by the appealing analogies, we try to model this sort of swarm intel-
ligence. However, modeling is quite different from observing the natural system.
Since in modeling, we would attempt to explore what actually exists in the
ant colony system. In [1] a novel taxonomy for routing protocols is presented
and used to classify the existed ant colony based algorithms. Essentially, all the
strategies almost mimic the similar following rules:
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(1) There exist two kinds of packets: the data packets, which signifies tra-
ditional intended datastream, and ant agents (control packets), which imitate
physical insect individuals to find a feasible route to the final recipient.

(2) Each node maintains different entries for its known destinations through its
neighbors, where each entry implies a pheromone variable, a measure of priority
of stepping over that neighbor to the destination.

(3) Ant agents are used to establish the routing tables, called pheromone
tables. A forward ant travels from a source to a destination while gathering
the whole route quality. By turns, a backward ant retraces the way back to the
source and updates the routing tables at intermediate nodes by the collected
information.

(4) Next hop routing is used by data packets and forward and agents. At each
node they choose the next relay node by means of a stochastic or deterministic
rule, using the integration of pheromone variables and local heuristic informa-
tion. Separately, backward ants make use of source routing in which all path
information is encapsulated in the packet datagram.

(5) Additionally, a pheromone evaporation mechanism is executed sometimes
to balance the exploration-exploitation problem. The topology is volatile, so
pheromone evaporation on every link at regular intervals can favor exploration
ability and prevent over-constrained by the previous exploitation decisions.

4 Fuzzy Control Based Ant Colony Routing

4.1 Problem Description

Traditional ant colony based routing modeling is not suitable for UAV delay
tolerant network immediately. These approaches are capable of dealing with oc-
casional disconnection error, but not treat the dynamic topology as a rule rather
than an exception. Additional, since the ant routing has quick convergence, pre-
cocity and stagnation, it is expert in exploiting rather than exploring, which is
in great demand of the specific network.

Figure [l shows a specific use case. Eight vehicles hover over two different
heights with two groups as in Fig.1(a). This square structure would take a conver-
sion after receiving a “circle” command from the base station. Fig.1(b)-Fig.1(f)
show this transformation clearly, which is a self-regulation and self-deployment
process essentially . However, the deployment strategy is not the emphasis here
and we just concentrate our attention on the link availability which is the critical
factor to dynamic routing. Practically, UAVs are not as controllable as vehicles
on land and are more likely overstep the neighbors’ communication range. The
reasons are capable to divide into internal, such as the high speed and great
inertia of UAVs, and external, such as the drifting characteristic of GPS and
influence of sudden wind. From Figure 1 we could recognize that the irregular
navigation makes the disconnected links extremely unpredictable. Moreover, the
pictorial example is already the simplest use case. Added individuals and more
complicated tasks both make the behaviors even more troublesome. Ant colony
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(a) L] (c)
() O] i3}

Fig.1. A process that the airborne perceptive network transforms from square to
circle. Each center of the ball denotes the hovering UAV, while the radius of each ball
indicate half of UAV communication range, which is designed for comprehending easily.
Once two balls interconnect, the distance of two vehicles satisfy the communication
requirement and a usable link builds.

algorithm, therefore, should take uncertainty as its paramount consideration to
solve the dynamic issue.

4.2 Fuzzy Inference System

Local heuristic information, to a certain degree, reflects more about the tem-
porary link characteristic than historical experience sometimes. In ant routing,
pheromone values in routing tables are the consequences of long time studying of
the whole network graph from ants’ actions while heuristic information of each
node points out the local availability of every potential path.

When the neighbor node has better heuristic information, we say it has higher
reliability, and vice versa. In fuzzy set theory initially introduced by Zadeh in
1965 [17], this “better”, “higher” like linguistic description cannot simply belong
to an element of a crisp set or not an element of this crisp set, but instead, it
can be defined as a fuzzy value between 0 and 1 of a fuzzy set. Fuzzy set theory
models the imprecise sensory circumstance as perceived by human brain. For
proper decision making by fuzzy approximation reasoning, linguistic information
should be incorporated into it. A precise model is hard to build as mentioned
above in our airborne network situation. Therefore, fuzzy inference system is
used as a tool to handle the problem that crisp set theory cannot process well.
The steps involved in fuzzy inference system design are as follows:

Fuzzification of Inputs and Outputs. It would be best to satisfy several
properties when choosing input variables to be fuzzified. First and foremost, the
metric must represent the reliability of the selected node. That is, if we choose
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(a) CD calculation (b) RVD calculation

Fig. 2. Examples of CD and RVD
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the node as a relay node, why do we believe that the node is a better candidate
than myself and it has the higher probability to meet the recipient directly or
indirectly. Secondly, the practical calculation methods of the metric must be as
simple as possible. It is not wised to waste much computational cost on such a
bitty step of fuzzy inference system, which is itself a component of the whole
routing algorithm. Here we just use two parameters, Crowd Density (CD) and
Relative Velocity Direction (RVD), which are locally acquired or estimated.

(1)Crowd Density (CD)

We consider Crown Density as the first parameter, which denotes the sum of
neighbors (except the demander itself) of an intended candidate neighbor. Take
Figure as an example, nl is a source node or relay node already. Now nl
has to pick a node to forward its carrying packet from two candidate neighbors,
n2 and n3, colored by blue and green respectively. Naturally, we believe that the
node with more neighbors have the higher probability to transmit the messages
to destination, for the reason that more neighbors generally imply more choices.
In Figure the n2’s CD value is 1 and n3’s CD value is 3, which means from
nl’s standpoint, entry for n3 has better heuristic information.

The membership function of CD is divided into 3 sections, low, medium and
high, entitled as L, M, H, correspondingly. We choose trapezoidal function as
the membership function for its simplicity in formulas and computation. We run
simulation with random walk and random waypoint model in different circum-
stances and define the suitable boundary conditions. And maximum number of
CD is almost nine, for a 2000*2000 place with 90 nodes in our simulation. Fig-
ure [3(a)| illustrates the degree of membership functions of CD for this scenario.
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(2)Relative Velocity Direction (RVD)

Relative Velocity Direction is another great reference meaning and easily got
parameter. The RVD value turns small when the intended candidate node navi-
gates at approximately the same direction as the demander, and vice versa. This
regulation bases on the hypothesis that if directions are the same, node that en-
countered by the candidate in the future is possibly also met by the demander.
However, copies of forwarding messages are best to transmit to those who will
encounter different nodes to increase the delivery probability. Figure gives
an expressive and readable example. nl is the demander while n2 and n3 are the
candidates. Evidently, n2 gets higher RVD value than n3. Then nl transmit a
copy of message to n2. Ultimately n4 and n5 both have opportunity to contribute
to the message forwarding.

Make a translation of related velocity vectors to the same plane, and calculate
their intersection angle, then we get the RVD values. The membership function
of RVD is divided into 5 sections, very low, low, medium and high, very high,
entitled as VL, L, M, H, VH respectively. We choose triangular function here
due to the same simplicity, as shown in Figure

(3)Heuristic Information (HI)

The output of fuzzy inference system is heuristic information, which is a con-
siderable factor in routing selection. Heuristic information from highest to lowest
are define as VH, H, M, L, VL, as illustrated in Figure which stand for
very high, high, medium, low, very low separately.

Fuzzy Rules and Reasoning

Fuzzy inference system models on the base of conditional sentences called lin-
guistic rules rather than mathematical formulas. Each system is implemented in
the form of "IF-THEN” rules, a simple form of logic such as:

IF “CD is H” and “RVD is VH”, THEN “HI is VH”.

The set of fuzzy rules which regulate the management of the process of interest
from human’s view are presented in Table [l

Table 1. Fuzzy rules

RVD
cD VL L M H VH

L VLVLL M H
M VL L M H VH
H L M HVHVH

Defuzzification

In this stage the outcome in the previous phase is converted into a nonfuzzy
value, which is used as heuristic information. Many defuzzifiers exist and here
we use center of area (COA) strategy as the defuzzification method to create
this single number.
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Figure [ shows the surface-plot of our fuzzy inference system, which depicts
the relationship between the inputs and output. In this figure, preferences of
CD and RVD values are "High” and ” Very High” separately. As a result, direc-
tions with closer costs to the favors generate better heuristic information. In the
meantime, neighbor with Low CD and Very Low RVD values obtain the least
heuristic information.

o o
@ o

o7

icinformation
o o
a o

£ 04

Fig. 4. Surface-plot of CD and RVD versus Heruistic information

4.3 Ant Colony Routing for UAV Delay Tolerant Network

In this part we describe our proposed strategy in detail. The most conspicuous
difference between the proposed algorithm and traditional methods is the utility
of fuzzy local situation. In the decision process of next hoping routing, path
selecting is not only determined by pheromone value derived from forward and
backward exploration ants, but also decided by heuristic information, which is
computed by the fuzzy inference system. The sequence of the novel algorithm is
described as follows:

(1)Initially, as mentioned in section 3, forward ants are launched to find a way
to destination and backward ants are retraced to renew the possible pheromone
table. Being ¢ the current node, k the neighbor node of ¢, 74, the pheromone
value of entry of link ¢ — k. After one backward ant comes back from neighbor
node d, the pheromone quantities of neighbors of ¢ are updated as

e+ r(l =), if k=d;
T’“{ T — P if k£ d. (1)

where r is a constant value.
(2)Suppose N as the sum of neighbors of ¢, the probability that a data packet
select node ¢ as next hop is calculated as:

07 + (1 — 0)HI;

TN [on + (1 O)HI (2)

Di
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where 6 balances the exploitation and exploration ability. Such calculation is
reasonable, since if the network is completely partitioned and forward ants won’t
get to destination to generate backward ones, local heuristic information would
dominate the choice and historical experience of pheromone would contribute
less.

(3)In order to augment the delivery probability, a L copies mechanism is
implemented. That is, each message carried on node ¢, whether it is a source
node or a relay node, would be copied L times to transmit to L neighbors of
c. If N > L, the nodes with L most highest probability calculated in equation
(2) are selected as the relay nodes. Otherwise, every neighbor can get a copy
and L — N copies would temporarily remain until ¢ meet new neighbors and
distribute the left duplication. In simulation, we found L is very critical in the
delivery ratio and overhead ratio. It is also determined by buffer size, number of
nodes and messages.

5 Simulation

We choose ONE (Opportunistic Network Environment) simulator [18], which
combines mobility modeling, routing, visualization and reporting modules in one
package. It allows researchers to create scenarios based upon different movement
models and offers a framework for implementing routing protocols. All modules
are dynamically loaded when ONE is started using the Java reflection API. We
implement our novel algorithm in a new file by overriding the update method
and extending the MessageRoute class, and then the simulator automatically
loads it when the scenario begins to run.

ONE simulator enables configuring different parameters. In our scenario, we
consider 250M buffer and message size with the range of 10k and 100k. Addi-
tional, the message event generator randomly creates a message every 10 to 15
intervals, and each message’s TTL is 5 minutes. Under such configuration, buffer
size would be not issues for those multi-copies protocols such as Epidemic, which
is a perfect method if enough buffer size and transmission bandwidth exist. Ran-
domWaypoint model, which generates zig-zag paths, is used to here to provide
the interface for requesting a new path for a node and asking when the next
path is available. Each mobile node, with the transmission range of 100m, has a
Simple Broadcast Interface with the transmission speed 250 kb per second.

Here we conduct several basic groups of simulations. Every result is taken from
an average of 10 runs with different number generators of movement model. First,
we set 90 nodes in the simulation world and run 6000 seconds to capture the
interesting data. The performance of ant colony based routing (AC) is evaluated
with other five existing protocols, i.e. Direct Delivery (DD), First Contact (FC),
Epidemic (EP), Spray and Wait (SW) and Prophet (PR).

Figure ] compares different aspects to witness AC’s high performance. Due
to enough buffer size and adequate transmission bandwidth, EP mostly provides
an upper bound on achievable performance to measure other routing algorithms.
Message generator creates about 500 messages altogether during 6000 seconds



Ant Colony Based Routing Strategy in UAV Delay Tolerant Networks 201

500 |
450 P
400 /i/ﬁ

5 350 74

3 4 -

£ 3004 o % e

=]

Z 250] z- /

el

g 200 /3/ i R

= 1504 /@/ e O/O/ﬁ

8 1001 V. A
50 Z - /D/Of;/ﬁ/

9 ¢ T
0 1000 2000 3000 4000 5000 6000
time (s)
(a)
100 === DD o-OFC o-oER
90 1ZToSW_—i PR 9-0AG
80 o
S

2 70 e o

= ¥ -

Qo

5 60] Vs -

Q ¢4 -

S 50 / e

% w0 P -

E‘ ] -O

o—

$ 30 7 // i

2 T et

& 20 1 R

. et
104 0/2;9/

T T T T T T
0 1000 2000 3000 4000 5000 6000
time (s)

()

40000 T °
35000 /0/
30000
5 /O/J /
9 25000 /o e
5§ o A7
= 20000 e &
o 4
el
Q150004 o/ - <1>/
i) s A
£ 100004 & ©
4 v __o—
5000 Ve g
1 —
é‘gio © A
T ’v’ ’v T T T
0 1000 2000 3000 4000 5000 6000
time (s)
1600+ %% DD c—oFC o-oER *
1222 SW—i PR 0Ad S
1400 /
1200
Iy
£ 1000
2
S 8004
)
g 600
2 400
z ]
200
0 T v v v v v
0 1000 2000 3000 4000 5000 6000

time (s)

(d)

Fig. 5. Delivered Number, Relayed Number, Delivery Probability and Average Latency

within 6000 seconds

1001 F=BB - FG o—0 ER
90 L= SW-—:PRe—AG

o=
0| ¥ -
60 Z;/</

/grlo/o\ °
Q>Q§8:g748/ — %

Delivery Probability

01— T T

T T
20 40 60 80 100
Number of nodes

(a)

cy

Average Laten

2000 5}:; b670§7F675:5 EF;‘
1800 L2 SW = PR+ AQ
1600 — g "
i&g —7 e~
14004 0\ —
—_— T
12001 L
N
1000 olo\o\ i
800 s T~
-
600 \O\Q\O\Q}
o
400
200
0l . T . ,
20 40 60 80 100

Number of nodes

(b)

Fig. 6. Delivery Probability and Average Latency versus number of nodes

period and the numbers of delivered messages, the ones that have been accepted
by the final recipients, are reflected in Figure EP delivers uppermost num-
ber of 450 approximately and AC is the nearest to this level subsequently. PR
follows closely and transmits about 400 messages. Bigger delivered number in-
dicates higher delivery probability, which is a principal measuring criterion about
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delay tolerant networks shown in Figure Another two considerable metrics
are transmission overhead and average latency. Here, we count relayed number,
which means copies to be transmitted successfully under all valid contacts, to
denote the intractable communication overhead. Additional duplication will lead
to higher arrival possibility of messages, and meanwhile, increase the overhead,
necessarily or unnecessarily. From Figure we obtain that DD outperforms
all the other protocols and has the lowest overhead on account of its one-copy
strategy, which, however, brings about the worst delivery probability. On the
contrary, EP creates the best delivery probability at the expense of most relayed
messages, which is not feasible practically. In the middle, AC achieves a good bal-
ancing among these methods and is more realizable. The other metric is named
average latency, which contributes much to the quality of service (QoS). Fig-
ure |5(d)| shows that AC has satisfactory transmission speed in contradistinction
to others.

In the second group of simulations, we run different scales of networks while
keeping identical environment mentioned above. All data are collected after
running 6000 seconds and event intervals do not change, thus generating same
number of messages. Compared with the whole simulation area, transmission
coverage is about 0.79% (1 node) and 15.8% (20 nodes) to 79% (100 nodes)
for all together. Figure [l demonstrates that AC is the best protocol in terms
of delivery probability and average latency, without consideration of unachiev-
able EP strategy. Heuristic information and pheromone balancing methods will
makes the AC protocol suitable for mobile network on all sizes, featuring sparse
connectivity or fully connected.

6 Conclusion

In this paper we have looked at a late-model airborne perceptive network, a
three-dimensional architecture featuring randomly violent topological changes
and usable path generates in an unpredictable moment. Therefore, we have pro-
posed the significance of local heuristic information in such UAV delay tolerant
networks. To accomplish this, a fuzzy inference system is introduced to calculate
the heuristic information using approximate reasoning, in which the inputs are
Crowd Density and Relative Velocity Direction, two parameters easily acquired
without complex computational cost. Thus the integration of heuristic informa-
tion and ant pheromone would result in a good exploration-exploitation trade-off
for ant colony based protocol. Compared to some existing well-known protocols,
simulation results in Section 5 demonstrate the fairly good performance of our
novel strategy, both in terms of delivery probability and average latency.

There still exist several research issues in the future. Owing to the limitation
of simulation tool, we do not test the method in substantial three-dimensional
space, in which our application background really consists. Unknown character-
istics about three-dimensional routing deserve to study and discuss thoroughly.
We could pay more attention to this point to improve the performance of inter-
mittently connected networks.
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Abstract. With the scientific and technological progress, new-style
three-dimensional (3D) mobile sensor networks draw the attention of
many exciting applications in multifarious areas, where the former two-
dimensional (2D) assumptions do not make sense. Existing references were
mostly restricted to 3D static sensor networks, featuring either random or
deterministic, while basing on more realistic mobile conditions, the stud-
ies were rarely referred. In this paper, we, for the first time, apply the
noted virtual force algorithm (VFA) to 3D space. Except for traditional
virtual forces, central gravitation and equilibrium force are additionally
introduced to get better sensor distribution. Then four groups of cases are
presented to summarize various mobility patterns and two metrics are of
particular interest to evaluate the performance of our proposed improve-
ment, namely coverage ratio and homogeneous degree. The simulation wit-
nesses the effectiveness of the improved mechanism in the end.

Keywords: three-dimensional, mobile sensor network, virtual force al-
gorithm, deployment.

1 Introduction

In this paper, we, for the first time, focus on the problem of how to deploy
a three-dimensional (3D) mobile sensor network in which each movable sensor
can navigate freely in 3D space. Under the complete distributed manner, navi-
gated sensors self-organize into the target region to perform tasks, while optimal
coverage is achieved with least participants.

1.1 Background and Motivation

Currently most studies in the literature address the issues of sensor networks
by modeling the region of interest as a two-dimensional (2D) plane. This is
reasonable since a great variety of applications deploy the sensors on the flat
plane and phenomenon to be monitored mainly takes place on the earth surface

R. Wang and F. Xiao (Eds.): CWSN 2012, CCIS 334, pp. 204-£I6] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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(b) Fire fighting support

(¢) Adversary target positioning (d) Seawater pollution detection

Fig. 1. Typical application scenarios for 3D mobile sensor networks in which mobile
sensors are denoted by cross mobile carriers

or nearby, which do not present the dimension of height as an attention. However,
with the scientific and technological progress, new-style sensor networks are tried
to perceive the real 3D world, where the previous 2D assumption does not make
sense.

Airborne and underwater applications are such instances taking the dimen-
sion of height into consideration (Figl). Airborne perceptive networks consisting
of sensor integrated unmanned aerial vehicles are novel solutions for studying
the rate of dispersion of air pollution, preventing the fire disaster and supporting
fire fighting, and adversary target positioning in an execrable battlefield envi-
ronment. On the other hand, underwater applications include seawater pollu-
tion detection, oceanic disasters prewarning, marine navigation, and underwater
ordnance defending. All these scenarios must not ignore the importance of the
dimension of height, the one not proposed in the planar model. Another common
characteristic of these applications is the mobility of the individual unit. In 2D
planar ground, sensors can be fixed on the earth surface, while in 3D space they
are mostly embedded in moving carriers, unmanned aerial vehicles or inflatable
float chambers for instance, which make autonomic three-dimensional movement
possible, thus resulting in 3D mobile sensor networks.

In this paper, we focus on the deployment issue, also interpreted as a cov-
erage problem here, which means the ability that each point in the 3D target
region can be observed by the network. Unfortunately, the 3D puzzle becomes
extremely troublesome comparing to its 2D counterpart. Similar sphere pack-
ing and covering problems, Kelvin’s and Kepler’s conjecture for examples, went
through centuries to achieve breakthroughs [1]. Alam’s research [1] can be seen
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as the milestone in the progress of 3D network design, which considered the
node placement strategy as the main issue and indicated that the use of Voronoi
tessellation of 3D space should be a good solution. Based on [1] for the past
few years, researchers concentrated on theoretical studies, mostly restricted to
3D static wireless sensor networks. Considering the mobility premise, however,
relative studies were much less referred.

Practically, 3D sensors are always impossible to stay still like its 2D counter-
parts for they should embed in moving carriers to navigate to 3D space. In other
words, 3D sensor networks are essentially mobile networks, mostly. This brings
about a large number of capabilities, such as the abilities to self-organize and
self-deploy, which mean that starting from some compact initial configuration,
the nodes can intelligently track the target region in a self-adaptive topology.
The assumption of mobility offers unprecedented opportunities for observing the
3D physical world, and meanwhile, generates more technical puzzles. Here in this
paper, we focus the deployment issue which is one of the fundamental problems
in sensor networks.

1.2 Related Work

Effective deployment of sensor networks is often the fundamental premise of
various desired design goals. Related studies in 2D assumption are fairly com-
prehensive, using either static or dynamic strategies respectively [2]. However,
considering the 3D scenario, the papers are limited.

Huang [3] formulated the coverage problem as a decision problem and pro-
posed an efficient polynomial-time distributed algorithm to determine if the ser-
vice area is entirely a-covered, that is to say, every point in the volume is covered
by « sensors. However, it referred to nothing about how a compact a-coverage
network takes shape.

Fundamental characteristics of a random deployed set of sensors in 3D space
were investigated in [9]. In the paper, different crucial transmitting/sensing
ranges for deployment issue are analyzed. In [10], the author addressed the prob-
lem of selecting a minimum subset of sensors for complete coverage. Numerical
simulations show that the optimized sensor network has better energy efficiency
compared to the standard random deployment even when the sensors start to
fail over time.

Compared to the random deployment mentioned above, deterministic strate-
gies appear to be more attractive, for planned manners could achieve the de-
signed goal more effectively with least cost. A major breakthrough was made in
[1], which can be seen as the milestone in the progress of 3D network design.
The authors showed that the use of Voronoi tessellation to create truncated
octahedron units is the best strategy to achieve 100% coverage of 3D space
while minimizing the number of sensors. In the paper, other contenders includ-
ing rhombic dodecahedron, hexagonal prism and cube, were presented and cor-
responding placement strategies were designed correspondingly. Further, in [4],
they developed their research into diverse situations featuring different ratios of
communication range to sensing range.
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In [5], the authors proposed a trade off ratio between the number of sensors
and the volume of overlapping achieved. They believed that the detection of an
event can be more relatively easy with more sensors covering the objective. The
authors presented multi-factors and concluded that rhombic dodecahedron is the
optimal model for 1-coverage deterministic deployment.

A new type Reuleaux tetrahedron model was shown to guarantee k-coverage
of a 3D region [6]. The authors deduced the minimum sensor spatial density of
k-coverage attribute based on the geometric properties of Reuleaux tetrahedron.
Then they also investigated the connectivity of homogeneous and heterogeneous
structures.

Another series of studies was conducted in [7][8]. Bai and Zhang provided
deployment patterns with proven optimality that achieves both coverage and
connectivity issues for the first time. In the published papers, different connec-
tivity patterns were analyzed in detail.

Accordingly, to summarize the points which we have just concluded, preceding
references were restricted to 3D static wireless sensor networks, featuring either
random or deterministic. Studies based on more realistic mobile conditions, to
our knowledge, unfortunately, were rarely referred. Therefore, we have to look
into 2D mobile strategies to seek for solutions. Here the noted 2D virtual force
algorithm (VFA) [11] is introduced and extended into our 3D circumstance.

1.3 Owur Contributions

In this paper, we, for the first time, apply the VFA algorithm to 3D space.
Except for traditional virtual forces, central gravitation and equilibrium force
are additionally defined to make the deployment process more reasonable and
obtainable, resulting in better uniformity of sensor distribution. In simulation,
four groups of cases are presented to summarize various mobility patterns and
two metrics are of particular interest to evaluate the effectiveness of our proposed
improvement. Concretely, coverage ratio is treated as the primary objective and
homogeneous degree is used to measure the uniformity of sensor distribution.

2 Problem Statement

In this section, the main assumptions of our research are proposed. Even though
some of these preconditions do not act in accordance with the practical situation,
our work, to some extent, provide an illuminating theoretical foundation for the
novel 3D scenario, which could be modified to accommodate to diverse function
specific applications under respective circumstances. The main assumptions are
defined as follows:

(1) The sensing and communication ranges are deterministic, omni-directional
and spherical, which is the common assumption in all 3D researches, thus gen-
erating sensing ball and communication ball respectively.

(2) We use the binary sensor model, in which detection probability of the
target is 1 if it happens in the sensor’s sensing range, 0 otherwise. Probabilistic



208 X. Li et al.

sensor detection model is not adopted due to its uncertainty and complexity,
in which the detection probability decreases while the target’s relative distance
increases.

(3) Each sensor could get its own absolute position information from global
positioning system (GPS), or relative position from location protocols such as
RSSI and TOA.

(4) Target region to be tracked or monitored stays still or moves slowly to
remain in the network’s sensing range, for fast moving target would lead the
mobile network to a hard convergent status.

(5) Target region is initially already known to the full-connectivity networks.
Moreover, mission planning and target positioning are not discussed in this pa-
per. Otherwise, the actual sensor fusion and tolerant routing algorithm, while of
enormous importance, are beyond the scope of the present work.

3 Three Dimensional Virtual Force Algorithm

3.1 Applying VFA to 3-D Space

Traditional virtual force algorithm (VFA) [11] is deduced from the ideas of po-
tential field [12] and disk packing [13]. A balanced combination of attractive
(positive) and repulsive (negative) forces is utilized between pairs of particles.
Here, we first present a brief introduction about the virtual forces and then
produce their derivative definition in 3D space.

For the purpose of maintaining a compact covering conformation in case an
individual should escape the preferred region, each sensor is attracted by its
neighbors when it is getting far away from the main swarm. Imitating the physi-
cal world, we call it the attractive force. With the assumption of locating in each
other’s communication range, the longer the relative distance between pairs ap-
pears, the more anxious they expect to approach each other, thus generating
stronger attractive force. On the other hand, in case individuals should stray
too close to produce unnecessary coverage overlap, so-called repulsive force is
defined correspondingly, which ensures that the sensors are not overly crowded.
Practically, it makes sense for that repulsive force could prevent the sensors from
colliding, which benefits much from the economic and security perspectives.

Actually, this virtual forces mechanism treats the mobile sensor network as a
virtual physical system involving force and velocity. For simplicity in the design,
the direction of the composition of forces at one moment is the direction of
velocity in the next time step. Ultimately, the virtual forces among sensors make
the swarm indicative of considerable stability and collectivity. When certain
sensor runs out of action for specific reasons, due to the local unbalance of forces,
remaining sensors would spontaneously move until a new convergent status takes
shape.

In our 3D space, each sensor makes contact with three balls with the same
center of a sphere. First, each sensor is capable of perceiving the active targets
within a certain distance in an omni-directional manner, which forms a spherical
pattern. We name it S-Ball (sensing ball), and specify R, as its radius. Secondly,
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each sensor has a direct contact with its partner through a wireless transmitter,
which has a limited radius, namely communication radius R.. Correspondingly,
resulting sphere is distinguished as C-Ball (communication ball). Finally, the
third is called B-Ball (balanced ball), with radius equal to R,(0<R,<R.), the
boundary between attractive force and repulsive force. A sensor exerts merely
repulsive forces to those neighbors seated inside its B-Ball and only attractive
forces, on the contrary, to those located outside the B-Ball while remaining inside
the C-Ball.

Every sensor is assumed to be a potential field to exercise influence over its
adjacent companions. Figure 2 shows such an instance of treating sensor B
as the calculation reference point. In the figure, three derivative ball of sensor
B1 are colored by yellow, green, blue, and denoted by radius (convenient for
non-color printed viewers) respectively. Ba, perched in B-Ball, is pushed by Bj
while Bj, suspended outside B-Ball, is pulled by the potential source. Notably,
lying on the spherical surface of B-Ball, B, is in equilibrium and neither positive
nor negative force is given by Bj. Furthermore, situated beyond B;’s C-Ball,
By is not even Bi’s neighbor sensor, and it is of course not influenced by B;’s
potential field. Due to the symmetry of forces simultaneously, B; is as well in its
neighbors’ fields and undergoes repulsive (attractive) force from By (Bs). Every
moment in VFA each sensor computes relationships in different potential fields
generated by its neighbors, and calculates the summation of vector forces, which
determines the sensor where to navigate in the next time step in 3D space.

Fig.2. An example shown that how a sensor B; exercises influence over its adjacent
companions

We refine the acting force rules as follows. The closer (farther) the sensors
are to each other, the bigger the repulsive (attraction) force appears. In other
words, longer distance to the balance spherical surface means a stronger im-
pact by the corresponding potential field. When the neighbor is exactly lo-
cated on the Ry’s range, both repulsive and attraction forces would decrease
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to zero. Any equation can be selected as the computing formula of mutual
forces as long as it reflects above-mentioned properties. This paper introduces
an uncomplex form as follows. For any two sensors s; at (z1,y1,21) and sg
at (x2,ya2, 22), we denote their Euclidean distance as d(s1, s2), i.e. d(s1,$2) =
\/(xl —22)2 4 (y1 — y2)%? + (21 — 22)2. Let the virtual force exerted on s; by
another sensor so be expressed by Fjs.Note that FT; is a vector whose orien-
tation is decided by the type of virtual force, and magnitude is determined by
Equation (1):

sl = ((d(s1, 52) — Ry) % @) (1)

where k is the amplification exponent, used to magnify the influence of range
differences to the balance point. « is used to make the equation as an increasing
function, and here we assign « as 10. Equation (1) helps sensors push or pull
their neighbors towards individual B-Ball surfaces. In this way, each sensor auto-
matically adjusts its current position according to space distance relationships to
its surrounding neighbors. A high coupling structure, consequently, takes shape
depending on virtual forces between pairs. By means of different configuration
of Ry, the whole deployment can be relatively sparse or compact.

3.2 Improvement

Traditional VFAs are always on the premise of high concentration of initial dis-
tribution, and then for the purpose of achieving an entirely uniform coverage in a
diffusion manner. In fact, however, an initial random placement of mobile sensors
in the 3D scenario is usually utilized to explore the search space with increased
possibilities to catch the objective event. The resulting irregular topology would
easily lead to network partitioning and coverage holes. Further adjustment is
needed to make the compact region spread and sparse region shrink. Traditional
VFAs do not act well under such cases. Because the relationships between sen-
sors are equal and their prior knowledge is limited, they do not know deployment
densities of various parts. Sensors would only make use of local situations to take
decisions, not from a global perspective.

The shortage of overall coordination probably brings about two potential is-
sues. Firstly, target region may not be covered effectively. Random placement
and non-intervention self-deployment possibly produce, large or small, an offset
to the target. Secondly, sensors are still likely to distribute non-uniformly even
if the former issue is resolved. In extreme cases, multiple partitioning networks
appear while the whole is balanced under virtual forces. Here in our research,
apart from traditional virtual (T'V') forces, central gravitation (CG) and equilib-
rium force (EF) are additionally defined to make the deployment process more
reasonable and obtainable.

— Central gravitation (CQ)

Central gravitation, which is as same as the positive force from preferential area
mentioned in [11], represents the attraction to sensors exerted by target region.
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Based on the last assumption in Section 2, target region is already discovered
before the deployment process. Such presupposition is reasonable, for VFA algo-
rithm runs after the objective is detected by randomly navigated mobile sensors.
Once the target is assured, sensors are trended towards C'G’s direction and si-
multaneously inform other unwitting companions of information about target
coordinates.

The magnitude of CG can be defined on the basis of traditional potential
field [12], varying according to relative Euclidean distance between the target
and the sensor itself. Computational methods of C'G, together with other virtual
forces, influence the final arrangement. Here in our research, to simplify, CG is
configured as one unit constant with the same order of magnitude to T'V. Because
CG@G is not expected to contribute too much in the deployment process, and we
only depend on it attracting sensors to the intended destination.

— Equilibrium force (EF)

There is no control center in distributed deployment, and the tight coupling
conformation generated by TV possibly contains non-uniform areas due to the
limited knowledge of individual. Uniform distribution, however, has considerably
practical significance. Regular conformation can take advantage of valid coverage
proportion of each sensor as much as possible, thus minimizing the number of
participant mobile sensors.

The optimal distribution is of course under deterministic strategies, such as
the rhombic dodecahedron model [5]. However, self-formed appearance based
on virtual forces is rather unpredictable. Mobile sensors are not encouraged to
calculate their desired locations dynamically in a Voronoi polyhedron model [1]
and then moved to the proper position, which is not a self-adaption strategy
essentially. The best solution should be in a totally distributed criterion to fit
reality. Therefore, Equilibrium force (EF) is advanced.

During deployment, each sensor is assumed to be not only a potential field to
produce T'V forces but also a coordinator to equilibrate the self-centered local
region, which is through E'F designed as follows. Relative Euclidean distance
is still exploited for its simplicity. Reference sensor obtains the average value
of distances to its neighbors and compares it to the individual. Repulsive force
comes into being if the average value is greater than individual and attractive
force generates conversely. Making sensor i as the reference point, FF' exerted
by it to its neighbor j is denoted as EF” The magnitude of E—Fm> is determined
as follows:

|EFy| = ((d(si, 5;) — Dy) * a)F 2)

where D; signifies the average values of distances of i to all neighbors and «, k
have the same meaning as Equation (1).

In each time step, each node calculates CG from the target region, TV and
EF from all its neighbors, and makes a vector addition:

N;
F,=CC+Y (TV;, + EFy) (3)
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where N; indicates the neighbors of sensor 4, and TV is calculated by Equation
(1). The direction of vector ?Z determines the direction of motion of 7 in the
next time step. Thus, a complete distributed method is accordingly operated.

4 Experiment

A series of simulation experiments is conducted aimed at applying the noted VFA
algorithm to 3D space and evaluating the effectiveness of our proposed improve-
ment. Two metrics are of particular interest: coverage ratio and homogeneous
degree. Coverage ratio indicates the percentage of a target region covered by
the network, and we only focus 1-coverage problem here. Coverage is the prin-
cipal issue in WSN problems, for achieving bigger coverage with lesser sensors
is very meaningful indeed. On the other hand, the coverage ratio cannot reflect
the relationships of sensor locations, and we introduce the homogeneous degree
to measure the uniformity of sensor distribution, which is reasonable strongly.
Unlike deterministic strategies, the final conformation of self-deployment of mo-
bile sensors is unknown, in which may contain both compact and sparse parts.
That is why higher uniformity is expected to obtain and we define this metric
correspondingly.

4.1 Simulation Setups

To our knowledge, there is a lack of appropriate simulation tools for 3D mobile
sensor networks currently, and we use Matlab 7.10 for our simulation due to its
excellent computational capabilities.

Based on the premise of homogeneous network, sensors have identical sensing
and communication ranges, and we define Ry as 1 and R, as 3. Concerning
the coefficients in virtual forces, we do a series of simulations to compare the
performances and establish R as 1.4 and &k as 12 in Equation (1)(2), which is
inspired by Van Der Waals’ forces. Due to the lack of space, we have to omit
this process and pay more attention to the comparison of performances between
traditional VFA and improved VFA algorithms.

For the convenience of expression, R{(x1,x2), (y1,y2),(21,22)} signifies the
region of a cuboid with X coordinates between z; and x2, Y coordinates between
11 and y» and Z coordinates between z; and z5. We assume the whole space as
R{(-5,5),(—5,5),(—5,5)}, and original point O(0,0,0) as the center point of
the target region. Four groups of cases, with different configurations of initial
patterns, are brought forward to witness the effectiveness as follows.

(1) Case 1:

R:1{(-0.5,0.5),(—0.5,0.5), (—0.5,0.5)} is appointed as the initial room for sen-
sors (Fig3(a)). This case studies the capability that sensors go spread to deploy
when they gather together in the beginning.

(2) Case 2:

Ro{(-5,5),(-5,5),(—5,5)} is appointed as the initial room for sensors
(Figd(a)). This case studies the capability that sensors go shrink to deploy when
they are randomly placed in the whole space.
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(3) Case 3:

R3{(-5,5),(0,5),(—5,5)} is appointed as the initial room for sensors (Figh(a)).
This case studies the capability that the swarm of sensors navigates to the tar-
get region to deploy as a whole when they are originally placed on one side of the
destination.

(4) Case 4:

R4{{(-5,0),(0,5),(=5,0)} U {(0,5),(=5,0),(0,5)}} is appointed as the initial
room for sensors (Fig6(a)). This case studies the capability that n swarms of
sensors (n = 2 here) move to the target region together when they are located
on different sides of the target in the beginning.

These four cases basically summarize all conditions in 3D scenarios. Correspond-
ingly, Fig3-Fig6 are examples in our simulations using improved VFA and the
number of sensors in which are assigned 60 for a better view. In these illus-
trations, each sphere denotes the sensing ball of a sensor. These processes are
seemingly very perfect as estimation and further analysis need to be stated. We
run each case with 100 sensors for 10 times for both traditional and improved
VFA, and calculate the average value of the two metrics mentioned above, namely
coverage ratio and homogeneous degree. Traditional VFA, we mentioned here,
is the 3D extension of the basic version proposed by [11].

4.2 Coverage Ratio

Coverage ratio in our research denotes the ratio of regions covered by at least
one sensor to a certain space, namely 1-coverage ratio. Computational method
of the coverage ratio is always complicated, especially in the mobility model.
Due to the efficient data processing ability of Matlab, Monte Carlo method
[14] is introduced as the solution, which relies on repeated random sampling to
compute their results. In each computation cycle, we give Monte Carlo method
105 random inputs to increase the accuracy.

According to repeated series of experiments, we found that with the above sim-
ulation configuration, improved VFA could always complete the 1-coverage task
to the maximal region R'{(—2.68,2.68), (—2.68,2.68), (—2.68, 2.68)} while tradi-
tional VFA cannot. So R’ is treated as the target region to measure the perfor-
mance. On the other hand, the whole space, namely R*{(-5,5), (—=5,5),(—=5,5)},
is also selected as a reference.

Figure 7 shows the results for different cases. It is obvious that improved VFA
can always achieve complete coverage for R’ in the early time, while traditional
VFA is continually trying hard. Adjustment from EF' is uninterrupted to make
the compact region spread and sparse region shrink, thus making the best use
of every sensor’s valid part. And then it makes easier for improved VFA to
1-coverage status.

Because less overlays have been produced to achieve a tight coupling structure
to fill in R/, traditional VFA generates more incompact volumes in R* while not
covering R’. Therefore, the coverage ratio for R* would be higher in traditional
VFA ultimately, which can be also verified in Figure 7.
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4.3 Homogeneous Degree

Homogeneous degree is expressed by the average of local uniformities, which is
represented by standard deviation of relative distances among neighbors:

1 n 1 N;
HD= "1 = > (dij — Dy)? (4)
et N j=1

where n denotes the total number of sensors and N; indicates the neighbors of
sensor ¢. d;; means the relative Euclidean distance between sensor ¢ and j and
D, signifies the average values of distances of i to its all neighbors.

Lower HD signifies better uniformity of sensor distribution and Figure 8 de-
picts the comparisons in different cases. We obtain that HD with improved VFA
is adjusted into a stability condition in an early time while its competitor fluc-
tuates repeatedly. The change law of HD in the figure is truly influenced by
EF. In a deployment process, equilibrium force constantly makes the individual
sensor aware of local uniformity and adjusts the tendency exerted by T'V force
from a globe perspective. Without the help of FF, traditional VFA executes
relatively poorly and is not easily gotten to a stability condition.

5 Conclusion

Increasing related works have been proposed in 3D sensor networks, which draw
the attention of many exciting applications in various areas. In this paper, we first
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consider the problem of how to deploy in a self-adaptation pattern if all sensors
are allowed to navigate freely in the space. Traditional virtual force algorithm
is selected as a reference for its simplicity and distributed implementation. We
extend its rules by introducing additional central gravitation and equilibrium
force, which make the deployment process more reasonable and obtainable. Sim-
ulation results witness the effectiveness of improved VFA, both in coverage ratio
and homogeneous degree metrics.

There still exist several research issues in the future. More realistic models
should be considered to help us improve the proposed mechanism, such as a
complex environment with obstacles and multi-objectives. Although the 3D mo-
bile applications may not be possible nowadays, researches for it would pave the
way for the developing prospect in the near future.
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Abstract. This paper makes an introduction to a module harvesting
wind and solar, it is designed for wireless sensor node to meet the need
of power in outdoor application like forest monitoring. To get very long
life, the module harvests wind and solar together, takes the super ca-
pacitor and alternate lithium battery as the energy store device to take
advantage of their complementary nature. A wind MPPT (maximum
power point tracking) circuit which is specifically designed for applica-
tion in wireless sensor network and a solar tracking circuit are designed
to increase the efficiency of energy harvesting.

Keywords: Wireless Sensor Node, Wind, Solar, MPPT.

1 Introduction

Wireless sensor network is characterized by low-speed and low power. Most of its
nodes are supplied by battery. The survival time of the network depends directly
on the battery life. However, the sensor nodes are required to survive for a long
time, years or even ten years, once were deployed in some applications which
is difficult to maintain (for example, environmental monitoring, intelligent agri-
culture and so on). This poses a huge challenge of power supply problem of the
sensor nodes, especially aggregation node with higher duty cycle. Although these
nodes are in a poor environment, and difficult to be maintained, most of them
are in the open field area where sunshine and wind resources are abundant. The
problem of limited power of the node would be resolved if these environmental
resources could be used effectively.

The key problem of energy harvesting is efficiency[I][2], which directly affects
the cost, size, and life of the energy harvesting system. Increasing the harvesting
efficiency must address the maximum power point tracking (MPPT) problem
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which refers to the nature of solar battery[3] and wind turbine generator[4][5].
Solar panels and wind turbine generator have different value of output impedance
when light intensity or wind speed changes. Only the node whose input impedance
matches the value can get the most energy. The way to get the maximum power
is called MPPT Technology.

In addition to the harvesting efficiency, power consumption of the system
itself, the life of the storage device, the using efficiency of supply circuit should
be all considered carefully to optimize the performance of the module.

2 Research and Background

Some energy harvesting platform have been designed for sensor network by
the current research , such as WEH, Heliomote[6], Everlast[7],AmbiMax][g],
PUMA[9],etc. Heliomote charges NIMH rechargeable battery in serials in use
of solar energy without MPPT circuit. Everlast charges super capacitor by so-
lar with a design of MPPT circuit, but it is inappropriate for WSN because its
MPPT circuit need the real time controlling of the micro control unit (MCU)
which will, however, sleep periodically. AmbiMax is a device harvesting multi-
ple types of energy from environment, and has a MPPT circuit without MCU.
But it needs for further improvement because of too much power consumption
of MPPT circuit itself and lack of effective management circuit to manage the
charging and discharging of super capacitor or Lithium battery. The MPPT
circuit of PUMA and WEH is also in need of MCU .

3 System Analyses and Design

3.1 System Framework

Fig.1. shows the overall hardware architecture, it is composed of 3 sub-module
: optimization module of harvesting, management module of charging and dis-
charging, module of storage energy. Solar Tracking device and wind MPPT are

Wind MPP SN 3.3v
turbine Tracking
Generator buck
convertor - Energy DC-DC
" Regulating
storage Boost/buck ‘Wsn node
(Battery & ~
Convertor
Supercap)
Solar
Solar battery tracking gnd
controller ™M
Optimization T T L.
Harvesting unit for harvesting Circuit of management for T;agiztoe‘;aiv?:;;:?sh
Efficiency charging and discharging : psensor nodes
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, :

Fig. 1. Framework of system
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contained in optimization module to improve the efficiency of harvesting. Man-
agement module is designed to guarantee the best performance of storage model,
it charges super capacitor first, the battery begin to be charged after the energy
in super capacitor is much enough, In the meanwhile, load connecting to output
first consumes the energy of super capacitor , in order to protect the battery
by reducing the times of recharging . The controlling function of system is all
realized by analog circuit .it doesnt affect the sleeping of sensor node.

The energy of MPPT controlling circuit is directly provided by wind turbine
generatorsolar tracking module and the sensor nodes are powered by regulator
circuit , management circuit are directly supplied by battery .

3.2 Design of Optimization Module for Harvesting

Environment energy is extremely unstable, the key problem of using it is har-
vesting efficiency which directly affects the cost, size, and life of the energy
harvesting system. In this paper, a solar tracking device and a wind MPPT
circuit are designed to solve the problem.

Design of Solar Tracking Device. The solar tracking device uses a 180-
degree vertical, horizontal 360-degree rotation mode to track solar in full range
.System will obtain 30-40% more energy by realize the designation.

In this paper, a simple circuit is designed to realize the tracking as Fig.2. Four
photo-resistors are used to sense the orientation of solar, two H-bridge driver
circuit made in eight MOSFET control two geared Motor rotation around in real
time, control circuit belong to two low-power operational amplifier comparator
with hysteresis, to avoid Jitter and the resulting unnecessary energy consumption
when motor rotate in the critical point.

| R -

Gnd

Hysteresis comparator
Light sensor control circuit Motor driver

Fig. 2. Schematic of solar tracker
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MPPT Design of Wind Energy. Traditional photovoltaic or wind applica-
tion prefers to use microcontroller to search for the maximum power point in
real time. Modify the duty cycle of DC-DC converter firstly, watch the tendency
of converters output power change. If power grows up, modify the duty cycle
in the same direction, if not, modify it in opposite direction, until power reach
the maximum. Although this method have high controlling accuracy, it prevent
sensor nodes CPU from sleeping, In order to avoid the influence to the micro-
controller of the sensor nodes, the paper design a MPPT module completely
realized by analog circuit , basing on the characteristic[4] that the maximum
power point of wind turbine is proportional to its rotation speed.

Firstly make the rotation speed of the wind turbine convert into a voltage
signal. By experimental methods, find the linear ratio between the signal and
the maximum power point voltage Vi, and get the value of V;,p, in different
rotation speed, then compared it with the Vinq(output voltage of the wind
turbine). When the Viyinq is larger than V,,,, open the DC-DC module, output
filter capacitor begin to charge the energy storage, and then the voltage drops.
When the Vying is less than V,,,,, , close the DC-DC module, and then the output
voltage increases again. As shown in Fig.3. So this will make the output voltage
of the wind turbine follow the change of V,,,,. Fig.4 shows the schematic of the
MPPT control circuit, after processed by the square wave shaping circuit ,fixed
width pulse shaping circuit and RC integral circuit, the single-phase sinusoidal
AC wave produced by wind turbine will converts to a voltage signal which is
linearly varied with the speed of the wind turbine. This design does not need to
use the F-V (frequency transfer to voltage) chip which is expensive and has high
power consumption; therefore it has lower cost and higher energy efficiency.

Fig. 3. Waveform of Viyind

3.3 Energy Storage Design

Energy storage scheme was used in this paper is super capacitor combined with
alternate lithium battery, super capacitor has the characteristic of a large num-
ber of cycles[I0] (million of times) for charging and discharging , but the volume
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Fig. 4. Schematic of the MPPT control circuit

is too large. The capacity of lithium battery is great, but the number of recharge-
able cycles is limited (300-500 times). So the storage module using them together
would get a better performance for absorbing their respective advantages. Two
2.7v super capacitors are connected in serials while the leakage current is re-
duced and greater range of voltage (0-5.4v) is obtained. The design of charge
and discharge circuit is also simplified by the greater range of voltage.

3.4 Management Module for Charging and Discharging

Management module gives priority to the super capacitor charging and discharg-
ing owing to super capacitors advantages for better rechargeable performance.
Schematic shows in Figure 5, the circuit of Lithium battery for charging and
discharging includes a current limiting chips and two threshold comparators
.Compared to the current dedicated charging chip, this charging method can
achieve higher conversion efficiency when the charge current does not exceed
the limiting value. The module power supply circuit is designed based on the
TPS63001 chip. The input voltage of TPS63001 chip is range from 1.8v to 5.5v,

S R 3.3v
0-5.4 3 ; Vin ]
Voltage | | | E |
balancing| | T~ | Charging | TPS63001
& ! | circuit i Buck&boos Wsn
Ch.argl.ngi — i for | .t DC-DC node
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and supercap

Fig. 5. Management design
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its output voltage is 3.3v. When the output current is in the range from 10ma
to 500ma, its conversion efficiency can reach more than 80%. These parameters
make the chip very suitable for efficient use of harvested energy, and make it
adapt to different power requirements of sensor nodes.

When the charging condition is ready (there are enough wind or sun), the
harvesting module start to charge the super capacity until the voltage exceed
5.4v. The battery wont be charged before the capacitys voltage is bigger than
batterys voltage.

When the capacitor voltage is lower than 2.2v, enable the battery-powered.
If the battery voltage is also lower than 3.7v, the module will stop the output
to protect the battery.

4 System Implementation and Verification

According to the design and analysis above, we made a real module for testing.
As shown in Fig.6 .

(6.2)

Fig. 6. Module for testing

The power consumption of temperature and humidity sensor node which used
for test is about 100mw when it works in sending or receiving mode. The table
2 and table 4 show that harvesting module could fully meet the needs of sensor
nodes in good weather conditions. In fact, the size of wind turbine, solar panels,
and energy storage devices could be reduced a lot due to the sensor nodes sleep
mechanism.

Through the confrontation of table 2 and table 3, the conclusion is as follows:
The output power of the wind turbine without MPPT module increase slowly
with wind speed changing, and in the same wind speed, the output power of
the wind turbine with MPPT module increased by 50-100%. That means the
MPPT circuit can take much more energy for system. We also test the current
consumed by control and management circuits and find that it is not more than
300 uA. This shows that the own power consumption of harvesting module is
very low.
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Table 1. Paraments for test module

Power

Output of solar battery Max 400mw
Output of wind turbine 0.3w@3m/s

Output of Regulator Max 1.5w
Range of supercap

Supercap 50F
Battery 600mah

Switch voltage point

Voltage

0-5.5v

13v@3m/s no load
3.3v

2.2-5.4v

2.7v

3.7-4.2v

2.2v

Current

130ma@short-circuit
100ma@3m/s short-circuit
Max 500ma

Charging <3A
Charging <500ma

Table 2. Data for wind turbine with MPPT when voltage of supecap is 2.5v

Wind speed  Output current  Output voltage
2m/s 8ma 4.2v
3m/s 28ma 7.1v
4m/s 26ma 10.5v

Output power

33.6mw
198.8mw
273mw

Table 3. Data for wind turbine without MPPT when voltage of supecap is 2.5v

Wind speed  Output current  Output voltage
2m/s 10ma 2.5v
3m/s 36ma 2.5v
4dm/s 5lma 2.5v

Output power

25mw
90mw
127Tmw

Table 4. Data for solar in different weather when output voltage of solar is 3.5v

Weather Output power
Rainy 3-10mw
Sunny 11AM 250-340mw
Sunny 6PM 50-100mw

5 Conclusion

A micro wind and solar harvesting module was designed for wireless sensor sys-
tems for their outdoor applications. It succeeds in designing the MPPT circuit,
management circuit to get better performance. Experimental results show that
the module consumes low power. Under the action of the MPPT circuit, the
harvesting efficiency increases a lot; the energy harvested by system can fully
meet the needs of practical application.
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Abstract. Tracking initiation issue under bearing-only sensor networks
is studied. A mechanism for tracking initiation based on probability is
proposed, aiming at solving problem under measuring environment with
false alarm and undetected. The mechanism is achieved by two phases
including target localization and target confirm. In target localization
phase, Multiple Target Probability Localization algorithm is proposed
to estimate target initial state, providing new thinking for multi-target
localization under bearing-only measurements which distinguishes the
true target localizations from the false ones relatively by probability. In
target confirm phase, target probability is introduced as judgment for
tracking initiation and a recursive algorithm under multi-sensor is pro-
vided. The simulation shows that the proposed mechanism can be well-
work under different settings and the required computation is limited
which is suitable for WSN.

Keywords: sensor networks, tracking initiation, multiple target proba-
bility localization, target probability.

1 Introduction

Target tracking has attracted much attention for its great application in certain
civilian, military and scientific applications. The related theory and technology are
numerous, especially in classical tracking systems like radar, tracking theory has
achieved great success in application. However, in some special cases, for exam-
ple, a hostile environment, sensors in classical tracking system are easily located
and destroyed by enemies for their active sensing pattern and cannot meet the
requirement of stealthiness. In recent years, WSN-based tracking system provides
new thinking in tracking field for its passive sensing pattern, distributed structure,
self-organization and other advantages. At present, most of the studies on target
tracking based on WSN are on the basis of energy sensing which faces great trouble
in application: the energy sensing model is not reliable enough to provide accurate
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measurement. Also, energy sensing is prone to be interfered and the valid sensing
range is limited which leads to a failure in large-scaled or noisy environment. While
array sensor networks based on phase sensing can avoid the problems above and
is superior for target tracking in complex environment. Many researchers have fo-
cused on this field and a series of achievement have been obtained in both theory
and practice [1], [2] [3]. The difficulty in target tracking based on array sensor net-
works mainly lies on the information processing under bearing only measurement,
especially for the design of track initiation mechanism.

Track initiation concerns on problem for initializing a track when a new target
appears. Since the core task for tracking is done under the assumption that target
exists, track initiation is essential to the whole tracking process. Although there
exists some researches on track initiation, few of them are appropriate for the case
considering in this paper. Then we give a brief view on this problem. The idea be-
hind classical track initiation algorithms is to form a tentative track and then con-
firm or terminate it according to a certain rule. Common methods include distance
based method [4] and probability based method [5], [6]. The former adjudges track
initiation by the quality of statistical distance for measurements in several conse-
quent scans, such as the heuristic rule method, logic-based (LB) method and so
on. Obviously, this category of methods can be hardly to make a credible decision
in cluttered environment and it is also not appropriate for problems under bearing
only sensor networks. The latter introduces conception of target probability and
by calculating target probability via the process of track updating, decisions can be
made to accomplish track initiation. This category of methods can tolerate unde-
tected and false alarm in some degree and has clear advantages over distance based
method but the methods are designed for classical tracking system and new prob-
lems under bearing only sensor networks. Moreover, some methods are designed
by taking advantages of intelligent algorithms [11] [12]. However, the calculating
time cannot be guaranteed in a constrained value and the computational resources
needed cannot be satisfied in WSN.

In this paper, track initiation problems for bearing only sensor networks in
complex environment is considered. Since bearing only measurements lack of im-
mediate knowledge of target position, the initial state of the target is unknown
leading to a failure by using common methods for the following two reasons:
firstly, the measuring equation is nonlinear and the convergence for nonlinear
filter is related with deviation of initial state; secondly, the data association prob-
lem exists, so it is hard to assign appropriate measurements to a track without
initial state and the track initiation process can be hardly executed. As a result,
it is essential to achieve target initial state estimation before track initiation.
Unfortunately, the work in this field [I1], [12], [13] has not paid much attention
on target initial state estimation. The mechanism proposed in this paper is to
solve the target initial state estimation problem and form an integrated track
initiation workflow.

Initial state estimation is in fact the problem of multi-target localization un-
der bearing only measurements. Single target localization under bearing measure-
ments is not difficult [I] while few work has been done in multi-target localization.
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Since the associations between target and measurement are unknown, we proba-
bly get the so-called ghost engendered by false measurement-target association,
labeled as G1. The false measurement can also produce ghost, labeled as G2, see
Figure 1. Enumerating all the intersections forming by two emitters from differ-
ent sensors is not a good idea for the repeating localizations and false localizations
are excessive which costs awful computational resource to the subsequent process.
In addition, considering the measurement is not accurate, the localization error
may be significant by using only two measurements which leads the convergence
rate getting slower and the time for making track initiation decision getting longer.
More complex and intelligent methods [7], [8], [9] focus on distinguishing target
localizations from ghost localizations. By utilizing n-permutation, [9] provides a
method to localize multiple targets but can be only applied in ideal measurements
without error. Under the assumption that each measurement associates one tar-
get, [8] designs a mechanism with three-level gates to eliminate ghost localizations
and can achieve an ideal localization result in high probability. However, this mech-
anism can be hardly effective in complex environment with undetected and false
alarm also the number of sensors are fixed at 3. According to the analysis of the
characteristics of ghosts and noise, method in 7] using frequency and bearing mea-
surement can avoid common ghosts but still without considering undetected and
false alarm cases. In fact, it is almost impossible to absolutely distinguish target
localization and ghost in only one scan. Fortunately it is not necessary for initial
state estimation part to provide a completely perfect target initial state. A feasi-
ble mechanism is proposed in this paper that initial state estimation is responsible
for providing a try-best service but leaves more precise work to following process
during several scans’ iteration.
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Fig.1. Ghost problems in multiple target localization

The innovation and contribution of this paper mainly lies on the following items:

— Firstly, the design of a mechanism for track initiation under bearing only
sensor networks in complex environment is a problem worthy of studying in
both theory and application. The proposed mechanism provides a new idea
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to solve the problem. Under the two-phase workflow, the reliability of the
algorithm can be surely guaranteed and the computational complexity can
be limited in a foreseeable value.

— Secondly, the innovated MTPL algorithm introduces target probability to
localization providing new thinking on multiple target localization under
bearing measurement and can well combine the following process. Also, sim-
plification in MTPL are carefully analyzed.

— Finally, by extending the track initiation algorithm based on probability to
be applied in multiple sensors case, track initiation decision can be made
under sensor network systems.

The rest of this paper is organized as following. Section 2 describes the basic
model and assumptions for the considering problem. Section 3 introduces the
integrated track initiation mechanism. The simulation and performance analysis
are presented in Section 4 and Section 5 gives the conclusion.

2 Problem Formulation

The measuring model for bearing only sensor network is illustrated in Figure 2.
Sensors are deployed randomly in surveillance field, labeled as S;( 1 < ¢ < Nj,
N, is the number of sensors ). The position of each sensors are known. The
targets appear in the field, labeled as T; (1 < j < Ny, Ny is the number of
targets). The measurement z; ; can be expressed as:

Pos, (Tj) — Pos,(S:)

R -1 -
%y = tan (Posm(Tj) - Posw(Sz’)) g )

where Pos(.) is the position of an object and n; ; ~ N(0,07).

Fig. 2. Measuring model for bearing only sensor network

Considering the undetected case, we assumes detection of a target when the
target exists is an independent event at each scan with detection probability
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Pp, 0 < Pp < 1. The false alarm can be modeled as a Poisson distribution. The
probability that the number of false measurement is m can be expressed:

m

Pr(m) = (o) g (2)

where M4 is the prior average number of false measurement and it is common
to assume that each false measurement is uniformly distributed in possible range,
ie.,
Vaif
Vaul
where V;y; is the volume of the measurement space and Vg, ¢ is the minimum dif-
ferential value. Under the above model and assumptions, track initiation problem
can be described. Assume that in N scans a measurement set Z" = {z,....zx}
is obtained, where zj is the measurement set in scan k, which can be denoted
by zr= {sz j}. The task of track initiation is to distinguish target measurements
from false measurements and form tracks corresponding to existing targets by
using Z".

Pry(zi5)= , %ij 15 false measurement (3)

3 Integrated Track Initiation Mechanism

Integrated track initiation mechanism based on probability consists of two phases:
target localization phase and track confirm phase. In target localization phase,
multiple target probability localization (MTPL) algorithm is proposed to obtain
several possible localizations and give a relative distinguish between target lo-
calizations and ghosts by target probability, then tentative track can be formed
based on the result of MTPL; in track confirm phase, by dealing with the ten-
tative track, target probability can be updated at each scan and according to
the variation of target probability, decision can be made to confirm or terminate
the tentative track. In detail, tentative tracks are formed by localization and
responding target probability calculated in target localization phase by one scan
measurements z and the set of tentative tracks will be as input in following scans
to obtain confirmed track set. The reason why we use only one scan localization
as initial state estimation is that measurements from target are not stable in
application and localization results are not accurate enough so that it is hard
to estimate a valid target velocity by using localizations from multiple scans.
Also, multiple scans process needs additional memory and time for computation
which can be hardly achieved under the constrain of WSN, especially the on-line
process requirements.

3.1 Multiple Target Probability Localization

Towards the goal of providing localization and its probability, MTPL can be
achieve by localization process and probability analysis.
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Localization Process

The main ideal of localization process is to translate the multiple target lo-
calization into multiple single-target localizations by measurement association.
Enumerating all the possible associations is not advisable for the computation
complexity will increase exponentially as the number of sensors and measure-
ments increase. Also, it will produce a mass of repeated and wrong localizations
which increase the system burden for the subsequent processing. A heuristic
algorithm is proposed to obtain the possible associations. Intersection of two
bearing measurements from different sensors is selected as association reference
and measurements from other sensors can be associated by the residual to each
intersection defined as:

Posy(I;) — Posy(S;)

o -1
Reseig=zig =tan™ (L) = Posa(Si) @)

I; denotes tth intersection and Res, ; ; is residual of z; ; to Iy Then we can do
association by using nearest neighbor (NN) method and the result is denoted by
measurement association indicator 7 ; ; which indicates whether z; ; is associated
with I , i.e.,

» )1 ifRes;;; is the minimum in Res,;,and Res; j < Resqate
Ttij = (5)
0 others

Resqgate is the gate for valid association but it is considerably difficult to give its
analytical formal, so we set it as K o; for simplicity ( K is a constant). Luckily, it
is not necessary to obtain an optimal gate and the simplified gate can also work
well. Clearly, NN association method is also a simplification and the feasibility
can be in a qualitative analysis: if true target measurement is replaced by another
measurement, the impact on localization result is not remarkable for the replaced
measurement is surely close to true target measurement, so the error is limited
and also it will not impact following association.

The association algorithm can be implemented by a recursive process, see
Figure 3. The problem can be divided into 3 independent sub problems: Sub
Problem One is the case when Sensor 1 faces undetected and it needs to do the
association again among Sensor 2 to Sensor N; Sub Problem Two is the case
that measurements from Sensor 1 and Sensor 2 contain the target measurement,
so by enumerating all the intersections forming by measurements from these two
sensors and using NN to associate the measurements from other sensors, we can
solve this sub problem; Sub Problem Three is the case when Sensor 2 faces un-
detected and it needs to do the association again among Sensor 1 and Sensor
3 to Sensor N. Sub Problem One and Sub Problem Three is actually the same
as the original problem and it can be solved by a recursive calling and when
the number of associated sensors is below 3, it will return null. The computa-
tional complexity of the association algorithm is O(N;M)3) , M is the number
of measurements for each sensor. and it can practically contain the optimal as-
sociations with relatively few false associations. The only exception caused by
NN is proved that it has little impact on subsequent processing. Considering
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association(S,, S,,...Sy)

~
Part 1 Part 2 Part 3

association(S,, S;,...Sy) NN(S;, S,--Sy) association(S,, S;,...Sy)

Fig. 3. Recursive implementation for heuristic association algorithm

the great decrease on computational complexity, the suboptimal algorithm can
be accepted. By taking advantage of the result of association, the multi-target
localization problem is simplified to multiple single-target localization problems.
A pseudo-linear algorithm is adopted and the formula is expressed as:

Xi = [HT(Zt)H(Zt)}71H(Zt)Y(Zt) (6)
where
— SIN(Zas5(£,1)) €OS(Zass(t,1))
X, — Pos,(Locy) H(Z) = } (1) . (t.1)
"~ | Posy(Locy) |’ v oo : ’
- Sln(zass(t,n)) COS(Zass(t,n))
*Posm(sass(t,l)) Sin(zass(t,l)) + Posy(Sass(t,l)) COS(Zass(t,l))
Y(Z) = :

*Posm(sass(t,n)) Sin(zass(t,n)) + Posy(Sass(t,n)) COS(Zass(t,n))

Probability Analysis
Then we need to calculate target probability for each localization. The target
probability PT; is determined by sensing probability PD(Nd;) and localization
probability PM (X,) :

PT, = PD(Nd;)PM (Xy) (7)
Nd; is the number of associated measurements. PM (X;) can be calculated by
the residual of each associated measurement:

1 Res,.; i3
PMX)= S e 0T (5)

z;,j€asst 2
and PD(Nd;) can be acquired by applying Bayes’ rules:

P(Ndi|x)P(x)

(Ndy|x)P(x) + P(Nd¢|x)P(x) ©)

PD(Nd;) = P(x|Ndy) = P



232 Y. Li et al.

where y denotes the event that target exists and x denotes the event that no
target exists. By a series probability analysis, we get P(Nd:|x) and P(Nd:|x)
as:

P(Ndy|x) = P(D]x)N*~2(1 — P(D[y))N*~ N (10)

P(Ndy|y) = P(D|x)"*~*(1 = P(D|x))¥*~ % (11)

where N is the number of sensors. P(D|x) and P(D|y) is the probability that
the measurement from a sensor is associated when target exists or no target
exists:

P(D‘X) = PDPW + (]- - PD)maveVgate/Vall (]-2)

P(DbZ) = maveVgate/V;zll (13)

where Py is probability that detected measurement can be associated and
Vyate /Vall denotes the ratio that a random bearing measurement is associated.
Then by using the localization and its probability, new tentative track can be
formed to come into track confirm phase.

3.2 Target Probability Iteration

Target probability iteration for track determination is executed accompany with
the updating process of tentative track. Considering that track updating process
is not the key problem concerned here, we will not repeat track updating process
in this paper and the algorithm can be found in [5] [6]. Since the prior target state
and probability are available, target probability iteration algorithm can follow
track initiation algorithm based on probability: Target probability forecast:
We can model the target probability as Markov process and then predicted target
probability can be expressed:

PT(xklZ*Y) = CLP(xk-1|Z"7) + O (1 = POx-1|ZM71) - (14)

where C7"; is the Markov chain coefficients.
Target probability update: The update process can be achieved by:

1— 0

ky
PTt(Xk‘Z ) 1 *5kP(Xk‘Zk71)

PTy(xk|ZF1) (15)

where § is a middle parameter which can be calculated by the prior probability
density function P(x;|Z*"1)

= Ndimhave

e Py |20 )Vi
5 { PoPw(1- SNd pN(NDy) e PV iy, g 16)
Pp Py Nd; =0

where V, is the volume of the gate. PN (Nd;) is the sensing probability for track:

P(Ndy|x) = P(D[x)"" (1 = P(D|x))"*~ " (17)
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4 Simulation and Analysis

In order to evaluate the integrated track initiation mechanism proposed in this
paper, we do several simulation experiments to test its performance. Considering
networks with 5-7 sensors distributed deployed, the measuring qualities are the
same for each sensor and wireless transmission error and delay are ignored here.
The variance of measuring error is set to be a constant, i.e. oo = (3°)2 . The
detection probability varies from 0.55 to 0.95 and the prior average number of
false measurement varies from 0.2 to 2. Another important parameter, number of
existing targets, is set to vary from 0 to 3. Then the performance of the proposed
algorithm under different parameter cases is studied.

4.1 MTPL Performance Test

The localization performance of the proposed MTPL algorithm is evaluated. In
the meanwhile, localization algorithm proposed in [8] is compared. Three groups
simulation experiments are performed: Firstly, 14, = 0.5 and Ny = 3 are fixed
and evaluate the performance while Pp varies. Then Pp = 0.85 and Ny = 3
are fixed and evaluate the performance while M4, varies. Finally, Pp = 0.85
and Mg = 0.5 are fixed and evaluate the performance while varies. All the
simulations are run 1000 times, and two indexes are compared: 1) number of
target localizations characterizing the correction of localization process and the
closer to actual number of targets the better; 2) number of total localizations
implying the computational resources needed and the smaller the better. The
results are shown as Figure 4-6. The number of ideal localizations is defined
as targets with more than 2 corresponding measurements and it is the upper
limitation of target localizations because that if the corresponding measurements
of a target is less than 2, its probability will be zero.
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Clearly, the compared algorithm can hardly deal with the complex environ-
ment with undetected and false alarm, most of the target will be lost while the
number of target localizations using MTPL is close to the ideal localizations
with relatively small number of false localizations. Also MTPL shows a fine per-
formance on the requirement of computational resources for the number of total
localizations is limited.
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Fig. 6. Number of localizations under different number of targets

4.2 Track Initiation Performance Test

To evaluate the performance of target probability iteration algorithm consistent
with localization performance, we check the indexes of tentative track forming in
one scan and compare the IPDA algorithm by simply average the target probabil-
ity obtained by each sensor. The special setting for track initiation performance
test is as below: Mgye = 1, Ny =3, Ny = 5 and Pp varies.

The simulation shows that both the proposed method and IPDA can achieve
well performance on deciding track initiation while the proposed method can be
superior for the decision time is less. Figure 7 gives the track confirming and
termination time. Whether the tentative track is to be confirmed or terminated,
its lifetime is limited and the computational resource needed can be estimated
by multiply the maximum number of tentative tracks and its maximum lifetime.
As long as we can meet the computational resource requirement, the mechanism
can be run normally. Since the computational resource needed is limited, the
mechanism can be well applied in WSN. It is clear that the extended target
probability iteration algorithm is superior to basic IPDA algorithm especially
when the detection probability is low.

In order to give an overview of the whole process of track initiation, Figure 8
gives one simulation when Pp = 0.85. (a) is the localization results and (b) is that
the locus of confirmed tracks which shows that the track initiation mechanism
perfectly achieves expected tasks. Figure 8 is the target probability of confirmed
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Fig. 8. Track initiation process

tracks which shows the variation of the iteration of target probability. Although
target probability may be fluctuant at some time, track initiation decision can
be made correctly.

5 Conclusion

In this paper, we proposed a novel integrated track initiation mechanism under
bearing only sensor networks based on probability analysis. The key innovation
lies on the new thinking on solving the problem that initial state is unknown
under bearing only sensor networks. The proposed MTPL algorithm relatively
distinguishes target localizations from ghost localizations by target probability
which achieves success on track initiation process. Simulations show that the
whole mechanism can work well under different measuring environment and it
can be well applied in WSN.
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Abstract. A Graph-based multi-hop cooperative MIMO transmission
scheme (GM-MIMO) aimed at optimizing the network lifetime and sav-
ing energy for heterogeneous wireless sensor networks (WSN) is pro-
posed. In GM-MIMO, clusters are established based on geographical
position. Graph theory is applied to find an optimal forwarding path.
For taking the presence of node heterogeneity into consideration, GM-
MIMO obtains maximum network lifetime. Simulation results show that
GM-MIMO makes a significant performance improvement in terms of
network lifetime and survival rate of nodes.

Keywords: WSN, graph theory, heterogeneous, cooperative MIMO, en-
ergy efficiency.

1 Introduction

Under the same Bit Error Rate (BER) requirement and Signal to Noise Ratio
(SNR), multiple-input multiple-output (MIMO) systems outperform single-input
single-output (SISO) systems and need less transmission energy [1,2]. More-
over, MIMO systems outperform SISO systems with respect to channel capacity
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in wireless fading channel transmission [3]. However, it is impractical to apply
multiple-antenna technique to WSN directly. As constrained by the physical size
and limited battery the sensor nodes is allowed to contain only one antenna. For-
tunately some individual sensor nodes can cooperate for the transmission and
reception in order to set up a cooperative MIMO scheme.

Strategies designed to minimize energy consumption in different layers of the
protocol stack of WSN have motivate intensive research interest. X. Li [4] and
Y. Yuan [5] etc. studied the multiple-input single-output (MISO) transmission
scheme based on Low Energy Adaptive Clustering Hierarchy (LEACH). Q. H.
Wang [6] etc. proposed cooperative MIMO protocol in sparse WSN. The schemes
they proposed have some improvement in network lifetime. However, in various
applications, such as area surveillance for agriculture or intelligent transportation
systems, long range transmissions are often required because of the large covered
area of the WSN [7]. W. R [8] and W. Cheng etc. improved the MISO system
and proposed a multi-hop cooperative MIMO transmission scheme (M-MIMO)
based on LEACH. M-MIMO has some improvements in network lifetime and
survival rate of nodes. However, as the clusters re-established randomly after
each round, the distribution of clusters may be non-uniform. Besides, distance
vector routing algorithm is unstable as the clusters are changed every round.
Besides, most of the analytical result for existing protocol obtained are based on
homogeneous sensor networks (the nodes are equipped with the same amount of
energy). Actually, in most applications, the sensor networks are heterogeneous.
For example, sensor nodes could, over time, expen