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The journey of a thousand miles begins beneath one’s feet.

Lao Tzu

Abstract. The demand for cost effectiveness and increased flexibility
has driven the fast-paced adoption of software systems in areas where
requirement violations may lead to financial loss or loss of life. Many of
these software systems need to deliver not only high integrity but also self
adaptation to the continual changes that characterise such application
areas. A challenge long solved by control theory for continuous-behaviour
systems was thus reopened in the realm of software systems. Software
engineering needs to embark on a quest for self-adaptive high-integrity
software. This paper explains the growing need for software capable of
both self-adaptation and high integrity, and explores the starting point
for the quest to make it a reality. We overview emerging techniques for
the engineering of self-adaptive high-integrity software, propose a service-
based architecture that aims to integrate these techniques, and discuss
opportunities for future research.

1 Introduction

A growing number of software and software-controlled systems are built to adapt
to changes in their environment, requirements and internal state. These self-
adaptive software systems [19,56] can successfully reconfigure themselves in re-
sponse to sensor-detected changes, typically through using a combination of
heuristics, simulation and artificial intelligence techniques.

The development of successful self-adaptive software within hardly a decade
since the advent of autonomic computing [35,38] is a remarkable achievement.
Nevertheless, this achievement alone is insufficient for an important class of
applications in which self-adaptive software plays an increasingly significant role.
These are applications for which requirement violations may lead to loss of life
or financial loss. Healthcare, transportation and finance are among the domains
that rely on such safety-critical or business-critical applications.

Clearly, self-adaptive software used in safety-critical and business-critical ap-
plications must be characterised by high integrity—in the sense specified by the
NIST definition [52]:
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“High integrity software is software that must be trusted to work de-
pendably in some critical function, and whose failure to do so may have
catastrophic results, such as serious injury, loss of life or property, busi-
ness failure or breach of security.”

This definition requires high-integrity software to “work dependably”, which
Meyer [48] equates with a combination of three properties:

1. correctness—compliance with the specification;
2. robustness—ability to withstand erroneous use outside the specification;
3. security—ability to withstand malicious use outside the specification.

As emphasised in a position paper [11] that motivated the work described here,
software engineering tools for building software that is both correct and robust do
exist. They include formal verification and validation (V&V), design by contract,
and quality assurance [9,48,52].

However, for self-adaptive software, the three properties listed above must
continue to hold as the software evolves to adapt to change. This additional
requirement changes everything, because traditional software engineering ap-
proaches to developing high-integrity software were devised for off-line use dur-
ing the design or V&V stages of the software lifecycle. As described in [11],
“they operate with models, properties, assumptions and conjectures that in
the case of self-adaptive software are unknown until the application is deployed
and running—and which change over time.” The range of changes that can
affect self-adaptive software systems is extremely large or, in the case of
large-scale complex systems like those discussed in [57], unbounded. Therefore,
analysing the adaptation state space off-line is impractical in the first case, and
unfeasible in the latter. Analogous techniques that can be applied automati-
cally, while the system is running, are required for self-adaptive high-integrity
software.

This challenge of simultaneous adaptation and high integrity has long been
addressed by control theory, albeit primarily for continuous-behaviour systems
(e.g., [26]). As cost savings and the need for increased flexibility have led to the
replacement of these systems with software-based ones, the challenge is again
open—for both software-only and embedded (or cyber-physical) systems.

The rest of the paper explores several aspects of self-adaptive high-integrity
software, and discusses a service-based architecture for building software systems
with these characteristics. Section 2 describes several archetypal applications
that require self-adaptive high-integrity software. Section 3 overviews emerging
software engineering techniques that support the development of self-adaptive
high-integrity software, and discusses the current trend to implement critical
software applications through the dynamic integration of heterogeneous services.
Section 4 introduces a generic service-based software architecture that employs a
combination of these techniques to produce self-adaptive high-integrity software.
Finally, a preliminary research agenda is discussed in Section 5.
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2 Critical Applications Requiring Self-Adaptive
High-Integrity Software

This section overviews a selection of critical applications from three applica-
tion domains, explaining why they each need software that supports both self
adaptation and high integrity.

Healthcare. The fast ageing of the world’s population is accommodated by many
developed countries through healthcare budget increases that exceed the overall
rate of economic growth. As this approach is unsustainable in the long term, IT-
enabled ambient assisted living is perceived as an effective long-term solution for
the monitoring of patients with chronic diseases and mobility-related conditions.

Ambient assisted living applications that employ wearable systems for health
monitoring and use remote services for vital parameter analysis, medical record
access, etc. could extend the time that elderly people manage independently at
home, thus reducing healthcare costs and also improving their quality of life.
Software-controlled systems integrating this 24-hour patient monitoring equip-
ment with adaptive infusion pumps are envisaged as a potential extension of this
solution [39,40]. (Infusion pumps are medical devices for the controlled delivery
of medication and nutrients into a patient’s body.) Medical conditions that could
benefit from this approach include chronic cardiac and respiratory problems, di-
abetes, and high-risk pregnancies [33]. Nevertheless, software-controlled infusion
pumps have a poor safety record even when used in a non-adaptive operating
mode [58], so their integration into adaptive, closed-loop control solutions raises
major concerns.

Transportation. In Europe alone, the transport sector is required to achieve
“a reduction of at least 60% of greenhouse gas emissions by 2050 with respect
to 1990” [22] as a contribution towards limiting climate change below 2◦C. To
achieve this objective, the manufaturers of next-generation vehicles and the plan-
ners of future road infrastructure will use safety–critical self-adaptive software to
inform and help drivers respond to changes in traffic conditions, reducing travel
time and fuel consumption, and improving road safety [30,34]. Despite signif-
icant advances in the underlying technology, security and reliability concerns
have been raised about these applications [1,44].

Finance. In the finance industry, stock exchange transactions are increasingly
carried out by automated trading systems that can react faster than their human
counterparts. Furthermore, the adoption of adaptive, business-critical software
trading agents in recent years has led to highly flexible applications whose effec-
tiveness often matches that of human experts [21,37].

Nevertheless, self-adaptation in automated trading agents is a double-edged
sword. Unsuitable adaptation might have been one of the causes of the still not
fully explained 6th May 2010 Flash Crash that wiped $1 trillion in market value
for a 20-minute period [24] and of the lower-impact but equally worrying 8.1%
plunge in the natural gas price for 15 seconds on 8th June 2011 [49].
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Table 1. Techniques that can help support the development and operation of self-
adaptive high-integrity software

Technique/Research
area

Description Examples

models @ runtime

Models of the functional and/or non-functional
software behaviour are analysed at runtime, in or-
der to select system configurations that satisfy the
requirements.

[8,29,31,50]

on-line learning

The parameters and/or structure of the models
used to establish reliability, performance or func-
tional properties of self-adaptive software are es-
timated at runtime, based on observations of the
software behaviour.

[7,14,25,59]

quantitative model
checking @ runtime

Non-functional software requirements are ex-
pressed as probabilistic temporal-logic properties,
and are analysed at runtime, to predict or detect
requirement violations and to guide adaptation.

[16,17,25,27,42]

runtime verification

Finite, partial execution traces are analysed for-
mally to detect requirements violations, and the
analysis may trigger runtime software adapta-
tions.

[6,43,45,54]

runtime certification
The dependability of self-adaptive software is
(re)certified after each runtime reconfiguration
step.

[23,55]

model-driven
development @

runtime

Runtime architectural changes are achieved
through the on-line synthesis of the connectors
required to include new software components into
the adaptive system.

[7,10,20,36]

3 Background

3.1 Techniques for Self-Adaptive High-Integrity Software

This section (adapted from our previous work in [11]) describes the main re-
search areas in which effort has been dedicated to the development of techniques
that have the potential to support the realisation of self-adaptive high-integrity
software. Table 1 summarises these results.

Models @ runtime. A growing number of research projects are investigating the
use of models to steer the runtime adaptation of software systems. The types of
models used by these projects range from architectural models [29,31] to paramet-
ric models of the valid system configurations [50] and data-flow automata [8].

The approach proposed in [29,31] employs formal analysis of architectural
models in order to achieve software adaptation. In contrast, the “dynamic soft-
ware product line” approach described in [50] achieves this runtime adaptation
by starting with a collection of system configurations whose non-functional prop-
erties are analysed and quantified off-line. A technique called “aspect-oriented
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model reasoning’ is then used at runtime, to select and adopt the optimal config-
uration according to a set of well-defined requirements. Finally, the approach in
[8] uses synthesised data-flow automata to model the behaviour of web services
and to support their automatic composition into software applications.

On-line learning. The effectiveness of model-based reasoning about the proper-
ties of a software system depends on the accuracy of the models used in the anal-
ysis. This dependency is particularly relevant for self-adaptive software, where
the system evolution in response to changes can easily render obsolete the very
models used to guide this evolution. This serious limitation is addressed by
on-line learning techniques that use observations of the software behaviour to
maintain the analysed models up to date.

The project presented in [7], for instance, is actively working on the devel-
opment of a suite of statistical and automata learning techniques for inferring
the functional semantics and the behavioural semantics of networked systems,
respectively.

In the related approaches proposed in [14,25], the self-adaptation of service-
based systems with strict reliability requirements is achieved through the analysis
of discrete-time Markovian models whose transition probabilities are learnt on-
line by using Bayesian learning techniques. An analogous method for predicting
the response time of software components by using Kalman filter estimators is
described in [59]. This method enables the use of accurate queueing models in
the runtime analysis of the performance-related properties of certain types of
self-adaptive software.

Quantitative model checking @ runtime. Recent research aimed at improving the
dependability of self-adaptive software systems has proposed the use of quanti-
tative model checking in the runtime adaptation process [12,13,16,17,25]. Quan-
titative model checking [41] is a mathematically-based technique for establishing
the correctness, performance and reliability of systems characterised by stochas-
tic behaviour.

Quantitative model checking is traditionally used for the off-line analysis
of system properties expressed in temporal-logics extended with probabilities,
costs and rewards. In the ’@runtime’ variant of the technique advocated in
[13,16,17,25], this analysis is performed on-line, on continually updated ver-
sions of the software model and of its non-functional properties. The results
of the analysis are used to guide adaptation in ways that guarantee that the
software continues to satisfy its requirements despite changes in environment,
workload and internal state. Maintaining the model up to date involves the ap-
plication of the learning techniques described earlier in the paper [14,25,59], to
ensure that model parameters (e.g., the transition probabilities of discrete-time
Markov chains or the transition rates of continuous-time Markov chains) reflect
the evolution of the software behaviour. In contrast, the updates in the anal-
ysed properties correspond to user-initiated modifications in the non-functional
requirements of the software.
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Given the potentially high overheads of quantitative model checking, using
the technique successfully in a runtime setting requires the exploitation of re-
cent research into improving its scalability [27,42]. The results presented in [27]
achieve significant scalability improvements by precomputing the quantitative
properties of the self-adaptive software off-line, as symbolic expressions whose
parameters are the variable success and failure probabilities of the software com-
ponents. The complementary approach in [42] works by restricting the runtime
analysis to those parts of the model that are affected by change, and reusing the
results from the previous analysis of all other parts.

Runtime verification. Runtime verification [45,47,54] is a technique that com-
plements off-line testing with the runtime monitoring and extraction of finite
software execution traces, followed by the analysis of these traces against a for-
mal specification of the correct software behaviour. This specification is described
using formalisms that range from temporal logics [45,54] and regular expressions
[2] to state machines [4] and rule systems [5]. In extended variants of the tech-
nique, the runtime detection of violations in the software requirements is used
to trigger adaptions that have a remedial effect [6,43].

Runtime verification is particularly suitable for self-adaptive software, where
the ability to use off-line testing to identify requirement violations is even more
limited than in the case of traditional, non-adaptive software.

Runtime certification. Runtime certification [55] refers to the on-line certification
of the dependability of self-adaptive software. The technique aims to augment
the fault detection, identification and reconfiguration approach from [23] with
guarantees that the chosen software reconfigurations do not have a negative
impact on dependability. The certification is achieved by means of model-based
runtime verification.

Model-driven development @ runtime. Model-driven development @ runtime
techniques were recently proposed [7,10,20,36] for the on-line synthesis of inter-
faces (or connectors) between the dynamically selected components of
self-adaptive software systems. The approach is currently applicable to service-
oriented software architectures, whose web service components expose standards-
based WSDL “models” [7,10,20]. These models are used to synthesise the
connectors required to integrate new components into an existing software ar-
chitecture as part of the adaptation process, while the framework proposed in
[36] enables the formal characterisation and verification of these connectors.

3.2 Critical Application Development through Service Integration

National and international strategic research agendas envisage that the types
of safety-critical and business-critical applications described in Sections 1–2 will
be increasingly developed through the dynamic integration of software services
[28,51,53]. These services are expected to be flexible and shareable, to belong to
multiple applications at the same time, and to self-adapt in response to change.
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The research-funding programmes set up to support fundamental and applied
research leading to the development of such services specify that they will need to
interoperate across a range of platforms that includes private and public clouds,
Internet of Things (IoT) and Internet of Contents (IoC). In other words, they
need to be self-adaptive high-integrity services capable of on-the-fly integration
into critical software applications that inherit the capabilities of their component
services.

4 Towards a Service-Based Architecture Integrating
“@ Runtime” Techniques for Self Adaptation
and High Integrity

The vision of service-based future critical applications described above is il-
lustrated in Figure 1, which depicts the high-level architecture of two of the
applications mentioned in Section 2. The first application is an ambient assisted
living system assembled from:

– wearable vital parameter monitoring (e.g., [3]) and infusion pump (e.g., [46])
IoT devices;

– medical record (MR) and vital parameter analysis (VPA) services running
on a private cloud;

– public-cloud services such as emergency (Emerg), pharmacy (Pharm), ac-
cident and emergency (A&E), weather forecast (WF) and roadmap (Rmap).

The last two of these services are also part of a road traffic information system,
which also comprises:

– smart-vehicle and traffic-sensor IoT components;
– private-cloud traffic analysis (TA) services.

Each legacy or newly developed component of the service-based software archi-
tecture from Figure 1 is wrapped into an appropriately configured instance of
a reusable self-adaptive high-integrity service. This should be a standards-based
service that augments traditional service-oriented architecture (SOA) function-
ality with enhanced versions of the techniques described in Section 3.1, therefore
enabling the transparent integration of these “@runtime” techniques into critical
software applications.

Figure 2 shows a possible prototype architecture for such a self-adaptive
high-integrity service. The elements of this architecture employ the “@runtime”
techniques from Section 3.1 as described below.

Self-adaptive high-integrity middleware. The application-independent, reconfig-
urable self-adaptive high-integrity middleware at the core of the architecture
continually learns, maintains and exploits detailed, accurate and up-to-date be-
havioural models of peer services and of the system components it provides a
wrapper for. To achieve this, the middleware uses a combination of:
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Fig. 1. Critical applications assembled through the cross-platform integration of inter-
operable services

(a) “models @ runtime” (to maintain a set of models that reflect the evolution
of its own behaviour and of the behaviour of its peer services);

(b) on-line learning techniques (to update its models);
(c) quantitative model checking @ runtime, and runtime verification techniques

(to guide its dependable adaptation); and
(d) runtime certification (to certify itself for the benefit of peer services and of

the applications it belongs to).

Configurator. The domain-specific configurator is used to repurpose the self-
adaptive high-integrity middleware for the application domain (or domains) that
it is meant to operate in. Configured middleware will be able to “speak” the rel-
evant domain-specific language(s) with similarly configured peer services, and
with the administrators and users of applications from these domains. This will
enable, for instance, the exchange and automated translation of domain-specific
requirements into an internal representation that can be analysed automatically
against up-to-date, on-line learnt models. The use of model-driven development
@ runtime techniques will be required to synthesise the software modules sup-
porting this functionality.

Intelligent proxies. The intelligent proxies linking the services belonging to
the same critical application(s) represent significantly enhanced versions of the
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Fig. 2. Prototype architecture of a self-adaptive high-integrity service that uses the
“@runtime” techniques from Section 3.1

traditional web service proxies used in today’s SOA applications. Thus, in addi-
tion to ensuring service interoperability, the intelligent proxies will continually
monitor the performance and dependability properties (e.g., response time and
success rate) of peer services. They will use the data obtained from this moni-
toring and fast on-line learning algorithms to devise partial peer-service models
that will be assembled into fully-fledged behavioural models by the self-adaptive,
high-integrity middleware.

Adaptor interfaces. The application-specific adaptor interfaces connect hetero-
geneous system components (e.g., the IoT virtual objects and cloud-deployed
services from the applications in Figure 1) to the middleware modules. As a
result, such components:

(a) can benefit from the capabilities provided by the middleware; and
(b) can be organised into interoperable self-adaptive, high-integrity services for

integration into multi-platform critical applications.

5 Conclusion

We argued that software engineering is unprepared for today’s fast-paced adop-
tion of self-adaptive software in safety-critical and business-critical applications.
The existing approaches to engineering the high-integrity software required in such
applications rely on models and properties that do not change over time, and are
underpinned by high-overhead analysis techniques suited for off-line use. Neither
of these prerequisites holds for self-adaptive software, which is typically developed
using “best-effort” techniques that cannot guarantee requirements compliance.
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Software engineering needs to embark on a quest for techniques capable of
delivering high integrity and self adaptation at the same time. The outcome of
this quest should include low-overhead software engineering techniques capable
of fully automated, on-line operation, and novel architectures that integrate these
techniques into high-integrity self-adaptive software systems.

We explored a number of emerging software engineering paradigms that col-
lectively represent the starting point for this quest. The core principle underlying
all these paradigms is that software engineering techniques traditionally used in
the off-line stages of the software life cycle should be complemented by anal-
ogous techniques that are suitable for use at run time. A growing number of
research projects work on new software engineering techniques that match this
description. They include projects that use models at runtime to support the de-
pendable evolution, formal analysis, and certification of self-adaptive software;
and projects concerned with learning and updating the parameters and structure
of these models continually.

Many challenges need to be overcome before we can achieve effective assur-
ances for critical applications that use self-adaptive software. Key among these
challenges is the need for runtime model analysis and verification techniques that
are lightweight, incremental and compositional [15,18,32]. The ability to take full
advantage of such techniques will depend on the successful development of ef-
fective approaches for the on-line learning of the analysed models.

Future software systems will comprise components that join and leave dy-
namically [7,57], so suitable software components will need to be discovered and
their behaviour will need to be learnt “on the fly”. Assembling these software
systems for use in critical applications will require software architectures based
on reconfigurable middleware that integrates state-of-the-art runtime learning
and analysis techniques into an easy-to-use framework. We suggested a possi-
ble service-based architecture for this role and indicated how it could be built
through integrating a number of emerging software engineering techniques, but
significant additional work is required in this area.

Another important challenge is the development of novel approaches for
achieving the levels of component interoperability required by high-integrity self-
adaptive software. These approaches will have to be based on new standards for
expressing a broad range of functional and non-functional properties of software
components, and on scalable techniques for inferring the system-level properties
from the component properties.

Future safety-critical and business-critical applications will comprise large
numbers of embedded (or cyber-physical) systems. Ensuring that these applica-
tions achieve both high integrity and self adaptation will require the integration
of the software engineering advances mentioned above with established control
theory techniques.

Last but not least, there is the problem of “who watches the watchmen”:
the intelligent future middleware underpinning the high-integrity self-adaptive
software systems of the future will itself need to be certified or self-certifiable.
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