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Preface

First of all, we would like to express our solemn gratitude to the “Almighty Allah”
for giving us time and keeping us fit for work to timely complete this arduous project.
Thanks to the authors from different countries who have contributed to the book, also
thanks to those authors whose manuscripts we have not been able to include due to the
rigorous review-based selection process. The final outcome has come out with total 14
chapters in total ranging various issues on wireless network security.

It is well understood now-a-days that wireless networks have become a part of
our daily technical life. Though the impact of wireless networking was more or less
assessed since the advent of basic wireless technologies, today’s vast and dynamic
features of various wireless applications might not have had been accurately envisaged.
Today, the types of wireless networks range from cellular network to ad hoc networks,
infrastructure-based networks to infrastructure-less networks, short range networks to
large range direct communication wireless networks, static wireless networks to mobile
networks, and so on. Hence, while initiating this book project, choosing a plain title
seemed to be challenging but that also allowed different topics on wireless security to
be compiled in a single volume.

This book is mainly targeted for the researchers, post-graduate students in univer-
sities, academics, and industry practitioners or professionals. Elementary information
about wireless security is not the priority of the book. Hence, some chapters include de-
tailed research works and results on wireless network security. This book provides broad
coverage of wireless security issues including cryptographic coprocessors, encryption,
authentication, key management, attacks and countermeasures, secure routing, secure
medium access control, intrusion detection, epidemics, security performance analysis,
security issues in applications. The contributions identify various vulnerabilities in the
physical layer, MAC layer, network layer, transport layer, and application layer, and fo-
cus on ways of strengthening security mechanisms and services throughout the layers.
Instead of simply putting chapters like a regular text book, we mainly have focused on
research based outcomes. Hence, while addressing all the relevant issues and works in
various layers, we basically lined up the chapters from easy-to-read survey type articles
to detailed investigation related works.



VI Preface

Though different topics are discussed and addressed in different chapters, the ideas
related to security in wireless ad hoc network have taken significant part of the book.
Wireless ad hoc network is a combination of computing nodes that can communicate
with each other without the presence of a formal central entity (infrastructure-less or
semi-infrastructure based) and could be established anytime, anywhere. Each node in
an ad hoc network can take the roles of both a host and a router-like device within
the network. There might be different forms of ad hoc networks like Mobile Ad hoc
Network (MANET), Vehicular Ad hoc Network (VANET), Wireless Mesh Network
(WMN), Wireless Sensor Network (WSN), Body Area Network (BAN), Personal Area
Network (PAN), etc. Though all of these derive some common features of ad hoc tech-
nology, WSN is a network to mention distinctively as this type of network comes with
the extra feature that it might have a base station, thus a central entity for processing
network packets and all other sensor nodes in the network could be deployed on ad hoc
basis. Many of these network structural issues related to security concerns and chal-
lenges are presented in some chapters for the general readers.

There are also chapters related to ‘not very well known’ topics like: wireless M2M
(Machine-to-Machine) systems, Network Coding for Security in Wireless Reconfig-
urable Networks, Time Synchronization technique to improve the security, Channel
Codes for Discrete Variable Quantum Key Distribution (QKD) Applications, Security
implementation in EPS/LTE (Evolved Packet System/Long-term Evolution), and so on.

Due to the nature of research works, some of the concepts and future vision may
seem to be not fully practical considering the state-of-the-art. Still to capture a snapshot
of the current status, past gains, and future possibilities in the fields of wireless network
security, the book should be a good and timely collection. This book could also be
used as a proper reference material as all the chapters include the citations to the latest
research trends and findings.

Because of the unified title of the book, we have opted not to divide the chapters into
sections but follow a sequence that the readers may find useful. We hope that this effort
of ours would be well appreciated by the readers and practitioners in the relevant fields.

The Editors

Shafiullah Khan
Kohat University of Science and Technology (KUST)

Pakistan
skhan@kust.edu.pk

Al-Sakib Khan Pathan
International Islamic University Malaysia (IIUM)

Malaysia
sakib@iium.edu.my



Contents

Security in Amateur Packet Radio Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Miroslav Škorić
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Security in Amateur Packet Radio Networks 

Miroslav Škorić 

University of Novi Sad, Serbia 
skoric@uns.ac.rs 

Abstract. Computer programs that radio amateurs use in their digital networks 
give various opportunities for checking user authentication before allowing 
access to sensitive parts of communication systems. Those systems include not 
only email servers that handle amateur radio messaging and file exchange, but 
also include radio-relay networks of digital repeaters that operate in big cities, 
or in rural and remote locations. This chapter summarizes results of 
experiments performed in real amateur packet radio networks as well as those 
provided by simulations with amateur radio software in local area networks. 
Our intention was to test security in accessing e-mail servers and radio relay 
systems within the average amateur radio digital infrastructure. This study 
suggests various methods which aim is to bridge the gap between the improved 
safety, and eventual discomfort in regular end-user’s and system administrator's 
activities. We focused our work to the following challenges: user authentication 
in amateur radio email servers; key management, i.e. obtaining, installing, and 
renewing secret documents (‘keys’) in between end-users and system 
administrators; encryption of email content and user passwords; attacks, 
epidemics, and appropriate countermeasures; and other protective actions that 
increase the security and satisfaction in average network participants. Described 
methods will help practitioners, students and teachers in computer science and 
communication technologies in implementing exciting amateur radio wireless 
opportunities within educational computer networks, as well as in planning new 
telecommunication systems.  

1 Introduction 

Compared to security challenges we face to in our daily Internet-related activities, the 
amateur radio community does not suffer so much from exposures to known and 
unknown dangers that may come from their own wireless networks. For such positive 
situation we can thank to the global and local laws and regulations that require from 
all amateur radio candidates to pass written and oral, technical and regulatory tests, as 
well as to pass a basic security background check – before obtaining a license for 
transmitting radio signals. However, that does mean that the amateur radio digital 
infrastructure is completely secured and safe for every day’s use.  Luckily, there are 
many opportunities in available safety measures, which support the integrity of both 
user's rights and system administrator's privileges.  Personal computers that most of 
our schools, workplaces and homes are equipped with nowadays are capable to 
include security features in existing amateur radio programs or to become additionally 
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enhanced with add-on software. Valuable information about available safety features 
can be easily obtained in regular amateur radio correspondence with peers, or by 
using dedicated information channels such as various ‘doc’ folders in email servers’ 
file repositories. For those who are likely to experiment in an isolated local area 
network (LAN), consisting of at least two or three machines, there are opportunities to 
replicate some of the experiments in this chapter.  

As described in available sources on the amateur radio simulations [1], a simplest 
testing scenario might be in a LAN with at least two computers, which is a suitable 
situation for simulating radio traffic between two different amateur radio facilities, 
such as digital amateur radio-relay systems - commonly called digipeaters (a short of 
'digital repeaters'), or BBS ('Bulletin Board Systems'; i.e., email servers). By 
simulating amateur radio traffic, we learn technologies and protocols used in real 
amateur radio frequency (RF) networks that include thousands radio-relay stations 
worldwide, as well as radio email servers and various home or work communicating 
solutions. For those of you who already have experience in dealing with ‘ham’ 
(=amateur radio) high frequency (HF), VHF or UHF communications, these home-
made simulations will provide useful information on available solutions that are going 
to improve security of a wireless system that you might be responsible for.  

One of the frequently asked questions during author’s amateur radio presentations 
at technical conferences and similar events – is how to ensure the safe access to the 
end-user email accounts – where the radio waves are the only media for transmitting 
information. In fact, due to the international regulations, the amateur radio traffic 
must travel as the open, no ciphered text, which means that all radio amateurs on a 
frequency are capable to ‘read’ everything that flows through the channel, by just 
simple activating his or her antenna, receiver, modem, and appropriate computer 
software [2]. The same rules also restrict what types of topics and discussions are 
acceptable in ham radio or not. For example, it is completely common to 
communicate the following themes: installation of antenna systems, power supply and 
grounding facilities; building amateur radio receivers and transmitters; programming 
amateur radio hardware and software; fixing small technical problems with computers 
and amateur radio stations, etc. That does not mean that general educational topics are 
not interesting for the local radio amateur community. Discussions about preparing 
technical conferences, papers and tutorials, or incoming technical expeditions and 
interesting school projects as well as non-classified details of scientific research or 
master and doctoral studies are completely suitable for distributing via amateur radio 
wireless networks. In opposite, it is not acceptable to discuss on things that include 
political, racial, national, social, sexual, business and similar potentially provocative 
themes. On the other side, there is a not a strict distinction between more or less 
priorities in the amateur radio communications. It is obvious that, according to the 
laws, emergency cases have priority, particularly when it comes to save human's lives 
or proprieties. But, in any occasion, one can be sure that amateur radio conversations 
are as 'private' as the talks in, say, public transportation systems, which actually 
means that there is not much 'privacy' there – if any. As mentioned, every user of a 
local amateur radio email server should be aware that unknown amateurs could easily 
read the text of his or her messages – either during an exchange of content with the 
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email server, or during the exchange of content between those 'store & forward' 
systems, i.e. email servers.  In such a relatively open environment, most countries 
have allowed the amateur radio communications primarily for an exchange of results 
of radio- and computer-related experiments that do not include commercial 
discussions, such as advertisements related to selling computers, other home 
appliances or any other goods. In the other words, the amateur radio laws support the 
major goal, which is to establish an ordinary '2-way' communication link between two 
or more wireless enthusiasts who might be the local school's students or teachers, as 
well as their parents, friends and other relatives. The basic idea is to increase the 
popularity of engineering and technology in young generations and to motivate them 
to continue education in technical professions such as electronics, electrical and 
mechanical engineering, computer science, hardware production, software 
development, etc. To summarize, when we come to commercial or other topics that 
are not appropriate for the amateur radio channels, it is the right time for all of us to 
switch from the amateur radio to commercial email service providers or similar public 
communicating systems.  

1.1 Background 

In most cases, the radio amateurs communicate by voice- and computer-related 
wireless modes, so they are mostly capable to differentiate themselves after a few 
spoken words or by a few lines of text being sent from their computer systems. In 
fact, the majority of amateur radio enthusiasts who live in a relatively small 
geographical area usually know each other, so only the newcomers are unknown to an 
existing, local 'ham' population. Knowing well the most of local correspondents each 
other is another good reason why nobody has problems with a fact that all amateur 
radio communications must travel as clear transmission. In voice communications, the 
involved correspondents are additionally obliged to repeatedly say their unique 
identifiers ('callsigns' in the radio jargon) every now and then – in order to inform the 
listeners about their activity on a working frequency. On the other side, the amateur 
enthusiasts who enjoy working with 'packet radio' – one of the most popular digital 
communication modes, are also required to identify themselves periodically by 
sending their callsigns (basic setup with two correspondents, “A” and “B”, is shown 
in Figure 1).  

 

 

Fig. 1. Amateur radio -related computer communication, called ‘packet-radio’ 
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Communication programs, which are commonly used within the amateur radio 
community, do that task automatically – provided they are properly configured – so 
they transmit the callsign every ten to fifteen minutes (depending on the local radio 
regulations). The same goes for connections to a local 'ham' radio email server. To 
ensure that feature to be fully functional, the callsign is a parameter of all amateur 
radio communicating software.  It is a requirement for every particular user to ensure 
that his or her callsign is properly inserted in the program's configuration files. 
However, there is no logical or any other mechanism in the software and hardware 
that is capable to control if that callsign is a legal identifier of a particular amateur 
radio individual or a ham radio club, or not, which means that the software would 
accept any possible callsign. As a consequence, the callsign put into the configuration 
file(s) is not only transmitted every dozens of minutes, as a flashlight in the dark, but 
it is also used as a username for accessing the content of an amateur radio mailbox. 
Furthermore and per default, the email server is going to accept any callsign it 
receives as a completely valued identifier of an incoming user. Following the 
connecting procedure, after the first initial contact of an end-user with an email 
server, his or her callsign becomes the 'primary key' of a new record, added to the user 
database, which is maintained within the email server software, commonly called WP 
(‘White Pages’) database, (Jones, 1996). All email server programs are capable to 
keep the history information of users' activities that, for example, prevents a user to 
list or read the same messages he or she had read during the previous visits. In 
addition, the users' database includes not only the callsigns, but also related personal 
names, their cities' names, postal zip codes, etc. Although these databases are not 
completely standardized, neighboring email servers often exchange WP information 
between themselves automatically, with the goal of helping the other users to handle 
e-mail more easily. As an example, if a Russian radio amateur wanted to post a 
personal message to an American 'ham', he or she would only need to know the 
correspondent's callsign, which would go to the "To:" field of a new message header. 
The WP database would take care to add the recipient local ('home') server's address 
and location, the shortest path to it, etc.  

Having in mind such a friendly environment and legal regulations mentioned 
earlier, the radio amateurs do not have (significant) problems related to someone’s 
misusing callsigns, which means the member of the amateur radio community usually 
perform their email procedures properly. However, that does not mean potential 
amateur radio 'pirates' do not appear on the horizon from time to time. 

1.2 Security Issues and Solutions 

If the parameters of an end-user program are not set properly, various problems might 
occur. In addition, if there is a wrong technical parameter that controls the behavior of 
the modem or radio station, it might be impossible to establish the communication 
with other stations at all. When it comes to 'non-technical' parameters, a wrongly 
inserted user callsign means the mistaken identity, which could lead to malicious 
misuse the third-party traffic, or in sending non-authored messages to unknown 
recipients, or including the usage of bad words or some racial and political speech, or 
deleting unread personal email, etc.  

The procedure of obtaining the amateur radio license (the permission to transmit 
radio signals) is relatively complex. It also keeps motivating people to conform to 
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domestic and international rules and regulations. For example, in some countries it is 
easier to buy a vehicle than to buy an amateur radio transmitter – regardless the 
prospective car owner posses a driving license or not. That means a candidate for the 
ownership of a 'ham' radio station has to prove that he or she is qualified enough to 
handle the system, which, in turn, means that he or she has to take the amateur radio 
classes, pass the exam and obtain the license. During the educational part of the 
courses, one of the most important lessons is to respect the common 
telecommunication rules and behave properly, because if not – the radio channel 
might get 'clogged' and unusable for normal communications. The experience 
confirms that there exist ethically and technically illiterate consumers of transmitting 
devices who do not hesitate to misuse wireless technologies from time to time. In the 
amateur radio computer-related communications, malicious users can take actions that 
in no way contribute to growing and developing our digital systems. 

In this chapter, we will discuss about software tools and procedures that extend 
security level in a) working with FBB, which is one of the most popular amateur server 
programs whose implementation is described in an online user manual [3], as well as in 
b) working with 4RE, which is an alternative email server program. We are going to 
base our examples on the experiments performed in the real wireless networks or in a 
simulated radio environment. In a MS Windows™ environment, FBB software (called 
WinFBB) can be configured such as in Figure 2. Here we can see three program 
windows: the main parameters (on the top), the working frequency monitoring (in the 
middle), and the situation within all mailbox channels (on the bottom). 

 

 

Fig. 2. WinFBB email server 
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In a Linux environment, FBB software (called here LinFBB accordingly) and a 
node program FPAC can be configured side-by-side, such as in Figure 3. We can see 
four windows: activating the node (top row, left), the node frequency monitoring (top 
row, right), activating LinFBB server (bottom row, left), and a local console 
connection to the server (bottom row, right). 

 

Fig. 3. FPAC node and LinFBB email server 

As a ‘client’ (i.e. an end-user program for accessing the email server) we are going 
to use WinPack because it supports handling complex passwords, which we will test 
in advanced steps of this study (E.g. in Experiment 3, etc). A basic configuration of 
WinPack is shown in Figure 4. For the purpose of this tutorial, we will establish a 
telnet connection between the server- and the client-computer in a wired LAN, what is 
a perfect simulation of using both FBB and WinPack in real amateur radio wireless 
networks. (As an alternative, instead of using machines networked in a LAN, it would 
be also possible to establish a telnet connection by using the Internet, but that is out of 
scope of this book.) 

Regardless which operating system is in use (MS DOS™, MS Windows™, Linux), 
FBB software allows installing additional tools (commonly called 'servers' or 'PG' 
programs), which add more functionality and comfort to both system users and 
administrators. One of those tools is a connection filter (c_filter) named Protus. By 
using Protus system administrators are capable to significantly improve the way their 
users access an email server. That means, in addition to a callsign which plays the role 
of a username, now it is possible to set an optional or mandatory password for each or 
all users (various combinations are possible). If a password is the secret for all but the  
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Fig. 4. WinPack email client 

particular user and the system operator, the integrity of the user access is significantly 
better than before. However, the authentication procedure for users and administrators 
also goes via ‘open’ radio waves such as the content of email messages. Therefore, 
some additional protective measures must be taken to avoid sensitive passwords 
traveling in clear text.  

2 Securing Access to E-Mail Servers in Windows and DOS 

2.1 Experiment 1 

The procedure for connecting the email server with Protus password protection is 
slightly different from the procedure without a password. That means, after an initial 
connection has been established, the server looks in its password database and checks 
if there exist a password record for the connecting station. The secret word usually 
comes in form of a relatively large string (80 characters or more, see Figure 5). That 
string might be any composition of small and capital letters from the English alphabet 
and can include numbers 0-9. Be aware that if such password line is not set for an 
incoming callsign and if the email server is generally set for the 'open access', the 
incoming user of a callsign will be given full access without further questions.  
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In opposite, if the callsign is given a password, the server is going to compute a 
challenge (session A in Figure 6), which is a random series of five numbers that 
represent positions of the alphanumeric characters in the secret string. The user's task 
is to return the proper answer – also called a response (session B in Figure 6), which 
consists of five alphanumeric characters, 'translated' from the challenge. The easiest 
way for an end-user to perform this translation is to compare the received challenge 
with the numbered positions of the characters in the string, such as in Figure 5. (Be 
aware that in this experiment a user calculated, typed and sent the response vimsm 
manually, such as in Figure 7.) 

 

 

 
 

Fig. 5. A sample of a large string 

The most important factor in using a password system such as Protus is that the 
exchange of the large string between any two radio amateurs should be a secret 
activity for any others. That means the user and administrator have to find other 
methods in personal communication: E.g. a personal contact with the system 
administrator, a letter sent via post office, or something else *except* the same type 
of particular communication mode the password is intended to ensure. Having that in 
mind, in our case packet radio itself would not be a proper method for distribution of 
a password string. However, using passwords as described here is safe for an 
undefined period – depending on the regularity and frequency in particular users' 
connections. For those who access their mailboxes, say, ones a day, it should pass a 
relatively long time to disclose all 80 (or more) characters from the large string. For 
those who access their mailboxes more frequently, it would be possible that someone 
performing a thorough surveillance of a radio channel will learn the secret elements of 
the large string(s) and compromise the passwords much quicker. 

 

A 

B 

 

Fig. 6. Two phases at the server's c_filter: A) preparing the challenge, B) checking the response 

 

umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpivoirakijuumoransamodkaf 
 

12345678901234567890123456789012345678901234567890123456789012345678901234567890 
1       10        20        30        40        50        60        70        80 
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Fig. 7. The end-user's view: Password 'vimsm' is a response to a challenge '51 60 35 73 55' 

One of the possible solutions to prevent discovering the elements from the secret 
string might be to replace the elements in either regular or irregular intervals (E.g. 
once a week or twice a month). It is important that the users perform such change in a 
manner that any potential 'pirate' is not aware of a change. The easiest method, which 
is our proposal for beginners, is to move the leftmost character in the string (i.e. the 
one at position #1) to the end of the string and the remaining series of 79 characters to 
move just one place to the left, such as in Figure 8. Using that approach which 
implementation, in turn, should be negotiated between an administrator and a user, 
would preserve all original parts of the string but on slightly modified different 
positions, so a 'pirate' will hardly be capable to recognize any change – even after a 
prolonged period of surveillance the radio channel. In our example, we performed two 
simple changes during a period of time, (1) and (2).  

 

 

     

 

Fig. 8. Two simple consecutive changes within a large string 

 

umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpivoirakijuumoransamodkaf 
 

moransamodkafanavolimpivoirakijuumoransamodkafanavolimpivoirakijuumoransamodkafu 
 

oransamodkafanavolimpivoirakijuumoransamodkafanavolimpivoirakijuumoransamodkafum 

 

1 

2 
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2.2 Experiment 2 

Protus c_filter has an interesting option: A specific 'table' having 31 rows of text can 
replace the secret string. Every row represents a day of the month (assuming possible 
maximum of 31 days per month) and program is capable to use only the representing 
row each day. With such a system, the software uses the first row only at the 1st day in 
a month, the second row only at the 2nd day in a month, etc. This method is going to 
disclose the secret elements of the rows after a very long time of thoroughly 
performed radio surveillance. Figure 9 shows a matrix-like table, which basically uses 
the same characters of the large string, described in the previous example. However, 
the authenticating procedure is a little bit different with a 'table' password because the 
c_filter does not search through the all characters within the table but only those 
within the line that corresponds with a particular day in a month. In the following 
example, we performed an experiment on April 15, and on that day, Protus used only 
the 15th line within the table, see Figure 10 and Figure 11. The password syntax 
changed into a format of "PASSWORD_15" that meant something similar to "Please, 
use only the line #15". 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

Fig. 9. A sample of the table with many rows 

 

1 umoransamo 
2 dkafanavol 
3 impivoirak 
4 ijuumorans 
5 amodkafana 
… 
11 impivoirak 
12 ijuumorans 
13 amodkafana 
14 volimpivoi 
15 rakijuumor 
16 ansamodkaf 
17 umoransamo 
18 dkafanavol 
19 impivoirak 
… 
27 impivoirak 
28 ijuumorans 
29 amodkafana 
30 volimpivoi 
31 rakijuumor 
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Fig. 10. Password 'umjmo' is a response to a challenge '6 8 5 8 9' 

 
 

  
Fig. 11. Password 'umjmo' is a response to a challenge '6 8 5 8 9' 

The implementation of a 'secret table' instead of a 'secret string', significantly 
improves the level of the password safety, because any potential invader would only 
be capable to register those five ‘daily’ characters during a particular day of a month 
(if we assume that an average legitimate user accesses his or her mailbox once per 
day). As a result, the users do not need to replace the content of the table so often. In 
addition, the implementation of the 'secret table' format is not complicated from the 
point of view of an end-user because if his or her client program eventually does not 
support an automatic response to a challenge, it would be easy and simple to look at 
the proper line of a table and calculate the answer quickly. 
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2.3 Experiment 3 

An even better approach the Protus c_filter offers is an implementation of the MD 
(Message Digest) algorithm.  In our test, it looks similar to described Experiment 1 (a 
single large string), with an addition: The server's challenge also has five numbers 
which represent the positions of alphanumeric characters within the secret string, but 
now it includes a 10-digit [square brackets] sequence, see Figure 12. (In our 
example, it is [3654790667].) When the client's software (which has to be capable to 
understand MD cipher technology) establishes the link and receives such challenge, it 
uses the sequence in square brackets to compute its response, such as in Figure 13. In 
our case, the response is 0aca4c16aff4750e2c4a376fc6d7e0b2. Then the client's 
program sends the calculated response back to the server, which, in turn, makes a  
similar computation on its side. Finally, the server compares two results. If the results  
 

 

Fig. 12. Password '0aca4c16aff4750e2c4a376fc6d7e0b2' is the response to the challenge ‘49 39 
80 33 8 [3654790667]’ 

  
Fig. 13. WinPack enables its user to prepare an MD response automatically 
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are the same, the server grants free access to the connecting callsign. In opposite, 
which means if the two computed results are different, an immediate disconnection 
occurs, following a warning message to the server administrator. 

2.4 Experiment 4 

In the first three experiments we wanted to protect the access of ‘ordinary’ users of an 
email server. However, in most situations such level of security is not needed. In fact, 
most of the time it would be quite enough to allow all users to access their email 
accounts without specific password security, but the requirement for additional 
protection will remain for users with administrative privileges. In that case, we should 
deactivate Protus c_filter for a particular user because he or she will be granted 
administrative privileges later; for details see Appendix 4.  

Having in mind that FBB itself has capability for sending MD2 password 
challenge (invoked by administrative command sys, such as in Figure 14, it is 
possible to setup WinPack to respond appropriately. In order to simplify this 
experiment with WinPack, it is possible to create new or adapt existing scripts within 
the program package. Our first customized script (activated by pressing F2 button on 
the keyboard) performs the following actions: 
1. "Initiate a telnet 'connection' to mailbox YT7MPB" (by using the script line c 

192.168.1.1:6300) 
2. "Wait for the prompt" (Callsign :) 
3. "Send the callsign to telnet to my local BBS" (yt7mpb) 
4. "Send the password to telnet to my local BBS" (test) 
After running the script, we receive the mailbox prompt (1) YT7MPB BBS > that is 
the starting point for entering manual commands. 

Now we came to a little bit more complex part of a user connection with 
administrative privileges. Although most of the mailbox commands in FBB are 
simple one-character key strokes (E.g., l for list, r for read, etc.), it is not so easy to 
obtain the status of a system administrator. For security reasons, the administrative 
privileges always require user authentication. Therefore, if a mailbox visitor wants to 
activate the administrator's role, he or she has to do the following: a) send sys 
command, b) wait for the mailbox to send an MD2-based password challenge, c) 
compute related MD2-based password response, and d) send the response back to the 
mailbox. That procedure should be done in a timely manner. By using scripts, 
WinPack is capable to perform the operator’s authorization in few seconds.  

 
Fig. 14. WinPack enables an authorized user to become an administrator in a safely manner 
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Fig. 15. WinPack enables an authorized user to become an administrator in a safely manner 

For that purpose, we customized an existing script called F3 Send FBB sysop 
password, which gave us the result depicted in Figure 15. As shown in the figure, the 
script (activated by pressing F3 on the keyboard) did the following: 

 
1. It sent the command asking for system administrator's privileges (sys). 
2. It ran WinPack's subroutine MD2PASS (using 68 53 12 19 66 [1334527248] as 

the 'key'). 
3. It sent the calculated response back to the BBS (223778f69a7f7e93d1c12ce751 

f82ffc). 

After successful running the script, we received the confirmation of the system 
administrator status (Ok), followed by the mailbox prompt (1) YT7MPB BBS > that 
was the starting point for typing administrator's commands. 

As we saw from our four examples, the implementation of Protus connection filter 
offers system administrators a whole spectrum of various safety mechanisms to 
ensure the integrity of their users' email activities. In the same time, the level of 
responsibility in all participants of the amateur radio traffic, including not only the 
end-users but also the system administrators, is increased. 

2.5 Experiment 5 

If any two neighboring system administrators use Protus c_filter, it is possible to 
establish a special automatic BBS-to-BBS protected forwarding session between  
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two servers. (BBS stands for the Bulletin Board System, which is another name for an 
email server.) That mode does not expect any manual input from the system operators 
and allows the fast mutual 'recognition' if the two systems implement the same 
password-authorizing tool. Every next connection results in a completely new 
challenge and response, which never contain visible elements of the secret string of 
alphanumeric characters. In practice, that means such a system is completely 
satisfying any possible amateur radio safety requirements, because the potential  
 

 

20:05 
 
a) Establishing connection 
 
b) Sending challenge  I 
 
c) Sending response  I 
 
d) Granting access 
 
e) Email exchange 
 
f) Disconnection  
 
 
20:05 
 
a) Establishing connection 
 
b) Sending challenge  II 
 
c) Sending response  II 
 
d) Granting access 
 
e) Email exchange 
 
f) Disconnection  
 
 
20:05 
 
a) Establishing connection 
 
b) Sending challenge  III 
 
c) Sending response  III 
 
d) Granting access 

 

Fig. 16. Three consecutive and successful MD2 authentications between FBB e-mail servers 
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'pirate' cannot produce the secret key from the recorded transmissions between the 
two parties. Our next experiment describes three short network communications 
between two email systems YT7M and YT7MPB. In this example, a 'local' server 
(YT7M) performs the authentication of an incoming 'remote' server (YT7MPB), by 
using a shortened version of the MD2 algorithm. As we can see in Figure 16, the first 
session's exchange of the challenge ![1209755091] and appropriate response 
1f8839987b19abeeea7bf7a1a2f5a9c7 is fully automatic and time-efficient, which 
allows the partnering stations to authorize their credentials for two times more in just 
a single minute – without any supervisors' interaction! 

Be aware that in this experiment we used a version of Protus for DOS operating 
system. Otherwise, if both correspondents ran Windows or Linux versions of FFBBBB 
software (and both of them equipped with updated versions of Protus c_filter), then an 
improved MD5 algorithm would bring even more safety to their email servers. Other 
differences between versions of Protus for DOS and for Windows/Linux are also 
known regarding some other features, mainly related to their abilities to understand  
other parties' challenges. For example, Protus for DOS v. 1.2 that we used in this 
primer seemed not to be capable to compute a response to the Protus for Windows' 
challenge – which results in a broken link. Such situations occur when a DosFBB 
server initiates an outgoing connection request to a WinFBB system. (In the opposite 
direction, when a WinFBB attempts to establish the link with a DosFBB server, 
described handshaking goes smoothly, such as in our experiment.) 

2.6 Experiment 6 

In the next primer, we will test secure connections to alternative e-mail server 
software, called AA4RE (or 4RE in short), which is capable to run on 'vintage' 
computers of types PC XT or PC AT, equipped with CPU Intel™ 8086 or 80286 and 
640 kilobytes of RAM memory.  Despite its maturity and date of initial production – 
early nineties, the newer versions of AA4RE are "Y2K" compliant, which is a general 
requirement for reliable e-mail store & forward programs. Actually, authors of 
AA4RE have understood the wishes in many radio amateurs who wanted to keep their 
old computers in the home amateur laboratories. To be precise, FBB had also solved 
the "Y2K" issue on time – but only in its newer versions, which were not suitable for 
installations on older computers mentioned in this chapter. During our tests, we were 
not capable to confirm eventual compatibilities between systems implementing 
AA4RE and those running FBB + Protus, what we found as a disadvantage of the 
former server program. On the other side, AA4RE includes an option that has been in 
use for accessing amateur radio-relay stations ('digipeaters'). Those stations are often 
positioned at remote locations (mountaintops etc) that are not always accessible. In 
the same time, relay stations do not contain computers, so their administrators could 
re-program the electronic circuits only when on site. That means a frequent 
replacement of a secret string is almost impossible. To avoid such situations, radio 
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amateurs needed to invent solutions that would ensure safe remote administrative 
access from radio networks and would not require frequent change of the elements in  
the secret alphanumeric string. A solution that proved as reliable is similar to the one 
from Experiment 1, which returns the right answer of five alphanumeric characters, 
but now the right answer can be inserted into a longer 'word' – so a potential intruder 
would intercept an unexpectedly longer user's response. 

Besides that, AA4RE gives an opportunity to accept and analyze not only a single 
row (a single line) within the answer, but a 'composition' of several lines. Such 
approach transforms (disguises) a relatively simple phrase to a more complex 'table', 
described in Figure 17. AA4RE ignores everything excepting the proper part (proper 
line) within the answer. More precisely, the program knows that the real end of such a 
'composition' occurs after receiving an empty line, which happens after pressing the 
Enter key twice. 

 

Fig. 17. A disguised response 'nalur' is easily recognized by AA4RE e-mail server 
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3 Securing Administrative Access to Relay Systems in Windows 
and DOS 

3.1 Experiment 7 

Besides e-mail servers for storing & forwarding messages, the amateur packet-radio 
networks include their primary end-user access points in form of digital radio-relay 
systems, commonly called nodes. Those nodes can operate within hardware devices 
named ‘terminal node controllers’ (TNCs in short), or within computer equipped with 
specific node programs. Regardless of type, nodes should operate smoothly and 
efficiently – almost without any human intervention. However, when it comes to fixing 
eventual problems in their functioning, such as those after power outages or other 
failures, it is critical to ensure that only authorized personnel is allowed to check and 
change node parameters and so on. In addition, it is important to prevent unauthorized 
‘hams’ (radio amateurs) to play with system parameters because such activities could 
lead to temporary or permanent malfunction of a node. Therefore, all nodes implement 
a password security. In some cases, handling passwords is made through relatively 
simple mechanisms, while in other it is made at more complex level. 

To simplify experimenting in educational institutions that are not equipped with 
amateur radio modems and transmitting stations, we will base the next few 
experiments on software nodes. That means we use appropriate radio-relay programs 
on computers in a LAN. For personal computers running MS Windows™ operating 
systems, one of the prevalent node solutions for radio amateurs is BPQ32. Its terminal 
window enables a user to monitor the working frequency and communicate with a 
node simultaneously, as described in Figure 18. The upper part of the window shows 
the radio traffic heard on a designated channel, and the lower part shows only the 
traffic between the node(s) and the node operator.  

In this example, the operator wanted to obtain administrative privileges on a 
remote node R1 (while operating at the terminal console of the node R5). Therefore, 
the first step was to initiate a connection between the two nodes, by using the 
command ‘c r1’. After successful connection, the operator sent the command 
‘password’ and R1 responded with a challenge ’11 62 36 18 42’ – in the same manner 
as the email server did in Experiment 1. Then the operator calculated and sent the 
proper response, in form of ‘password daovm’. Finally, the node confirmed successful 
authorization by responding with an ‘Ok’. 

As you can see in the monitoring part of the window, the whole authentication 
sequence traveled ‘in the air’ as clear plain text so the potential intruder was capable 
to copy both the challenge and response. Depending on the number of occurrences in 
similar data exchanges during a period of time, there might be a lower risk or a higher 
risk of exposing the secret content of the whole ‘large string’.  
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Fig. 18. Obtaining administrative privileges by a less secure approach 

3.2 Experiment 8 

To decrease the risk of disclosing the string’s elements easily, we suggest using the 
following trick: The operator should send one or more ‘rounds’ of rather improper 
(fake) responses to the node, by using the same size and format of them, following by 
the last ‘round’ (which is actually the proper answer), such as in Figure 19. In that 
case, a would-be ‘pirate’ will see more than one answer from the node administrator, 
but could not be sure which one is the right combination. (Be aware, though, that the  
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Fig. 19. Obtaining administrative privileges by a more secure approach 

node will grant the increased privileges, by sending an ‘Ok’, as soon as it gets the 
right answer. That feature prevents us to insert the right answer somewhere ‘in the 
middle’, as we did in Experiment 6.) 

3.3 Experiment 9 

In the previous experiment we described how to access a BPQ32-based node by using 
an administrator’s console at another BPQ32-equipped computer. It means that both 
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computers run under a proprietary and not so secure MS Windows environment. From 
the point of view of an open-source inclined educator, a much better and cost-
effective solution is to perform the same task by using Linux-based computers. That 
means, instead of running Windows and BPQ32 program on the second machine – 
from where we initiate outgoing connection requests, we can easily implement Linux 
operating system and FPAC node software. In such an occasion, our outgoing 
terminal console would look similarly to Figure 20. 

 

Fig. 20. Obtaining the administrative privileges by less secure approach 

 

Fig. 21. Obtaining the administrative privileges by more secure approach 
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In Figure 20 we can see a 2-step procedure in obtaining administrative privileges. 
This procedure is practically identical to the process described in Experiment 7. In the 
similar manner, a ‘counterpart’ to the sequence described in Experiment 8, we can see 
in Figure 21. 

4 Securing User and Administrative Access to E-Mail Servers 
and Relay Systems in Linux 

4.1 Experiment 10 

In our next test we are going to replace a remote node and email server environment 
completely. That means we will use a Linux platform instead of Windows, such as we 
mentioned in the introductory part of the chapter (consult Figure 3 again).  

First of all, we have to activate and configure various parameters in Linux amateur 
radio and networking subsystem – until we have a running FPAC node, such as in 
Figure 22. (A detailed description of configuring particular parameters shown in 
Figure 22 is given in Appendix E.) 

 

Fig. 22. Steps in activating a FPAC node in Linux 

After the first step, we have to activate LinFBB email server, in order to run ‘on 
top’ of FPAC node, such as in Figure 23. In the amateur radio jargon, running some 
software on top of another means that the lower program (the one that is started first) 
is mainly intended to provide accessibility to the higher program (the one that is 
executed after the first one). Although in Linux it is quite usual to start several 
programs one after another in the same terminal window, for the sake of clarity we 
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opened the second terminal for activating the second software, which is XFBB (i.e. 
LinFBB, a Linux flavor of FBB). In Figure 23 we can only see the last several lines 
from a relatively long command script that has scrolled down within the second 
terminal window. 

 

Fig. 23. Final step in activating an XFBB (i.e. LinFBB) server 

The next phase of this experiment, after both FPAC node and LinFBB server have 
been activated, is to start two additional windows – the first one for handling the 
node-networking, and the other one for accessing email server functions. Those two 
additional windows are shown in Figure 24. 

As it can be seen in Figure 24, although being positioned side-by-side (i.e. top-
bottom in this case), those two additional windows operate independently, where the 
upper one shows a connection to the remote node YT7MPB-1 (performed by an 
outgoing connection through the ‘local’ FPAC node) including a request for advanced 
privileges (system command password). On the other side, the lower window shows a 
local console connection to the LinFBB server, followed by another request for 
advanced privileges (system command sys). As shown in the figure, in both cases the 
operator had to send a proper answer to the node (password arauv) and to the email 
server (dnrli) – before getting confirmations of obtaining administrative rights (Ok). 
Be aware that in this experiment we used only the manual method for sending 
appropriate responses to the controlled systems, which means that no automatic 
(scripted) procedures have taken place here. However, even without using more 
complex procedures, such as MD2 or similar we described earlier, the administrative 
access to radio nodes and email servers remained secured. 
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Fig. 24. Final steps in approaching node network and email server 

4.2 Experiment 11 

In the next test we are going to use WinPack for accessing a remote node and email 
server that run in Linux environment; see Figure 25 and Figure 26. 

In Figure 25 we can see an extended set of commands that are available to a  
sysop (system administrator), after successfully performed authentication. Among  
the available commands, there is yet another command named sys, which relocates  
a remote administrator to an internal ‘command prompt’ of Linux (practically,  
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Fig. 25. Performing administrative roles after accessing FPAC radio-node 

 

Fig. 26. Performing administrative roles after accessing LinFBB radio-server 
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a simulated version of another terminal screen, similar to the one in Figure 22). 
Having in mind that an access to a Linux terminal (command prompt) gives a user 
almost infinite possibility for using/misusing his or her operating system, it is clear 
that we have to take care about safe access to the sensitive parts of the computer 
subsystems that provide remote administration.  

When it comes to LinFBB server’s administration, described in Figure 26, an 
example is the command FT (means ‘forwarding total’) that is intended to return a list 
and volume of messages waiting for exchanging with partnering BBSs. In this 
example, an ordinary user was informed at first that such a command was “not a valid 
command” – just because he or she was not approved for administrative rights yet. 
However, after successful authorization the same command became fully valid but in 
this particular occasion it responded with “there are no such messages” (i.e. messages 
for exchanging with neighboring servers). Similarly to WinFBB, LinFBB also allows 
authorized administrators to read all mails – regardless they are public or private, or to 
make various restrictions to what ordinary users can do within the server areas, and 
even to stop the email server functions altogether. 

4.3 Experiment 12 (Unfinished) 

As a “work in progress” and an idea for further research in this field, we could 
suggest experimenting with the wireless access to a JNOS amateur radio mailbox, see 
Figure 27.  

There are many similarities and differences between FBB and JNOS but they are 
mostly out of scope of this book. However, we wanted to point a fact that exciting 
alternatives are always available for devoted wireless enthusiasts. One of the most 
interesting things with JNOS is that program users (i.e. prospective system operators 
of new JNOS mailboxes) can compile very different versions of the program – 
depending on their particular needs and wishes. In fact, JNOS is also available in the 
form of a source code, and prospective server administrators are strongly 
recommended to compile binary executables of that program on their own – instead of 
installing precompiled versions they can find on the Internet. A reason for this 
approach is that a ‘local compilation’ takes care of the characteristics of particular 
local hardware and software features and is composed accordingly.  

For the purpose of satisfying our main goals, which include strengthening in 
wireless security mechanisms, additional safety features are available when compiling 
JNOS (see Appendix F). For example, the MD5-based algorithm for telnet user 
authentication is available, but it is not activated ‘per default’. The situation is the 
same with password authentication for radio users (both those who connect by local 
AX.25 radio channels and those who come by netrom links). Therefore, the 
experimenters can activate those options before performing program compilation, 
which means that the appropriate options should be so-called, ‘defined’ in the 
configuration file.  

As a result, the MD5-based option for password authentication, which is the 
sequence [4fdde1d7], is shown in Figure 28.  
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Fig. 27. JNOS amateur radio-server installed in a Linux environment 

 

Fig. 28. MD5-based user authentication in a JNOS amateur radio-server 
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As seen in the figure, by using the telnet command we simulated an incoming user 
access to a JNOS mailbox. However, this experiment remained unfinished because we 
have not tested options with AX.25 and netrom radio connections. 

5 Discussion 

For experiments described in this chapter, we used the following equipment: 

 

Server YT7M  - Computer Intel 80286 CPU clock 12 MHz, 1 МB RAM,  
- Operating system MS DOS 5.0, 
- Network node software BPQ 4.08a,  
- E-mail server software DosFBB 5.15c, AA4RE 2.13t, 
- Protus 1.2 and Protus 3.3 for DOS. 

 
Server YT7MPB-1 - Computer AMD Athlon™ CPU clock 1.10 GHz, 512 МB  
                                                  RAM,  

- Operating systems MS Windows XP SP3, Linux Debian  
                  6.0.5, 

- Network node software BPQ32 4.10n for Windows, 
- E-mail server software JNOS 2.0j for Linux. 

 
Server YT7MPB-3 - Computer Intel Celeron™ CPU clock 400 MHz, 224 МB  
                                              RAM,  

- Operating systems MS Windows XP SP3, MS Windows  
 2000, Linux Debian 6.0.4,  

- Network node software BPQ32 4.10d/n for Windows, 
 FPAC 3.27.18 for Linux, 

- E-mail server software WinFBB 7.00i for Windows, 
LinFBB 7.05c for Linux, 

-  Protus 4.0 for Windows, Protus 4.1b2 for Linux. 
 

Server YT7MPB-5 - Computer Intel Pentium™ Dual-Core CPU clock 3.06  
                        GHz, 3 GB RAM,  

- Operating systems MS Windows XP SP3, Linux Ubuntu  
                  10.04.4 LTS, 

- Network node software BPQ32 4.10n for Windows, 
 Node 0.3.2-7.1 for Linux, 

- E-mail server software WinFBB 7.00i for Windows,  
LinFBB 7.04j-8.2 for Linux. 

-  Protus 4.0 for Windows, Protus 4.1b2 for Linux, 
-  Terminal software WinPack 6.80 for Windows. 
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With an exception of the relatively new computer that operates YT7MPB-5 
subsystem, we did not invest in modern equipment for our tests. Instead, we rather 
experimented with ‘low-level’ PC computers that were capable to operate different 
versions of Windows and Linux operating systems. In addition, we used an outdated 
‘PC AT’ machine for older versions of MS DOS (or PC DOS).  

One important remark here: People sometimes consider amateur radio as an 
expensive ‘sport’1, but that should not be true. In fact, there is no need to waste 
finances for obtaining top-level computers that are intended for operating amateur 
radio nodes and email servers. It is always better to invest more in external devices, 
such as outdoor antennas, in order to expand the coverage of a wireless station. 

In our experiments we described various approaches in ensuring safe access to 
amateur radio wireless infrastructure, focusing to the security in handling user 
credentials and in obtaining administrative privileges. Most of described amateur 
radio programs offer full or partial logging of user activities, so the intrusion detection 
can be possible and system administrators can be informed about unsuccessful 
connecting attempts, ‘mistaken identities’ of unknown users, and so on. Besides 
password protection described in our tests, system administrators are advised to 
differentiate their users in at least two categories, let us name it ‘resticted’ (or ‘read 
only’) and ‘regular’ users. What might be a reason for that politics?  For example, 
besides our main goal in Experiment 5, which covered password protection, intended 
to give additional security to the BBS-to-BBS interactions, the implementation of the 
automated authentication gives us the opportunity to save our working radio 
frequencies from overloading and increased traffic. In fact, during an exchange 
session between two wireless systems ('forwarding') running on the international HF 
radio waves – mainly intended for the automatic store & forward activities, it is 
crucial to ensure that on the same channel there are no other interfering stations such 
as the end-user 'intruders' who might want to access their personal mailboxes 
manually. There are several reasons for such policy: The HF bands are prone to 
fading and even a slight fade of signal is enough to cause data loss. Besides that, bad 
weather conditions, local noise or interference, or even some of them combined, can 
give a lot of frustration to the system administrators [4].  In that manner, it is possible 
to set only the passwords for collaborating servers on the otherwise 'closed' systems, 
so the other connecting stations would be disconnected immediately. In addition to 
such a rather rigid decision, it might still be possible to reserve some time slots for the 
'open' access to the end-users, provided that the automated exchange sessions are 
finished. However, according to the good practice and common amateur radio rules, 
there is a variety of available system messages within the program files, including 
Protus c_filter that inform the users that the safety measures have taken place.  

 

                                                           
1 Some stories stated that amateur radio in former USSR was called ‘Radio sport’. The reasons 

for such a name they found in a fact that radio amateurs sometimes do use physical efforts in 
their hobby activities, such as in so called ‘fox hunting’ – a time-related competition in 
searching an area for a hidden transmitter. (Nowadays, an official name of such kind of 
amateur radio activities is ARDF, the Amateur Radio Direction Finding.) 
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The amateur packet radio is an interesting educational tool for increasing 
motivation in young generations for studying engineering, computing and related 
technologies [5]. In regard to that, if the amateur radio infrastructure is linked to a 
computer network of a school or university, it is important to take care of privileges 
given to the students. Program FBB is fully capable to differentiate low-risk 
privileges intended for ordinary 'telnet'-users within a LAN, from the high-level 
administrative tasks, Figure 29 and Figure 30. The two slides show that lower 
privileges give only restricted access to the user's personal email account: ListMine 
(LM), ReadMine (RM), KillMine (KM) are the most suitable commands for a student 
(calssign YU7BDR, Figure 29), whereas the system administrator (callsign YT7MPB, 
Figure 30) is allowed to do everything else, including removing inappropriate content 
(if any), accessing radio gateways (if installed), etc. Note that different privileges can 
be configured not only for the users within a LAN, but also for those who come 
through the Internet connections, or real wireless channels, and so on. 

Furthermore, the content integrity within amateur radio wireless systems can be 
additionally protected by including various text (i.e. message) filtering mechanisms, 
commonly named m_filters. Such software devices have one function: To screen 
email server content for ‘bad’ words or otherwise inappropriate content within public 
area messages and prevent them from spreading around. It is also possible to make 
every incoming message invisible for other users, until the server administrator 
approves that a message is suitable for distribution. That means there are mechanisms 
whose role is to protect amateur radio wireless infrastructure from proliferating illegal 
intentions, ideas, and activities. We can only hope that the majority of responsible 
system operators will follow these instructions and continue building and maintaining 
wireless systems safe.  

 

 

Fig. 29. A low-privileged user has a restricted list of available commands 
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Fig. 30. A high-privileged user has a full list of available commands 

 

One of the frequently asked questions is why the amateur radio digital 
infrastructure does not use encryption of the email content. The answer is simple: 
According to international and local wireless regulations in most countries, the 
amateur radio traffic have to be ‘open’ i.e. an amateur radio station must transmit only 
the ‘clear text’. (The only exception can be the short sequence of user authentication 
by implementing passwords, such as described in this work.) The reason for that is 
probably in national security needs, because the governments want to be sure that the 
amateur radio is not used for illegal, criminal, or terrorist activities, so they can 
observe it appropriately at all times – whenever needed. In addition, the purpose of 
giving the wireless radio enthusiasts significant portions of radio spectrum is self-
education, amateur research in engineering and technology, improving existing 
software and hardware, as well as the continual preparation and training for eventual 
establishing ad-hoc networks in case of emergencies after natural disasters or 
something like that. Therefore, the most of the radio amateur traffic must remain fully 
transparent.  

Related to that, when it comes to key management for password protection, we 
remind the readers that the ‘secret strings’, ‘secret tables’, etc should never be sent 
and received by radio waves. Having in mind that the majority of email server users 
live in a relatively close area, the best way could be that the keys are distributed 
personally, for example at the amateur radio club gatherings or union conventions, or 
something similar. For sure, postal mail or Internet email could be used as an 
alternative too, but you never know if there is a third party or a man-in-the-middle 
who might be involved in those two types of communication. 

Yet another frequently asked question is how the amateur digital wireless services 
are really, basically safe and if there are significant security issues with existing 
software applications. As you have realized from the output of the tests provided in 
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this chapter, different approaches have been used by ham radio programmers. 
Generally, the starting point was that the amateur radio community is just a tiny 
percentage of the global population and that procedures of obtaining radio licenses 
usually includes a kind of a security clearance. Having those two facts in mind, as 
well as the other regulations – partly mentioned in this chapter, the general attitude is 
that the past experience has taught us that there are not (significantly frequent) 
incidents related to misusing amateur radio wireless infrastructure. That means, the 
majority of amateur wireless system administrators are rather inclined to operate 
‘open’ systems, and not enforce ‘closed’ or ‘restricted’ features that are under their 
responsibilities. However, by implementing one or more security measures combined, 
it is possibly to ensure relatively high levels of safety – regardless of eventual 
disadvantages in particular applications. For example, if a system administrator thinks 
that a lack of encrypted password mechanism in his or her email server appliance is a 
safety issue, then a message ‘held’ mechanism could be enforced locally, which 
means that no message would be disseminated without the operator’s consent. Similar 
kinds of synergy can be considered before or after eventual incidents happen.  

On the side of end-user programs there is a mixed situation. As we saw, some 
client programs, such as WinPack, support MD2 procedure, whereas some 
node/server programs, such as FPAC, support MD5 mode. As a result, using 
encrypted passwords does not work in all combinations so the workarounds have to 
be made – by either entering passwords manually, or something else. Therefore, 
additional efforts in programming new features that would be mutually compatible 
would be highly appreciated. 

6 Conclusion 

The examples given in this chapter intended to inform students, teachers and other 
newcomers to the exciting world of amateur wireless radio that many counter fighting 
measures can be successfully implemented against potential would-be 'ham pirates'. 
As you learned here, there exist varieties of methods that help our daily amateur 
radioactivity to be safer and remain protected. Depending on ideas in the amateur 
radio programmers' community, there appear various principles for making 'ham' 
digital communications even more secure. Some approaches might be more suitable 
with specific server and client software; the others are universal. 

Therefore, we want to encourage the readers to explore new horizons by their own, 
because there is not much literature on this topic available. Final tips and reminders: 

System administrators who do not have many users of their email servers (and even 
less password-protected users), would do the best if implement the simplest security 
mechanism of a secret 'large string'. Whenever needed – if proven to become 
compromised or even better in regular intervals, the content of the string can be fully 
replaced or slightly modified (as described in this chapter). 

Those 'sysops' who want to experiment with approaches that are more complex and 
whose customers use newer communicating programs shall test the feature of monthly 
'secret tables'. At first, you can try to use the same 'large string' as a foundation for the 
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daily lines within the secret table. If it proves not to be safe enough (i.e. because of 
just a few elements in a row), you can try with longer daily lines. Make some more 
tests and compare the results. 

If the password-protected users are equipped with communicating software that 
integrate automated safety routines (such as MD algorithms), use it whenever 
possible, because the computing process itself would be efficient enough and fully 
transparent for your end-users. 

If you and your collaborating neighboring partner(s) implement newer versions of 
Protus tools, enable some of available automatic BBS-to-BBS modes for 
corresponding servers’ callsigns. Following that method, you would not need to 
replace the content of the secret key for very long periods of time. 

Keep an eye on daily routines in mailbox activities of your new users, to get 
familiar with their behavior and practice. In addition to that control, keep them always 
informed about the existence of the safety facilities you have implemented within 
your server. 

Get familiar with the safety lessons within the amateur radio classes and courses in 
your area. Advise their lecturers about the safety measures, which are the counter 
fighting methods against poorly educated beginners in the 'ham' radio community. 

Should you, as a scholar or student, consider implementing the amateur radio 
technology in your educational environment, you do not have to be a computer 
expert! If you can read operating manuals and follow instructions, you can easily 
become an active packeteer. "Like any other facet of Amateur Radio, you're going to 
have to learn some new concepts, but that's part of the enjoyment", says Steve, 
WB8IMY [6]. Other authors noted that too, long ago. As Lucas, Jones and Moore [7] 
suggested, the amateur wireless radio brought benefits to various social groups and 
individuals who had links to the educational environment. We focus on stimulating 
students and teachers for adopting amateur radio in their daily activities with 
computing and wireless technologies. The best way might be adding radio data 
communications to our scholarly computer rooms. That means, an amateur radio BBS 
in your school might provide a useful ‘gateway’, a corridor to a school's LAN for 
those parents who already belong to the amateur radio community (or vice versa). By 
exploring such infrastructure on your own, you would attract other technology 
enthusiasts from your nearest academic community because 'ham radio' has already 
found its place at many universities. 

Inclusion of described and other amateur radio experiments within an educational 
environment may help to increase interest in youths and young adults for information 
and communication technology career. As recent articles reported, in the information 
economy technical literacy is a prerequisite for many occupations, even beyond 
technology positions [8]. We can add that serious stepping into the ‘ham’ radio can be 
a trigger for advancing existing careers, including widening social circuits among 
‘radioactive’ professionals, students and scholars alike. 
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Key Terms & Definitions 

Amateur Radio: Also known as ‘ham radio’, and similar to terms of ‘radio 
communication’ and ‘wireless radio’. It is a century-old activity in voluntary 
experimenting with radio waves, and exploring communications with other parts of 
the globe on a non-profit basis and by using advantages over commercial services, 
such as low cost, independence of official infrastructure, etc. Besides that, nowadays 
the radio amateurs are involved in emergency services world-wide, as a way of 
establishing ad-hoc communicating systems after natural disasters, such as tornadoes, 
earthquakes and floods. 
 
AMUNET: This acronym stands for the AMateur radio University computer 
NETwork, which is a proposed name for the wireless network of an amateur radio 
bulletin board system at a local university, including one or more amateur radio 
'digipeaters', and one or more end-user computers in surrounding schools' computer 
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labs, teachers’ offices, and homes of students and their parents. The acronym can 
replace the terms with similar or corresponding meanings, such as ‘packet-radio 
network’, ‘ham packet net’, etc. AMUNET is associated with amateur radio, packet-
radio, and computer communication. 
 
Authentication: A process or a procedure of checking if a user of an e-mail server or 
other technical infrastructure (such as a radio-relay system, etc., in the context of this 
chapter), is allowed - or is not allowed to access a remote system and use its 
resources. Authentication can be implemented for all users (closed systems), or for 
specific users (open systems). In addition, authentication is performed for checking if 
incoming “ordinary” users are authorized for advanced and restricted operations 
within the protected systems, such as system administration. 
 
BBS: An electronic Bulletin Board System, a software that usually operates on a 
personal computer equipped with one or more telephone lines, amateur radio stations 
and Internet connections, to provide communication between remote users such as 
electronic mail, conferences, news, chat, files and databases. Also known as ‘message 
board’ or ‘mailbox’, and is similar to the term of ‘e-mail’. 
 
Challenge: The first part in the authenticating process when a remote system asks an 
incoming user to authorize himself or herself, by sending him or her specific 
alphanumeric string, which is expected to be responded by sending back a unique and 
proper “response”. 
 
Computer: An electronic device that hosts communicating or other software. Here it 
is associated with terms of hardware, computer network(s), operating system(s), 
computer science, computer labs, etc.  
 
Educator: Also known as a teacher, professor, instructor, trainer. That is a person 
who transfers knowledge to the audience, shares knowledge with peers, experiments 
with new technologies, etc. 
 
Experiment: A term similar with ‘test’, ‘probe’, ‘simulation’, etc. In the context of 
this manuscript, it is associated with exploring new approaches to existing or 
incoming new technologies, etc. Experiments are used to get practical results in 
school laboratories, for example to test different models in security & privacy in 
computer networks and wireless systems in order to implement better protective 
measures, etc. Experiments can be done after school hours, by using inexpensive, 
older computers. 
 
Gateway: A gateway is a computer that connects two different networks together. 
The gateway will perform the protocol conversions necessary to go from one network 
to the other. For example, a gateway could connect a local area network (LAN) of 
computers in the school to the Internet. In addition, an amateur radio BBS might 
provide a gateway for the school's LAN to the 'air', or vice versa.  
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Packet radio: A communication mode between the amateur radio stations where 
computers control how the radio stations handle the traffic. The computers and 
attached modems organize information into smaller chunks of it – often referred as 
'packets' of data, and route the packets to intended destinations. Also known as 
‘AX.25’, although that term references to the ‘Amateur [variant of] X.25’ protocol. It 
is also similar to the terms such as ‘amateur [digital] radio’, ‘computer [radio] 
communication’, and ‘AMUNET’. 
 
Password: A secret word, a sentence, or a string of random alphanumerical characters 
that is usually negotiated between end-users and system operators of email servers or 
other radio infrastructure. The secret content has to be sent, either as a clear or 
ciphered text, to the other end of a communication channel, before a user is authored 
to perform activities within the protected system. Sometimes the password is referred 
as the term ‘key’, such as in ‘key management’, ‘key exchange’, etc. 
 
Remote Access: The ability to access a technical device (E.g. a computer running as 
the BBS, etc.) from outside a building in which it is installed. Remote access requires 
communications hardware, software, and actual physical links. Different users can 
have different access rights (user permissions) associated with their account on a BBS 
or a radio-relay system.  
 
Repeater: In radio communications, a repeater is a device that amplifies or 
regenerates the signal in order to extend the distance of the transmission. Repeaters 
are available for both analog (voice) and digital (data) signals. 'Digipeater' is the 
common name for a digital repeater. The term is also known as a ‘radio-relay’ station. 
 
Response: The second part in the authenticating procedure when an incoming user 
authorizes him or her as a valid user of a remote system, by sending back a specific 
alphanumeric string, which must uniquely correspond to a “challenge” – a string of 
characters previously received from the remote station. 
 
Student: Also known as pupil, learner, scholar, etc. That is a person who is associated 
with schools, universities, learning and studying activities and procedures, and who 
obtains knowledge and acquires new skills by interacting with teachers, professors, 
instructors and other educators. 
 
Sysop: It is a short name for Systems Operator. That person operates and maintains 
an amateur radio BBS or a repeater. Some sources refer to the sysop as "system 
administrator". 
 
University: A working space intended for learning-studying, teaching, and 
researching. Similar to the term of ‘academia’, although in this manuscript’s context it 
represents all kinds of educational environments – where interests of students, 
teachers, parents and others join together. It is associated with educators, students, 
experiments, computer labs, etc. 
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Appendix A 

The following content is the functional part of USERS.PRT – the configuration file of 
the Protus c_filter, such as we used in Experiment 1. Although the same file includes 
password parameters for various users, for the sake of clarity we left here only the 
callsign of a user who participated in a particular experiment. Please take attention to 
the value of parameter in bold_italic. 

 

######################################################### 
#   {PROTUS-4.0}     ###    Fichero de usuarios         # 
######################################################### 
# Cada bloque tiene el siguiente formato: 
#   INDICATIVO 
#   PUERTO   MODO    PASSWORD (Max. 260 caracteres) 
#   -------- 
# 
# El parametro "modo" puede tomar los valores: 
#   1 =>  ACCESO LIBRE              (ABIERTO / OPEN) 
#   2 =>  MENSAJE Y DESCONEXION     (CERRADO / CLOSED) 
#   3 =>  EXCLUIDO                  (EXCLUIDO / EXCLUDED) 
#   4 =>  PASSWORD FRASE            (FRASE / FIXED) 
#   5 =>  PASSWORD NORMAL           (NORMAL) 
#   6 =>  PASSWORD MD2/MD5          (MD / MD2) 
#   7 =>  PASSWORD TABLA            (TABLA / TABLE) 
#   8 =>  BBS                       (BBS) 
#   9 =>  PASSWORD TIPO FLEXNET     (FLEXNET) 
#  10 =>  PASSWORD FORWARD BBS MD2  (FORWARD) 
#  11 =>  SOLO LECTURA              (SOLOLEER / READONLY) 
#  12 =>  MANTENER MENSAJES EN HOLD  (RETENIDOS / HOLD) 
#  13 =>  PASSWORD FORWARD BBS MD5  (FORWARD5) 
# 
# Validos comodines "*" en indicativo y puerto. 
######################################################### 
# 
YT7MPB-0 
2   5 
umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpi
voirakijuumoransamodkaf 
-------- 
# 
# Fin del fichero de usuarios. 
######################################################### 
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The following content is the functional part of BBS.TXT – the script WinPack used 
for establishing telnet connection to FBB email server, as performed in Experiment 1. 

 

; All lines in script files that start with ';' are ignored. 
;  
; This script file - BBS.TXT - ***MUST*** do nothing else other 
; than make a connection to your local BBS and then leave 
you at 
; the BBS prompt. It is used in auto-connects. 
; 
; The hot key. 
HOTKEY F2 
; The title. 
TITLE Connect to the local BBS 
; Send the command to connect to my local BBS. 
SEND c 192.168.0.1:6300 
; Wait for the connection to be established. If you get a 
very fast 
; connection to the BBS, you may find you need to remove 
the WAITCON 
; otherwise the BBS prompt may be missed. 
WAITCON 
SEND .$MYCALL 
SEND test 

Appendix B 

The following content is the functional part of USERS.PRT – the configuration file of 
the Protus c_filter, such as we used in Experiment 2. Although the same file includes 
password parameters for various users, for the sake of clarity we left here only the 
callsign of a user who participated in a particular experiment. Please take attention to 
the changed parameter in bold_italic. 
######################################################### 
#    {PROTUS-4.0}      ###    Fichero de usuarios       # 
######################################################### 
# Cada bloque tiene el siguiente formato: 
#   INDICATIVO 
#   PUERTO   MODO    PASSWORD (Max. 260 caracteres) 
#   -------- 
# 
# El parametro "modo" puede tomar los valores: 
#   1 =>  ACCESO LIBRE              (ABIERTO / OPEN) 
#   2 =>  MENSAJE Y DESCONEXION     (CERRADO / CLOSED) 
#   3 =>  EXCLUIDO                  (EXCLUIDO / EXCLUDED) 
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#   4 =>  PASSWORD FRASE            (FRASE / FIXED) 
#   5 =>  PASSWORD NORMAL           (NORMAL) 
#   6 =>  PASSWORD MD2/MD5          (MD / MD2) 
#   7 =>  PASSWORD TABLA            (TABLA / TABLE) 
#   8 =>  BBS                       (BBS) 
#   9 =>  PASSWORD TIPO FLEXNET     (FLEXNET) 
#  10 =>  PASSWORD FORWARD BBS MD2  (FORWARD) 
#  11 =>  SOLO LECTURA              (SOLOLEER / READONLY) 
#  12 =>  MANTENER MENSAJES EN HOLD (RETENIDOS / HOLD) 
#  13 =>  PASSWORD FORWARD BBS MD5  (FORWARD5) 
# 
# Validos comodines "*" en indicativo y puerto. 
######################################################### 
# 
YT7MPB-0 
2   7   
umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpi
voirakijuumoransamodkaf 
-------- 
# 
# Fin del fichero de usuarios. 
######################################################### 
 
 

The following content is the functional part of BBS.TXT – the script WinPack 
used for establishing telnet connection to FBB email server, as performed in 
Experiment 2. 
 

; All lines in script files that start with ';' are ignored. 
;  
; This script file - BBS.TXT - ***MUST*** do nothing else other 
; than make a connection to your local BBS and then leave you at 
; the BBS prompt. It is used in auto-connects. 
; 
; The hot key. 
HOTKEY F2 
; The title. 
TITLE Connect to the local BBS 
; Send the command to connect to my local BBS. 
SEND c 192.168.0.1:6300 
; Wait for the connection to be established. If you get a 
very fast 
; connection to the BBS, you may find you need to remove 
the WAITCON 
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; otherwise the BBS prompt may be missed. 
WAITCON 
SEND .$MYCALL 
SEND test 

Appendix C 

The following content is the functional part of USERS.PRT – the configuration file of 
the Protus c_filter, such as we used in Experiment 3. Although the same file includes 
password parameters for various users, for the sake of clarity we left here only the 
callsign of a user who participated in a particular experiment. Please take attention to 
the changed parameter in bold_italic. 
 

######################################################### 
#    {PROTUS-4.0}      ###     Fichero de usuarios      # 
######################################################### 
# Cada bloque tiene el siguiente formato: 
#   INDICATIVO 
#   PUERTO   MODO    PASSWORD (Max. 260 caracteres) 
#   -------- 
# 
# El parametro "modo" puede tomar los valores: 
#   1 =>  ACCESO LIBRE              (ABIERTO / OPEN) 
#   2 =>  MENSAJE Y DESCONEXION     (CERRADO / CLOSED) 
#   3 =>  EXCLUIDO                  (EXCLUIDO / EXCLUDED) 
#   4 =>  PASSWORD FRASE            (FRASE / FIXED) 
#   5 =>  PASSWORD NORMAL           (NORMAL) 
#   6 =>  PASSWORD MD2/MD5          (MD / MD2) 
#   7 =>  PASSWORD TABLA            (TABLA / TABLE) 
#   8 =>  BBS                       (BBS) 
#   9 =>  PASSWORD TIPO FLEXNET     (FLEXNET) 
#  10 =>  PASSWORD FORWARD BBS MD2  (FORWARD) 
#  11 =>  SOLO LECTURA              (SOLOLEER / READONLY) 
#  12 =>  MANTENER MENSAJES EN HOLD (RETENIDOS / HOLD) 
#  13 =>  PASSWORD FORWARD BBS MD5  (FORWARD5) 
# 
# Validos comodines "*" en indicativo y puerto. 
######################################################### 
# 
YT7MPB-0 
2   6   
umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpi
voirakijuumoransamodkaf 
-------- 
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# 
# Fin del fichero de usuarios. 
######################################################### 

 

The following content is the functional part of BBS.TXT – the script WinPack used 
for establishing telnet connection to FBB email server, as performed in Experiment 3. 
Please take attention to the new parameter in bold_italic. 

 

; All lines in script files that start with ';' are ignored. 
;  
; This script file - BBS.TXT - ***MUST*** do nothing else other 
; than make a connection to your local BBS and then leave you at 
; the BBS prompt. It is used in auto-connects. 
; 
; The hot key. 
HOTKEY F2 
; The title. 
TITLE Connect to the local BBS 
; Send the command to connect to my local BBS. 
SEND c 192.168.0.1:6300 
; Wait for the connection to be established. If you get a 
very fast 
; connection to the BBS, you may find you need to remove 
the WAITCON 
; otherwise the BBS prompt may be missed. 
WAITCON 
SEND .$MYCALL 
SEND test 
RUN MD2PASS 

The following content is the functional part of MD2PASS.CFG – the script that 
WinPack used for computing a response to a FBB’s challenge, as performed in 
Experiment 3.  

 

;Lines starting with a ';' and blank lines are ignored. 
; 
;Your MD2 password string. 
;RogerBarker79SouthParadeBostonLincsPE217PN 
umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpi
voirakijuumoransamodkaf 
;Some text from the prompt the BBS sends in the password 
line. 
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;E.g. My test BBS sent "PASSWORD DE GB7IDE> [1234567890]", 
so I used:- 
PASSWORD 

Appendix D 

The following content is the functional part of USERS.PRT – the configuration file of 
the Protus c_filter, such as we used in Experiment 4. Although the same file includes 
password parameters for various users, for the sake of clarity we left here only the 
callsign of a user who participated in a particular experiment. Please take attention to 
the changed (deactivated) parameter in bold_italic. 

 

######################################################### 
#    {PROTUS-4.0}      ###       Fichero de usuarios    # 
######################################################### 
# Cada bloque tiene el siguiente formato: 
#   INDICATIVO 
#   PUERTO   MODO    PASSWORD (Max. 260 caracteres) 
#   -------- 
# 
# El parametro "modo" puede tomar los valores: 
#   1 =>  ACCESO LIBRE              (ABIERTO / OPEN) 
#   2 =>  MENSAJE Y DESCONEXION     (CERRADO / CLOSED) 
#   3 =>  EXCLUIDO                  (EXCLUIDO / EXCLUDED) 
#   4 =>  PASSWORD FRASE            (FRASE / FIXED) 
#   5 =>  PASSWORD NORMAL           (NORMAL) 
#   6 =>  PASSWORD MD2/MD5          (MD / MD2) 
#   7 =>  PASSWORD TABLA            (TABLA / TABLE) 
#   8 =>  BBS                       (BBS) 
#   9 =>  PASSWORD TIPO FLEXNET     (FLEXNET) 
#  10 =>  PASSWORD FORWARD BBS MD2  (FORWARD) 
#  11 =>  SOLO LECTURA              (SOLOLEER / READONLY) 
#  12 =>  MANTENER MENSAJES EN HOLD (RETENIDOS / HOLD) 
#  13 =>  PASSWORD FORWARD BBS MD5  (FORWARD5) 
# 
# Validos comodines "*" en indicativo y puerto. 
#########################################################
############### 
# 
YT7MPB-0 
#2   5   
umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpi
voirakijuumoransamodkaf 
-------- 
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# 
# Fin del fichero de usuarios. 
######################################################### 

 

The following content is the functional part of BBS.TXT – the script WinPack used 
for establishing telnet connection to FBB email server, as performed in Experiment 4. 
Please take attention to the now inactive parameter in bold_italic. 

 

; All lines in script files that start with ';' are ignored. 
;  
; This script file - BBS.TXT - ***MUST*** do nothing else other 
; than make a connection to your local BBS and then leave you at 
; the BBS prompt. It is used in auto-connects. 
; 
; The hot key. 
HOTKEY F2 
; The title. 
TITLE Connect to the local BBS 
; Send the command to connect to my local BBS. 
SEND c 192.168.0.1:6300 
; Wait for the connection to be established. If you get a very fast 
; connection to the BBS, you may find you need to remove 
the WAITCON 
; otherwise the BBS prompt may be missed. 
WAITCON 
SEND .$MYCALL 
SEND test 
#RUN MD2PASS 

The following content is the functional part of MD2PASS.CFG – the script that 
WinPack used for computing a response to a FBB’s challenge, as performed in 
Experiment 4. Please take attention to the changed parameters in bold_italic. 

 

;Lines starting with a ';' and blank lines are ignored. 
; 
;Your MD2 password string. 
;RogerBarker79SouthParadeBostonLincsPE217PN 
umoransamodkafanavolimpivoirakijuumoransamodkafanavolimpi
voirakijuumoransamodkaf 
;Some text from the prompt the BBS sends in the password line. 
;E.g. My test BBS sent "PASSWORD DE GB7IDE> [1234567890]", so 
I used:- 
;PASSWORD 
YT7MPB-4 
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Appendix E 

The following content include the steps we used in configuring Linux amateur radio 
networking with an intention to enable a FPAC node to be visible (and accessible) 
from within mixed LAN environments that include amateur radio nodes running 
under MS Windows, such as BPQ32 nodes – examined in our earlier experiments. For 
the sake of simplicity in this tutorial chapter, we wanted to have a situation in a 
computer LAN that would simulate a real amateur radio infrastructure, including time 
delay in between two nodes, etc. To achieve that goal, we decided to implement so-
called bpq (or precisely bpqether) protocol in the LAN, partly because it is a ‘native’ 
one for Windows-based computers running BPQ32 nodes. In opposite, FPAC seemed 
to be dedicated to so-called rose protocol that is not fully compatible with BPQ32. 
However, Linux supports configuring bpq ports on Ethernet cards in the LAN, in a 
way that usual Ethernet interfaces, known as eth0, eth1, etc. can be adopted to become 
bpq0, bpq1, etc. interfaces accordingly. In our scenario, see the Figure 31, we had two 
Ethernet cards on our Linux node, so we configured them (by using the first set of 
commands, ifconfig) to exchange amateur radio traffic with two BPQ32-equipped 
computers, wired by those two networking cards. The second set of commands, 
nrattach, we used to provide automatic visibility of both the node (netrom) and email 
server (netbbs) in the rest of our Windows-based network. Finally, to make all that 
working, we started appropriate ‘daemons’ (background services) in Linux, which are 
ax25d, netromd, as well as fpac.sh script. Once again, for the sake of simplicity, we 
entered all those commands one-after-another, although it might be suitable to put all  
 

 

Fig. 31. Configuring amateur wireless networking in Linux environment 
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of them into a file that activates all of them at the system boot. The only disadvantage, 
or better to say a ‘collateral damage’ in our approach we found in eventual disabling 
the primary functions in our network interfaces eth0, eth1, etc. – so after having 
newly established amateur radio traffic within the LAN, nothing else remained 
available (such as the shared Internet access in the same LAN, etc). Therefore, for re-
enabling temporarily disabled features mentioned, it would be necessary to shut down 
Linux and restart it again. (Probably it could be possible to re-enable those functions 
without system reboot, but investigating that issue is out of scope of this book.) 

Appendix F 

The following #define lines are the password options from config.h file that we 
included in our configuration of JNOS 2.0j amateur radio mailbox. (Previously those 
three options were not planned to be used, so they had a label #undef instead of 
#define.) 

#define MD5AUTHENTICATE  /* Accept MD5-Authenticated logins */ 
#define AX25PASSWORD   /* Ask ax.25 users for their passwords */ 
#define NRPASSWORD     /* Also ask NetRom users for passwords */ 
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Abstract. Mobile Ad hoc Networks (MANET) are infrastructure-less networks 
characterized by lack of prior configuration and the hostile environments. Their 
unique properties make them a natural candidate for situations where unplanned 
network establishment is required. However this flexibility leads to a number of 
security challenges. Security in MANET is a very complex job and requires 
considerations on the issues spanning across all the layers of communication 
stack. This chapter reviews the security problem in MANET. It provides an 
updated account of the security solutions for MANET with detailed discussions 
on secure routing, intrusion detection system and key management problems. 
The chapter is concluded with a comprehensive security solution for MANET. 

Keywords: active attacks, COINS, cross-layer security, intrusion detection, key 
management, MANET, passive attacks, secure routing, threshold cryptography, 
trust management. 

1 Introduction 

Information security has been a significant issue for mankind. During the early days, 
different kinds of steganographic techniques were used for securing the information. 
These techniques were based on hiding the data through invisible inks, wax tablets 
and microdots etc. [1]. With the advent of computer networks, the importance of 
security grew further. The emergence of wireless networks present new security 
threats. Different types of security protocols and algorithms were thus developed. The 
last few years have witnessed the emergence of modern form of computing gadgets. 
At the same time, advanced forms of connectivity mediums (Blue-tooth, WIMAX 
etc.) have been proposed. These advancements give rise to the flexibility of network 
creation on the fly. Such networks called Mobile Ad hoc Network (MANET), are 
infrastructure-less network comprising of an autonomous collection of mobile routers 
connected by wireless medium [2]. These networks have dynamic and constantly 
varying topology. Nodes can join and leave the network any time and the links are 
created and broken dynamically. The distinctive attributes of MANET has made it 
useful for a large number of applications. Fig. 1 shows some of the applications of 
MANET. These applications include various types of commercial (intelligent 
transportation system, ad hoc gaming, smart agriculture) and non-commercial 
applications (military application, disaster recovery, wild life monitoring) etc.  
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Fig. 1. Applications of MANET 

To truly realize the applications of MANET, a large amount of research efforts are 
underway. These efforts attempt to address the research issues of MANET. For example, 
at the physical layer there are issues related to MAC protocol design and access control. 
Due to the wireless nature of the medium, two nodes that are not in each other 
communication range can simultaneously transmit the message to same source (hidden 
node problem). Similarly, two nodes in each other communication range can 
unnecessarily delay the transmission, even though their simultaneous transmission doesn’t 
cause any collision (exposed node problem). As the nodes and the links in MANET are 
highly dynamic, novel routing mechanisms are required at network layer that can cope 
with the frequent topological changes and that utilize techniques to avoid routing loops, 
false routes etc. Due to the infrastructure-less nature of MANET, addressing protocols are 
also required that can dynamically assign and manage the address space. At the transport 
layer, there are protocol design issues, as the TCP congestion avoidance algorithm leads to 
very poor through put in dynamic networks. There are also issues at application layer like 
design of novel applications, service discovery and data management problems. A number 
of cross-layer research issues are also under investigation. Table 1 summarizes various 
research issues in MANET. Rest of the sections focuses on security problem in MANET. 
Interested readers can refer to [3] for a detailed discussion on research issues on MANET.  

2 A Overview of Security Issues in MANET  
and Countermeasures 

Among the various research issues of MANET, security is considered the  
most difficult job. It demands attention to a number of new research challenges.  
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Table 2 summarizes the security challenges in MANET in contrast to traditional 
systems. To address the security challenges, various solutions have been proposed. 
Survey of various security solutions for MANET have been provided in [4-7]. 
However, the need for an updated survey on MANET is desired. This research 
provides an updated account of currently available security solutions for MANET. 
The survey specifically ponders over the security solutions for routing, key 
management and intrusion detection in MANET. In addition, it provides a new 
classification for secure routing, key management and intrusion detection systems 
proposed in recent past for MANET. 

Table 1. Research Issues in MANET 

Physical Layer Network Layer Transport Layer Application Layer 

Antenna Design Routing Protocol Design Service Discovery 

Access Control IP Address Assignment  Data Management 

Interference Gateway   

MAC Addressing Multicasting   

 Clustering   

Power Management 

QoS 

Standards 

Security 

Table 2. Security Challenges in MANET 

Challenge Description 

Wireless link Open and physically accessible to everyone, prone to bit 

errors/interference 

Lack of secure boundaries Adversaries can easily join and become part of the network 

Infrastructure-less There are no specific infrastructure for addressing, key distribution, 

certification etc. 

Nodes limitation As the nodes have limited capabilities, their availability can easily be 

compromised 

Link limitation Cooperation based security algorithms must consider the bandwidth 

limitation associated with links 

Multi-hop routing As the nodes are dependent on each other for routing, adversaries can 

generate fabricated routes to create routing loops, false routes etc. 

 

Before proceedings towards the discussion, we start with an overview of known 
security attacks on MANET. We will discuss active and passive attacks possible at 
various layers of protocol stack. An active attack is a type of attack where an attacker 
gets access to the medium of communication and modifies or disrupts the 
transmission. For example, Denial of Service (DoS) attack attempts to overwhelm a 
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target machine (via sending huge number of communication requests), so that the 
victim can’t respond to legitimate requests of other hosts. A passive attack only 
observes the ongoing transmission but doesn’t alter or disrupts any activity. A 
common example is traffic analysis of the snooped data to discover passwords and 
confidential information of other users. Active attacks usually target integrity and 
availability of system while passive attack tries to break the confidentiality of the 
security system. Following section discusses some of the known attacks and the 
countermeasures for these attacks. 

2.1 Physical Layer Attacks 

Physical layer is the lowest layer of TCP/IP. It is responsible for encoding the data, 
converting into signals and transmission at the other end. Being the lowest layer of 
protocol stack, it is vulnerable to various types of security threats. The easiest attack 
on this layer is signal jamming, where the hacker uses a jamming device to tune to the 
frequency of the nodes on the network. The jammer then generates a constant and 
powerful noisy signal that suppresses other messages on the network. To counter this 
attack, spread spectrum techniques are recommended that changes the frequency of 
the signal or spread the energy of the signal to a wider spectrum. For example, in 
Frequency Hopping Spread Spectrum (FHSS), the sender switches the carrier from a 
set of available carriers based on a pseudo random sequence. The sender modulates 
the data signal with a sequence of random frequencies. The random frequency 
changes at regular interval of times. Both the sender and receiver are synchronized 
such that receiver can reconstruct the original signal. However, an attacker can jam a 
wide frequency band which makes the FHSS ineffective. In Direct Sequence Spread 
Spectrum (DSSS), the signal is spread across a frequency band using a spreading 
code. The complexity associated with DSS however, limits its practicability in 
networks with low capability devices. 

MANET is often deployed in hostile settings like war zone, disaster recovery etc. It 
is possible that an adversary can get physical access to the device and then temper the 
device. An attacker can also gain physical access to the chip of the node, if the nodes 
are not locked properly. Using different techniques, the network information 
maintained in the chip can then be decoded and can be used to set off various security 
attacks. The physical security of mobile devices can be enforced to some extent by 
using some security modules like smart cards that requires PIN codes or biometrics 
for access. 

2.2 Link Layer Attacks 

IEEE 802.11 is considered as the key enabler for MANET. However, the vulnerabilities 
associated with this standard can be exploited for different types of security attacks. For 
example, the malicious node can exploit the exponential back off feature of IEEE 
802.11 protocol by sending the data continuously on the medium. This makes the 
medium busy and other nodes don’t get opportunity to send their data. A malicious node 
can also send RTS/CTS packet with large amount of data for unlimited period of time. 
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This attack called indefinite postponement problem can jeopardize the network, as the 
nodes on the network are required to wait indefinitely for their turn. Also, if a normal 
node is sending RTS/CTS packet, malicious node can know that for a particular period 
of time, another node will be sending data. During that time, an attacker can the inject 
errors on the medium by means of wireless interference. This problem can be addressed 
by using error correcting codes. However, their usage leads to more control overhead. 
Several vulnerabilities of WEP (use of static keys, small key size and small initialization 
vector) can also be exploited by attackers for compromising the integrity and privacy of 
the data. Traffic analysis at link layers are also possible that can be prevented by 
encryption and traffic padding etc. 

Various types of DoS attacks are also possible on wireless medium. In the single 
adversary attack, the malicious node attempts to exhaust the battery of the victim 
node as well as eating up the channel capacity. For this purpose, the attacker sends 
large volume of data to the victim node which brings down the availability of the 
victim node. In the colluding adversary attack, two or more malicious node sends 
large volume of data to each other making the transmission channel occupied and 
unavailable for other nodes on the network. To counter these attacks, a possible 
approach is to limit the data rate of nodes. A node is allowed to a send a data rate that 
must not exceed a threshold value. An alternative approach is to use Time Division 
Multiplexing, where a fixed time slot is allocated for every node to transmit its data. 
This approach can also solve the indefinite postponement problem in the exponential 
back off algorithm. Intrusion detection system running at the link layer and 
monitoring for misbehaviors can also resolve some of the security attacks at the link 
layer. 

2.3 Routing Layer Attacks 

One of key distinction of MANET is their multi-hopped routing feature. Nodes are 
required to route their packets through possibly unknown nodes. Intermediate nodes 
can add, modify, delete or unnecessarily delay the forwarding of packets. For 
example, in source routing protocols like DSR, a malicious intermediate node can 
temper the source route during route discovery/maintenance phase. Hence, several 
types of attacks are possible during route discovery, maintenance and packet 
forwarding phase. 

For example, a node can launch routing table overflow attack by sending huge 
volume of false routes to overflow the neighbors. The result is that routing tables are 
occupied with fake routes and new genuine routes are unable to get established. A 
malicious node can poison the routing cache of neighbors by advertising false routes 
that can be heard by neighbors to update their routing tables. For example, in AODV, 
an attacker can advertise a fake route with smallest hop count and with a fresh 
sequence number. Other nodes considering this as a genuine route can invalidate their 
old routes. During route maintenance phase, an attacker can send fake route error 
messages that can cause the initiation of expensive route maintenance operation. 
Several advanced form of attacks are also possible. These include black hole attack, 
worm hole and byzantine attacks etc. In black hole attack, a node shows its interest in 
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forwarding a packet towards a destination during route discovery phase. The attacker 
rushes during route discovery to ensure a route is established through it. Later on in 
the forwarding phase, it drops the packet intended for the destination. A more severe 
form of attack is when the malicious node tempers the packet as well. The end result 
is a very low packet delivery ratio. In a wormhole attack, an attacker creates a tunnel 
with another attacking node. All the packets through the first attacker are tunneled to 
the second attacking node which then sends the packet through normal path ahead. 
These attacks can compromise the currently on-demand routing protocols. In 
byzantine attack, an individual or a set of colluding nodes works in cooperation to 
perform attacks like dropping or modifying packets, creating routing loops, poisons 
the cache etc. 

To avoid the network layer attacks, various generalized strategies have been 
proposed in literature. For example, packet leashes can be added to the routing packet 
to restrict its transmission beyond some constraints. A temporal leash specifies the 
time a packet should take to reach to the destination, thus avoiding wormhole attacks. 
Specialized routing protocols have been proposed to resolve modification (SEAD), 
replay (SRP) and repudiation attacks (APALLS) etc. in MANET. Various network 
intrusion detection systems have been proposed that detects malicious actions on the 
network and isolate the identified intruders on the network. 

2.4 Transport Layer Attacks 

The transport layer is vulnerable to the same vulnerabilities in MANET as the 
classical networks. The problem raises severity owing to the limited resources of 
MANET. Nodes can launch acknowledgment spoofing attacks by generating false 
acknowledgment with large window size. The source will then send data 
corresponding to the size of window which can cause congestion as well as 
exhausting the resources of victim. Other forms of attacks can be done by 
acknowledgment replay, jamming acknowledgments, sequence number alteration, 
connection request spoofing. To address these problems, there have been several new 
versions of transport layer protocols proposed in literature. For example, the 
Transport Layer Security (TLS) / Secure Socket Layer (SSL) are generally 
recommended for securing transport layer communication. TLS/SSL is based on 
public key cryptography and it helps in preventing masquerading and replay attacks.  

2.5 Application Layer Attacks 

Different types of attacks are possible at the application layers as well. There are 
threats by malicious software (viruses, worms, Trojan) as well as from insider nodes. 
Use of firewalls can solve some of these issues. However, firewalls are not resistant 
against repudiation attack, where a malicious node denies an operation it has 
performed. In addition, insider attacks can’t be addressed by the firewalls. Intrusion 
Detection Systems (IDS) can be used as a second line of defense in such situations. 
Table 3 summarizes various types of security attacks on MANET at different layers 
and the countermeasures that can be used to protect against these attacks. Besides the 
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attacks listen in the table, a number of cross-layer security issues also exist for 
MANET. One such issue is the secure and reliable discovery of service in MANET. 
Service discovery in MANET can be performed at application layer as well as 
network layer. It can suffer from various types of attacks (DoS, Byzantine attacks). 
Different secure service discovery protocols have been proposed in literature [8]. 
Various types of attacks to the cryptographic mechanisms are also possible [4]. For 
example, most of the cryptography algorithms are based on random numbers. 
However, the random numbers generated by computer programs are not truly random. 
This pseudo randomness can be exploited by attackers to predict the next and future 
numbers and pose pseudo random attack. The digital signature attack can also be 
initiated by an attacker. The attacker can use the signature and previously signed 
message of a victim to fake another message signature. 

Table 3. Security attacks on MANET 

 Passive Attacks Active Attacks Solutions 

Physical Layer  

 

 

 

Eavesdropping 

Traffic analysis 

and monitoring 

Signal Jamming Spread Spectrum 

Link Layer  
MAC layer disruption, 

adversarial attack 

Error Correcting 

Codes 

Network Layer 

Location 

Disclosure 

Attack 

Wormhole, Blackhole, 

Byzantine, Resource 

Consumption, Routing 

Table Overflow, 

Cache Poisoning, 

Rushing attacks etc. 

Secure Routing 

Protocols 

Transport 

Layer 
 Session Hijacking 

Securing transport 

protocol using 

public key 

cryptography 

(TLS, SSL) 

Application 

Layer 
 Repudiation, Viruses Firewalls, IDS 

3 Secure Routing in MANET 

Routing is one of the major concerns in MANET. The frequent changes in the 
network make it very difficult to maintain a consistent path from source to 
destination. Three types of routing protocols for MANET have been proposed in 
literature. The proactive protocols (DSDV, WRP, and OLSR etc.) are based on 
repeated advertisement of routing information to neighboring nodes. The reactive 
protocols are based on on-demand discovery of routing path (ADOV, DSR, TORA 
etc.). The hybrid protocols (ZRP) are combination of proactive and reactive 
approaches. Secure routing in MANET is a thorny job and requires dealing with 
various types of network layer attacks as discussed in previous section. Various 
secure routing approaches have been proposed in literature. Surveys on secure routing 
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protocols have been provided in [9-12]. However, most of these surveys discuss the 
routing protocols proposed before 2005. They classify the secure routing protocols as 
preventive and reactive approaches. An updated classification of currently available 
security solutions can be done as follows: 

• protocols based on exploiting routing header information to identify malicious 
activities in the network 

• protocols based on cryptographic technique to protect routing header 
• protocols exploiting redundancy of routing Layers 
• protocols based on trust information to identify malicious activities in the 

network 
• protocols that maintain anonymity of routing entities. 

3.1 Protocols Based on Routing Header Information 

Some secure routing protocols are based on exploiting routing header information to 
identify malicious activities in the network. In this direction, [13] proposes a solution 
that identifies routing anomalies using the sequence number field of the routing 
packet. In routing protocols, a sequence number field defines the last packet received 
from a node. In case of normal routing operations, subsequent packets must have a 
higher sequence number. If a packet sequence number is less than previously received 
packet, misbehavior is suspected. In the proposed approach, two small tables are 
maintained by every node on the network. These tables help in recognizing the 
sequence number changes. The first table keeps the sequence number of the last 
packet sent to other nodes on the network. The second table contains the sequence 
number of the last received packet by a node. During route discovery, once a RREQ 
reaches the destination, a RREP is generated. The RREP carries the last packet 
sequence number received from the source. By comparing the sequence number 
carried in the reply packet with the one maintained in local tables, any sequence 
number inconsistencies can be identified. 

[14] proposes an anomaly detection approach based on a dynamic training model. 
The proposal is based on the fact that during a black hole attack, the attacking node 
changes sequence number of the RREP to a considerably large value. Hence, a black 
hole attack can be recognized by analyzing the distribution of the sequence number in 
normal and anomalous state of the network. A feature vector is devised that comprises 
of number of sent routing requests, number of replies, average difference of sequence 
number when the request was sent and when it is received. Using a training data set, 
an attack model is devised. The mean value of the feature vector is calculated using 
the training data. The Euclidean distance of an input sample from the mean vector is 
calculated. If the distance is larger than a threshold value, it is classified as a black 
hole attack. At repeated intervals, the model is updated using previous interval data as 
a training dataset.  

[15] proposes a scheme called DPRAODV to detect black hole attack based on the 
sequence number of RREP packets. If the sequence number is higher than a threshold, 
the node is marked as blacklisted. In this case, an ALARM message is generated to 
notify other nodes. To penalize the black listed node, the routing tables of the node 
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are neither updated nor are their messages forwarded. To calculate the threshold 
value, the difference between sequence number of RREP packet and the value in the 
routing table is first calculated. The average of this difference value is set to the 
threshold value. The threshold value is updated as soon as a new RREP is received. In 
this way, the model detects the black hole as well as prevents the attack in some 
cases. 

3.2 Cryptography Based Approaches 

The techniques of cryptography have also been used to provide integrity, privacy and 
non-repudiation of the routing messages. Secure Ad hoc On-Demand Distance Vector 
routing (SAODV) is an asymmetric cryptographic approach that is based on signing 
the non-mutable fields of AODV routing request headers. Intermediate nodes verify 
that the fields have not changed before creating a reverse route. After verification, the 
node broadcasts the request to neighboring nodes. Similar procedure is applied during 
the RREP message.  

Authenticated Routing for Ad hoc Networks (ARAN) is a public key cryptography 
approach for providing secure routing in MANET. Every node has a certificate issued 
by a trusted third party. For route discovery, a node generates a request packet called 
RDP comprising of the IP of the destination, source certificate, a nonce and current 
time, signed by the source private key. The intermediate nodes verify the signature 
using the previous node’s certificate (that is carried along with the request), sign the 
received message with their private key and append their own certificated with the 
message and rebroadcast. The destination generates a reply REP along the reverse 
route. The REP is signed by a node before it is forwarded to next node. The next node 
will verify the signature using the certificate of the previous node. Secure Routing 
Protocol (SRP) is a symmetric key approach based on establishing a security 
association between source and destination using a shared key. The shared key is set 
up using the other party’s public key. All the communications are then encrypted and 
decrypted using the shared key. 

Ariadne provides security over the DSR protocol using TESLA protocol. During 
route discovery, the source node generates a routing request. The request among other 
things comprises of a hash chain and a message authentication code (MAC). MAC is 
computed over the initiator, destination, id of the message and the time interval fields. 
The hash list is initialized with the MAC. The intermediate node appends its own 
address to the list of nodes (as in DSR). The node id of intermediate node is then 
appended to the current hash value and the hash value is recomputed. The MAC code 
of the whole packet is also recomputed and appended to the MAC field. Using the 
node list field of DSR, the destination verifies the integrity of the packet by 
comparing the hash value specified in the packet with its computed value.  

endairA[16] is an inspiration of Ariadne protocol that instead of verifying the 
request, verifies the route reply messages. During route discovery, the request 
contains the identifier of source, destination and the generated request. Intermediate 
node appends their identifier to the packet and rebroadcast. When the packet reaches 
the destination, a route reply is generated and sent back through the reverse route. The 
reply comprises of the id of source and destination, the accumulated route and a 



58 N. Islam and Z.A. Shaikh 

digital signature. Intermediate nodes processing the reply verify the signature and 
ensure that next and preceding nodes are its neighbors. If the verification is done 
successfully, the intermediate node also signs the reply packet and forward to the next 
node. Another inspiration of Ariadne is APALLS [17] that is designed for providing 
non-repudiable secure routing in MANET. The protocol assumes a network with a 
web server and certifying authority at the backend. During route discovery, RREQ 
includes digital signature of source, per-hop hash and an optional list of black listed 
nodes. Intermediate nodes verify the signature of the routing request. The destination 
node performs various consistency checks and then a reply RREP is generated. In 
case of any active attack in the network, a non-repudiable proof (signed packet of the 
attacker) is also generated.  

3.3 Protocols Exploiting Redundancy of Routing Layers 

These protocols make use of redundancy (multiple routing paths, routing protocols 
etc.) to ensure the delivery of a routing message through a safe path. [13] propose a 
solution in which the source node verifies the authenticity of the RREP initiator 
through network redundancy. It is an extension over AODV protocol. During route 
discovery, the node waits for more than one RREP through different paths. From the 
redundant paths, the source extracts common hops and then constructs a safest path to 
route the message. A slightly different strategy has been used in SPREAD[18]. The 
original routing message is first decomposed into small shares using threshold secret 
sharing algorithm. Multiple paths towards the source are then determined using an on-
demand routing algorithm. The routes are selected keeping into consideration the 
security levels of the node. The shares of the message are then transmitted towards the 
destination through these routes. At the destination, different shares of the message 
are then combined to generate the original message. By using the threshold secret 
sharing algorithm, it is ensured that if some share gets corrupted by malicious nodes, 
the whole message can still be reconstructed. 

[19] proposes a scheme that employs multiple routing protocols. As different 
routing protocols are prone to different types of attacks, the idea proposed is to switch 
the routing protocol upon a particular type of attack detected on the network. The 
solution detects three types of attacks: black hole, routing table overflow and sleep 
deprivation torture attack. The black hole attack is detected by watch dog 
functionality. A node that transmits a message to next node monitors that if it is 
correctly forwarded by the next node or not. The routing table overflow attack occurs 
when the nodes along a route sends unnecessarily acknowledgment to the source. By 
sending a threshold value for the number of acknowledgement packets, this attack can 
be detected. The sleep deprivation torture occurs when during route discovery a node 
sends multiple route replies to the source, thus consuming the resources of the source. 
The approach adopted for the routing overflow attack detection can also be applied 
for detecting this type of attack. Once an attack is detected, switching of the routing 
protocol is done. If there is a black hole attack detected on the network, the algorithm 
tries to switch to On-demand Secure Routing Protocol (OSRP); otherwise Secure 
Link State Routing Protocol (SLSP) is selected. 
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3.4 Protocols Based on Trust Models 

These approaches are based on maintaining trust information about other nodes on the 
network. Un-trusted nodes are disregarded during routing operation. [20] proposed an 
association based routing approach where the most secured route is selected based on 
the node’s trust value. The algorithm extends the DSR protocol. A node maintains the 
trust value of other nodes based on the packets exchanged and dropped by the nodes. 
Associations between nodes are thus defined. The association value can be un-known 
(low trust), known (nodes have exchanged some messages and have moderate trust) 
and companion (high trust levels as nodes have exchanged lot of message in past). 
During route discovery, multiple route replies are received from the nodes, as in DSR. 
The route replies are sorted by trust ratings. The most trusted route is then selected by 
the source node based on the trust values of the intermediate nodes.  

[21] proposed a trust model for secure routing. The trust vector is based on nodes 
experience, knowledge and recommendation of some other node x in the network. 
The experience is defined as the ratio of the number of packets forwarded by x to the 
number of packets transmission x is responsible for. The knowledge parameter is the 
probability that the data packet will be successfully transmitted between the nodes. 
The recommendation parameter is based on the recommendation information about x 
provided by other nodes of the network. Based on these parameters, a trust routing 
scheme has been proposed. During route discovery, a node sends the trust information 
about preceding node along with route request. This ensures the spread of trust 
information across the whole network. Using the available trust information, the 
proposed approach ensures the selection of a route with the highest trust value.  

[22] presents a secure routing scheme using trust levels. The ratio of the ‘difference 
between beacons received and transmitted’ to the ‘beacons received by the node’ is 
calculated. Based on this ratio, the nodes are sorted in descending order. The first one 
third of the nodes in the list is classified as ally, the next one third as associate and the 
last as acquaintance. During routing, a node selects the best neighbor (with the same 
trust level) and sends it the packet. The neighbor then selects the best node (with the 
same trust level) and propagates the request ahead. This process continues until the 
packet is received by the destination. 

3.5 Anonymous Routing 

Anonymous routing protocols are based on the concept of onion routing. The routing 
messages are repeatedly encrypted like layers of onions. The intermediate nodes 
remove a layer of message, see the routing instructions and forward the message to 
next nodes. In this way, anonymity of the routing entities is preserved. ANODR[23] 
was the first anonymous routing protocol proposed for MANET. It is assumed that 
source and destination shares a secret key. During route discovery, the source 
generates a trapdoor identifier by encrypting a message “you are destination” with the 
the shared key. The route request contains: sequence number, trapdoor identifier 
(using secret key), a one-time public key and an onion structure. Onion structure 
comprises of successive encryption of a message “you are source” using secret keys 
of intermediate nodes. The intermediate nodes add their one time public key to the 
message. Every intermediate node stores the public key of previous hop in their table. 
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This is used during route reply propagation. Destination can recognize if it is the 
intended destination by successfully able to open the trapdoor. The destination then 
generates a new link key. The route reply is generated that comprises of a link key 
encrypted with the public key of previous node and the onion structure encrypted with 
link key. The node the receives the reply decrypts the link key with its private key and 
then uses link key to get onion structure. If the node was able to successfully strip 
away onion ring, the node was in the path of the route. The node then generates reply 
by encrypting the link key and onion structure. The source will receive the message 
“you are source” after stripping the onion structure.  

[24] proposes ARM, an anonymous routing scheme that is based on a trapdoor 
generated using one-time pseudonyms. Pseudonyms can be generated using counters 
or synchronized clocks. During route discovery, the source generates a datagram 
comprising of the destination ID, a generated secret and a private key, TTL value and 
pseudonym. A RREQ message is broadcasted on the network. RREQ comprises of 
pseudonyms, TTL, public key of destination, datagram info and link identifier. 
Intermediate nodes receiving the RREQ generate a new link identifier and append it 
to RREQ link identifiers field. Everything is then encrypted with public key of the 
destination and then re-broadcasted. During route reply RREP, the datagram field of 
RREQ is decrypted. The node then generates a complete onion encapsulating the 
intermediate nodes to be traversed. The RREP is then broadcasted on the network. 
Intermediate nodes perform various types of checks to verify if it is on the anonymous 
route, strips off one layer of onion and propagates the reply ahead using the link 
identifiers. 

[25] also proposes an efficient anonymous routing protocol called EARP. The 
protocol is based on onion routing where every roué request and reply message is 
encrypted with a trust key. A Hello message is sent back to the source during 
discovery to confirm the node a trusted node to ancestor. 

3.6 Other Approaches 

We conclude this section with outlining a number of miscellaneous secure routing 
solutions. [26] provides a security solution for routing and data forwarding operations. 
It is based on collaborative monitoring performed by nodes. Collaborative monitoring 
involves nodes overhearing the channel and performs cross checking. For 
participating in the network operations, every node is granted a token. In case of a 
malicious node, other nodes must reach a consensus, after which the token of the 
misbehaving node is revoked. A token renewal algorithm is also proposed such that 
every node renews its token before expiry. [27] proposes ODSBR, an on-demand 
routing protocol that is based on adaptive probing technique. For a path of length n, if 
log n faults have been detected, a misbehaving link is detected. Problematic links are 
avoided during route discovery. A new metric is proposed that is based on reliability 
weights assigned to each link. [28] proposes a scheme AODV-WADR for securing 
AODV protocol against wormhole attacks in emergency scenarios. A wormhole is 
first identified based on the time interval between route request and its response, hop 
count value and other parameters. If a black hole is suspected, a cryptographic secret 
key is exchanged between source and destination. This key can be used for encrypting 
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further communication. Table 4 provides a summary of various secure routing 
protocols proposed for MANET. Based on this summary, we can identify numerous 
open issues with currently available protocols. For example, most of the current 
routing protocol provides security against a specific type of attack. The proposed 
protocols by and large extend existing routing protocols. Hence, they are useful for a 
specific type of routing protocol. In addition, the current protocols don’t take a global 
approach towards security. They make various assumptions (availability of a key 
management system, cooperation among the nodes etc.) that are always not possible 
in MANET.  

Table 4. Summary of various secure routing protocols for MANET 

Protocol Technique Base Routing 
Protocol 

Attacks 
addressed 

Brief Description 

[13] Sequence Number 
Inconsistencies, 

Multiple Routing 
Paths 

AODV Black Hole attack a) Identifies anomalies by 
checking if the sequence 
number of subsequent sent 
and received messages are 
larger than previous values 
b) constructs safest path 
based on multiple path 
information from the 
received multiple route 
replies 

[14] Dynamic 
Learning 

AODV Black Hole attack An attack model is devised 
by analyzing the 

distribution of sequence 
number difference in 

normal and anomalous 
case 

DPRAODV Limit on 
Sequence Number 

of RREP 

AODV Black Hole attack The sequence number of 
RREP is compared against 

a threshold to identify 
black hole attack 

ARAN Sign the request 
packet 

None Modification, 
Fabrication and 
Impersonation 

Digitally signs the routing 
messages using private 
key that are verified by 

next node using 
certificates 

SRP Encryption ZRP Modification, 
Replay and 

Fabrication attacks 

Establish security 
association using public 
key and then encrypt the 

communication using 
public key 

Ariadne MAC, Hashing DSR Worm hole 
attacks, 

Modification and 
Fabrication attacks 

Using a hash chain and 
MAC list, verifies the 

integrity of the messages 
using roué request 

endairA MAC and hashing DSR Route 
Modification 

Verifies the integrity of 
route reply messages 

APALLS Digital Signatures DSR Non Repudiation Intermediate nodes do 
verification using 
certificates. Non 

repudiation is achieved by 
a signed message from the 

attacker 
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Table 4. (continued) 

SEAD Threshold secret 
sharing algorithm 

None Eavesdropping, 
Colluding attack, 

Modification 

Splitting the message in to 
multiple shares and 
reconstructs at the 

destination 
[19] Multiple Routing SLSP, OSRP Black hole, Sleep 

Deprivation and 
Routing Table 

Overflow attack. 

Decides the routing 
algorithm based on the 

type of attack 

[20] Trust Models 
based on packet 

drop  

DSR Selective 
Packet Drop 

Attacks 

An optimal path is chosen 
based on the degree of 

association of node with 
neighbors 

[21] Trust Model 
based on 

experience, 
knowledge 

recommendation 

DSR and AODV Black Hole Trust information is 
carried along with routing 

request and ensures the 
selection of the route with 

highest trust 
[22] Trust model based 

on beacons 
NTP Black Hole Trust is maintained based 

on beacons 
transmitted/received and 
trust routing is performed 
by selecting the best node 

in the same trust level 

4 Key Management in MANET 

Cryptography is one of the widely used techniques to provide authentication, 
authorization and privacy in ad hoc networks. Public Key Infrastructures are normally 
used to generate keys for employment and execution of various cryptographic 
operations. Due to the infrastructure-less nature of MANET, there are no prior PKI 
servers available that can generate public and private keys for the entities of the 
network. To address this issue, a number of key-management approaches have been 
proposed in literature. We define key management as the process of establishment and 
maintenance of keying relationship among the entities of the network. A key 
management solution can employ a centralized certification authority (CA) for key 
agreement and transport. A distributed CA can also be used where a private key is 
distributed to a set of nodes on the network, while the public key is known to all the 
nodes.  

Various surveys have been done for key management in MANET. [29, 30] 
analyses various key management approaches and classify them into approaches 
based on clustering, identity, routing, offline authority, mobility aware and certificate 
chaining approaches. [31] classify the schemes as contributory, distributed, certificate 
based, identity based and symmetric systems. However, existing surveys reviewed the 
literature mostly published before 2007. This section provides a survey of latest key 
management approaches for MANET under following classification: 

• Approaches based on organizing the nodes as clusters 
• Approaches based on identity based cryptography 
• Approaches based on certificate chaining 
• Approaches exploiting multicasting for key management 
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4.1 Cluster-Based Approaches 

In this approach, the whole network is divided into clusters. This reduces the storage 
and communication overhead. [32] proposed a partially distributed cluster based 
approach where every cluster head node maintains a CA information table containing 
details about the certification authority in the local cluster (and optionally other 
clusters). Any node in the cluster inquires the cluster head about the whereabouts of 
the CAs when it wants some certification services. The authors also propose an 
efficient sequential share update scheme. A set of t servers update their secrets while 
the remaining nodes update their shares with the help of these t servers. 

In [33], the CA private key is distributed to a set of cluster nodes. Whenever any 
node wants to sign a message, it sends the request to the backbone via its CH. Any 
CH node that receives the message, signs the message using its own share. When the 
requesting node has t shares, it can construct the CA signature. 

[34] proposes a predictive key management approach for minimizing congestion 
and traffic overhead. Based on route expiration and nodes velocity, a metric is 
computed for predicting nodes movement and cluster changes. In addition, a weighted 
clustering algorithm is proposed based on the weights of the node. The weight is 
computed based on its speed, distance with neighbors and battery power. Every node 
calculates its weight and broadcast to other nodes. The node with the minimum 
weight is elected as the cluster head. Other nodes are then requested to join the cluster 
head. During cluster maintenance, hello, leave and join request messages are observed 
by cluster heads to updates the cluster head table accordingly. 

[35] proposes a cluster-based key agreement protocol for energy constrained 
wireless ad hoc networks. A binary tree like cluster of 2-3 nodes is formed. A random 
node is selected as a leading node that then sends IamAlive message to neighbors. 
The first two nodes that answer the message will be included in the cluster. This 
process is repeated until all nodes become part of the cluster. After the cluster 
formation, the key agreement phase is executed based on elliptic curve cryptography 
and bilinear maps. 

4.2 Identity Based Approaches 

The concept of identity based cryptography was first proposed by [36]. In these 
approaches, the public key of the users are the derived from their identities and thus 
eliminates the need for public key distribution. A survey of the identity based 
approaches is provided in [37]. In an identity based system, there is a master 
public/private key for the whole system. During encryption, the master key of the 
system, id of the node and the corresponding is provided to get a cipher text. During 
decryption, the master public key, the private key of the node and the cipher text is 
provided to get the actual text. [38] proposed a secure and efficient identity based 
approach. A master key is randomly picked from an algebraic field. Whenever a node 
k joins the network, it presents its identity idk to the key generator center. The center 
applies a hashing function on the id to obtain a point on the elliptic curve. The private 
key for the node is then generated based on this point. 
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[39] proposed a four-phase secure key management approach. During the 
initialization phase, each user gets their long term public and private key. A master 
key is randomly generated by the key generation center. Motivated by the RSA, the 
public/private key pairs for the users are generated. During registration phase, each 
user provides its identification to the key generation center to get a certificate. For 
communication among nodes, a user generates two public keys. The identification of 
the communicating node and time stamp is used to generate a hash based value.  
The public keys, time stamp and the generated value are sent to the other node. The 
generated hash value is verified at the other end during verification phase to ensure 
the message is sent by the other node. Based on the received public key, session keys 
are generated for the communication. 

[40] proposes a polynomial based approach to key management in hierarchical 
network based on ID-based threshold cryptography. The identity of a node in the tree 
is its path from root to that node i.e. (I1,I2, ..). A random polynomial is chosen as the 
master key. If l is the level of the tree then the master key can F(x1,y1,x2,y2,…xL,yL). 
The secret key of the node at level i is computed as F(I1, y1,x1, …, Ii, yi, xi,…). 

4.3 Certificate Chaining Based Approaches 

In certificate chaining based approaches, each node keeps a repository of certificated 
nodes in its neighbors. Whenever a node wants to validate the certificate of another 
node, the nodes combines their certificates and a chain of certificates is searched 
towards the certifying node. [41] proposes a certificate chain discovery approach 
based on the existing routing infrastructure. In this approach, the source node sends a 
message to neighbors that it directly trusts. The directly trusted node appends the 
certificate of the source to the routing request and forwards it to the node that it 
directly trusts. This process continues until the message is received by the destination. 
The receiving node has the whole chain of certificate appended in the message that 
can be used to recover the public key of the source. The destination then replies the 
packet through the reverse route. The intermediate nodes append the certificate of the 
destination node and propagate the message ahead. A similar approach has also been 
presented in [42]. In this approach, before propagating route requests or reply, the 
intermediate nodes perform certificate distribution step. A three steps approach is 
proposed. A direct trust is established by sharing neighboring nodes self certificate. A 
route request message is only propagated if the node has previous hop certificated. If 
no certificate is found, certificate exchanges are done among nodes. During stage 2, 
an indirect trust is also established with the originator and destination. Before 
forwarding a request, the node asks for the certificate of the owner to the preceding 
node. During route reply, the certificate of the destination is also piggybacked that can 
be saved by intermediate nodes as well. The final stage is optimized verification. It is 
suggested that request messages are forwarded without waiting for the verification 
process to complete, which is confirmed during the reply route. [43] also presented  
a certificate chain based scheme to avoid black hole attacks in ODMRP  
routing protocol. It comprises of route discovery, certification and authentication 
phase. The route discovery is performed similar to the ODMRP. Once the route is 
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established, the participating node enters into certification phase. Nodes exchange 
certificates with their neighboring nodes after convinced about their security. The 
source doesn’t transmit the data after the route establishment, but wait for an 
authenticated message from the destination. Intermediate nodes also append their 
certificates until it reaches to the source. The source can verify the certificate chain 
and can thus trust the route for data transmission. 

4.4 Multicasting Based Approaches 

These key management approaches are based on utilizing multicast structures for key 
distribution and maintenance in a multicast network. [44] proposes a key management 
scheme based on threshold cryptography and multicast server groups. The private key 
of the CA is distributed to a set of shareholders called multicast server groups. The 
multicast server group comprises of server nodes and forwarding nodes. Together 
they form a mesh like structure. The server group is formed similar to the ODMRP 
protocol. The server node initiates a join request packet, which is propagated by the 
intermediate nodes. The TTL value is signed by nodes thus preventing any malicious 
activity. Any server group node that receives the request will generate a join reply. 
Nodes receiving the reply will check if it can be forwarding node and correspondingly 
update their routing table. The resultant mesh like structure is always connected and 
handles the certificate generation and distribution in a ticket-based manner. [45] 
proposed similar approach where a multicast tree is established between members. 
Two multicast trees are formed called red and black tree, thus ensures fault tolerance. 
There is a group coordinator (elected based on rotation of members) that computes 
and distributes intermediate keying material to the other members. All members 
maintain a logic key tree that are combined to form final group secret. The key tree is 
initially sorted by the member ids, however further any newly arrived member is 
added to the right of the logic key tree. Any newly arrived member gets the key based 
on a blinded key unicasted by the coordinator. 

4.5 Other Approaches 

We have discussed some of the key management approaches above. There are a 
number of other approaches to key management. For example, the mobility aware key 
management schemes instead of relying on the underlying routing structure, proposes 
to exploit mobility of the nodes for key management [46]. Some approaches were 
proposed based on pre-distribution of keying information [47]. Different routing based 
approaches for key management has been also presented [38]. Table 5 summarizes 
some of the key management approaches proposed in literature. Some key 
management schemes work in purely distributed fashion while some uses dedicated 
entities responsible for key management. In addition, some key management 
approaches are based on integration of network with key management operations.  
We found that most of the key management approaches don’t fully comply with  
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Table 5. Summary of various key management approaches for MANET 

Approach Basic 
Technique 

Degree of 
distribution 

Network 
Layer 

Integration 

Multicasting Description 

[32] Hierarchical 
clustering 

Partial × × Cluster heads are 
inquired about 

keys 
[35] Binary Tree Partial × × Binary trees are 

maintained. Key 
management 

operations are 
performed using 

bilinear maps and 
elliptic curve 
cryptography 

[40] Polynomial 
based key 

management 

Full × × Keys are 
distributed across 

trees. Keys are 
generated based 
on the path of 
nodes from the 

root 
[39] Four-phase 

secure key 
management 

approach 

Full × × Node provides its 
ID to key 

distribution center 
to get a 

certificate. A 
session is then 
generated for 

communication 
among nodes 

[41] Certificate 
chains 
formed 
through 
routing 

messages 

Full √ × Certificates are 
appended with the 
routing messages 

[42] Certificate 
chains 

established 
during route 

discovery 

Full √ × During route 
discovery, nodes 

establishes 
certificate. RREQ 
are propagated if 

the node has 
previous hop 
certificate. 

Similar 
mechanism 

during route reply 
[43] Certificate 

chains via 
neighbor 
sharing 

certificates 

Full √ × Neighbors 
exchanges 

certificates after 
convinced about 

security 
 [44] Multicast 

server groups 
Partial √ √ Mesh like 

structure for 
certificate 

generation and 
distribution 
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resource limitations and other constraints imposed by MANET. The design of  
secure and efficient key management system for MANET is still an open area.  
Future proposal can investigate on cross-layer interaction and multicast communication 
protocols to design key management system. 

5 Intrusion Detection Systems 

Intrusion Detection Systems (IDS) are the second line-of-defense once an intruder has 
entered into the system after breaking the primary security mechanisms. An intrusion 
is defined as any type of activity considered that attempts to compromise the security 
objectives. An IDS is defined as a system comprising of the mechanisms intended to 
detect an intrusion, identify the source of intrusion and then isolate this source from 
the network. Similar to other security issues, designing IDS solution for MANET is a 
complex job. There are no specialized entities that can take the job of recording 
network activities and then analyses these activities for intrusion. In addition, the 
hosts in MANET are constrained by scarcity of resources. The computational, 
memory and bandwidth demands of an IDS system should be in accordance with the 
resources of MANET. 

The early trend in intrusion detection systems was on designing efficient 
architectures. The proposal based on this trend can be classified as standalone, 
cooperative and hierarchical system [8, 48]. In the following section, we briefly 
discuss the systems based on this trend. Then, recent IDS approaches based on cross-
layer design, game theory, theory of evolution etc. will be discussed in detail. 

5.1 Standalone, Cooperative and Hierarchical IDS 

In standalone systems, a node works without any communication with other nodes 
and relies on a self-contained approach for detecting malicious activities. [49] 
proposes a standalone system that is based on monitoring the power consumption of 
nodes. The power consumption of a node is compared with the power consumption 
patterns of known attacks. If the power consumption of nodes is similar to the pattern 
of a known attack, an intrusion is assumed. The system however fails to recognize 
those attacks that don’t effect power consumption. In [50], every node maintains a 
mis-incident metric that is incremented every time a symptom of an attack is detected. 
A threshold value is calculated during system initialization. If the mis-incident value 
goes above the threshold, intrusion is recognized. If during a session, no intrusion is 
detected, the threshold value is accordingly adjusted. 

In a cooperative system, every node runs an IDS system. The nodes analyses the 
behavior locally to identify intrusion. Global Intrusion can be identified by nodes 
collaborating and sharing information with each other. Various research proposals 
have been put forwarded in this direction. An example is the system proposed by [51]. 
The idea is to use local IDS that perform the anomaly detection using nodes profiles. 
If an intrusion is detected, other nodes are informed. However, in case of suspicion,  
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a node can inquire for global intrusion detection. The requesting node shares its data 
about suspected intrusion with neighbors. The neighbors also share each other 
information. A consensus algorithm is thus run. Once, an intrusion is confirmed, 
intrusion response is initiated. The response includes reroute computation to isolate 
intruder, re-initialization of communication links etc. [52] adopts similar approach, 
where malcounts are maintained by nodes for other nodes. If a malcount for a node 
exceeds a threshold, an alert is initiated. [53] proposed a multi-layer intrusion 
detection system that operates at all layers of protocol stack. Intrusion detection is 
performed at every layers of the node. The results from the different layers and 
neighbors can be combined to identify intrusion. [54] proposed a two tier, two engine 
based IDS. There are signature-based and anomaly based engines running at each tier. 
The anomaly engine can be activated if the signature based engine suspects an 
inconclusive intrusion based on the audit data. [55] proposed agents for intrusion 
detection based on the performance of the node during intrusion detection phase. 
Nodes that cooperate satisfactory have the highest reputation. Upon a suspected 
activity, a set of nodes are selected based on the battery power and nodes reputation. 
These selected nodes are assigned the task of network monitoring, intrusion decision 
and intrusion response. 

In hierarchical IDS, the nodes are structured in a hierarchy and the whole network 
is divided in to cluster. There is a head for each cluster. An intrusion detected by a 
node is communicated to its cluster head. A cluster head can launch global response. 
[56] propose an IDS system, in which cluster heads are selected based on an election 
algorithm. The nodes run a network detection, local detection, resource management 
and monitoring module. The first two are meant to perform network level and local 
level intrusion detection. The resource management module monitors the battery level 
of cluster head and if it falls below a threshold, a reelection is initiated. The 
monitoring module ensures that network detection module is active. In [57]., the 
nodes are structured in the form of a dynamic tree. The upper nodes have the higher 
authority and can pass directives to below nodes. The lower nodes pass data to upper 
nodes that are aggregated and useful for detection of the intrusion. The tree is formed 
in two steps. First a node is randomly selected as a cluster head. Its neighbors become 
the member of this cluster. Then, a node from the previously cluster member is 
selected. The selected node is marked as cluster head. All the neighbors of the 
selected nodes that are not assigned to any other cluster are the member of this new 
cluster. The process is repeated until a tree is generated. Once a tree is generated, 
some permutations are performed to enhance the robustness and performance. [58] 
proposed a system where a cluster head is selected based on voting. Each node votes 
for the neighbor with the maximum connections and energy. Only cluster heads are 
responsible for intrusion detection. The cluster head monitors information like: hello, 
error, request packets, routing table changes and actual packets transmission. Based 
on the analysis that can be performed for a specific node or cluster level, anomalies 
are detected. 
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5.2 Cross Layer Intrusion Detection 

A cross-layer IDS system combines information from various layers to perform the 
identification of intruders. Cross-layer systems are found to be very effective in the 
detection of intruders. [59] have demonstrated through simulations the need for cross-
layer design. Various types of attacks were generated and analyzed with single layer 
(routing, MAC and physical layer) IDS and a multiple layer IDS. Linear Discriminant 
Analysis was used for classification purposes. The data collection mechanism can be 
based on multiple data collection and single data analysis (MCDMA) or multiple data 
collection and multiple data analysis (MSDMA). In the former, the information from 
multiple layers are collected and then analyzed at a single layer (MDMA) where as in 
the later, the data analysis is performed at every layer. Below, we discuss some of the 
cross-layer techniques. 

CRADS [60] is a cross-layer IDS for routing attacks identification. As the cross-
layer information from various layers leads to large feature sets, various feature 
reduction techniques are exploited. Using associations, various features are correlated 
to give a reduced set of features. Then, feedback-based filtering is used to remove 
uninformative and redundant information. The resultant features are then trained 
using Support Vector Machines (SVM). SVM is a non-linear pattern recognition 
algorithm that outputs the decision boundary between normal and abnormal behavior. 
The simulation results illustrate the supremacy of the proposed system. 

In [61], a novel IDS solution is proposed based on a monitoring process to assess 
the nodes behavior. The monitoring system keeps into consideration the distance 
between monitoring and monitored nodes. A cross-layering approach is introduced 
that utilizes the SNR, ACK and information from other layers at the routing layer. 
Another novelty of the system is to account for the difference between transmission, 
interference and sensing region. 

[62] proposes a multi-level IDS system for wireless ad hoc sensor networks. In the 
first stage, an un-supervised algorithm is used to detect anomalous patterns. The 
detected patterns are then passed to the second stage to identify the type of attack 
using a supervised pattern classification algorithm. The advantage of this approach is 
that the un-supervised algorithm is computationally less-expensive. The large number 
of audit can be handled easily at first stage. Support Vector Machines were used for 
the detection and identification of intrusions in MANET. The features from network, 
MAC and physical layers were selected for classification. 

[63] presents a cooperative intrusion detection. The cross-layer information across 
various layers is exploited and data mining has been used to detect misbehaving nodes 
and various types of network attacks. There is a local data collection module for 
collecting data packets of physical, MAC and routing layer data streams via the 
association module. The local detection module detects the attacks based on the 
association rules. The cooperative detection module is used when it is conclusive that 
there is an ongoing attack. The majority voting scheme is used in this case. 

A cross-layer solution for enhancing the robustness of P2P ad hoc networks has 
been proposed in [64]. The request messages of the node are analyzed to identify 
misbehaviors. The packets dropped by a node can be compared with the destination of 
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a packet to identify a malicious node. As P2P systems are based on DHT that 
provides rules on how the next-hop overlay node is selected. An incorrect request can 
therefore be identified by comparing the identifier of next node with the proposed 
next over-lay node. For this purpose, cross-layer information exchange is required. 

XIDR[65] is a dynamic, cross-layer intrusion detection and response system. The 
model comprises of multiple intrusion detection sources. There is an active alert 
database for various types of intrusion alerts. Each of the alerts has an associated 
weight calculated based on user’s history. The user’s history is dependent on the 
interaction of user with the host’s resources. This interaction can be at different 
layers. Once an intrusion is detected, a response selection engine is used. The 
responses are selected based on cost-base response selection engine. An operational 
cost is associated with each response to indicate the severity of the response. The 
lower-layer’s responses are assigned high operational cost as compared to above 
layers. The selected responses are then deployed using custom scripts running on the 
server. All the messages are encrypted using cryptography mechanisms to ensure that 
unauthorized entities can’t generate control commands. 

5.3 Game Theoretic Approaches 

Game theory has also been employed in intrusion detection systems. In a game theory 
problem, different competing entities interact with each other to achieve their 
objectives. The game can be: zero-sum game where the participant’s gain or loss is 
balanced by gain or loss of other participants of the game or non-zero-sum game 
where aggregate gain or loss of interacting entities can be non-zero. A game can also 
be cooperative or non-cooperative. In cooperative game, the participants form binding 
commitments. A pure strategy is one that player will always follow during the game. 
A mixed strategy is a combination of moves with associated probabilities describing 
how frequently the move is to be played. A Nash equilibrium is a solution in which 
incentives of a player is dependent on other player’s moves as well. An individual 
change in strategy of player can’t provide any incentive. 

This multi-player decision problem can also be mapped to design IDS security 
solutions for MANET. A number of game theoretic IDS solutions have been proposed 
in literature. [66] uses game theory to determine if it is essential run an IDS always on 
nodes of the network. They modeled the interaction between attacker and IDS through 
a two player non-cooperative, non zero-sum model. The pure strategy for the IDS is 
to monitor for some percentage of time or not. The pure strategy for the intruder is to 
attack for some time or not. The game is solved using Nash Equilibrium mixed-
strategy pair. 

[67] proposes an election algorithm for electing an IDS-leader. The algorithm 
ensures balanced resource consumption among nodes. The concept of checkers is 
introduced to ensure that selfish nodes don’t provide false information about their 
resources. A catch and punish approach is provided via a cooperative game theoretic 
model. To ensure that the elected leader effectively execute the detection service, a 
zero-sum non-cooperative game theory formulation is done between an intruder and a 
leader. The game is solved by the Bayesian Nash Equilibrium approach.[68] also 
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proposes a hybrid model based on game theory for ensuring the security of cluster of 
nodes in MANET. The nodes play a game using Bayesian game theory. A trust value 
is calculated by each node. The way intruding nodes are identified and internal 
intrusion are prevented. 

5.4 Evolutionary Approaches 

Evolutionary approaches are the light weight solution for intrusion detection. Hence, 
they are suitable for the resource constrained MANET environments. The idea is to 
evolve the intrusion detection program automatically using evolutionary techniques, 
based on the input features. In this direction, [69] proposed an evolutionary solution 
based on structured GA. A hierarchical structure is maintained that generates multi-
shaped detectors in an iterative fashion.  

[70] presented genetic programming approach towards IDS in MANET. In genetic 
programming, a set of candidate solutions are evolved towards the target solution. 
During each step, the current candidate solutions are cross-over and mutated to 
generate new solutions. The new solutions are evaluated against a fitness function. 
Those solutions that passed the fitness criteria are selected as candidate solution and 
next iteration is iterated. The process is repeated until the termination criterion is 
satisfied. In [70], the programs are evaluated for each type of attack. The input 
variables to the genetic programming are features related to mobility and packets 
(routing control packets statistics). Tournament selection algorithm is used for 
selecting individuals for cross over. The algorithm is evolved using training data. The 
fitness function is defined as the difference between detection rate and false positive 
rate. 

5.5 Immune Inspired Approaches 

The self-healing property of human immune system has been exploited in some 
research for detection of intruders. The motivation to use the immune approach is the 
distributed and autonomous nature of MANET similar to human immune systems. 
[71] proposed a biologically inspired tactical infrastructure (BTSI). There is a small 
kernel running on every node. Similar to biology, the notion of damage is introduced. 
A damage is defined when an application is not getting what is expected from a 
source. BTSI sends damage notifications to other nodes. A reputation value is thus 
maintained by every node. Using machine learning techniques, state of the network in 
future is predicted, based upon reputation and changes in past. [72] presented a 
framework based on negative selection and danger theory. The first node on the 
network creates an immune agent. Whenever any node joins the network, the immune 
agent is replicated on the node. A lymphocytes cell is a substance circulated in human 
system to detect non-self patterns. The author uses Negative Selection theory to 
generate detectors similar to the lymphocytes. The negative selection generates 
random pattern that are compared against self patterns. If it matches the self, then they 
are not included in the detector patterns. When a non-self pattern is detected, clonal 
selection process is employed.  
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5.6 Other Approaches 

Besides the approaches outlined above, the researchers have employed different types 
of innovations for devising an IDS solution. [73] proposes a social network based IDS 
system. Different SNA algorithms are available for detection of malicious profiles 
and people on the network .The author suggest use these SNA algorithms for to the 
detection of malicious activities. Different features are extracted from MAC layer and 
network layer attributes. Based on these features, socio metrics are built and SNA 
algorithms are thus executed. [74] presented a solution based on self organizing maps 
for intrusion detection. Each node shares its security state with neighboring nodes via 
a map. The global map can thus be created and used to securely route the data. In 
order to ensure the protection of map during dissemination to other nodes, 
watermarking technique has been proposed. [7] proposes a fuzzy logic approach for 
intrusion detection. A node transition probability based routing scheme is proposed.  

Table 6. Summary of various IDS Systems for MANET 

System Basic 
Technique 

Punishment 
Mechanism 

Architecture Cross-
layer 

Description 

CRADS Unsupervised 
Learning 

None Stand alone √ Using SVM on a reduced input 
feature set, intrusions are 

detected 
[62] Multi-stage 

detection 
None Cooperative √ First anomalous patterns are 

detected and passed to a pattern 
classification engine to identify 

the type of attack 
XIDR Rule based 

Approach 
Cost-base 
response 
selection 
engine 

Cooperative √ Information gathered from 
various layers are used to 

classify a request using a set of 
rules  

[67] Zero-sum 
non-

cooperative 
game theory 

Cooperative 
punishment 

model 

Hierarchical × A game is formulated and the 
solution to the game is to find 

Nash Equilibrium 

[70] Genetic 
Programming 

None Stand alone × Set of features are selected and 
detection algorithm is evolved 
using mutation and cross over 

operations 
[71] Danger 

Theory 
None Cooperative √ Node maintains reputation 

based on the network traffic. 
Machine learning algorithms 
are used to predict network’s 

future state 
[72] Negative 

selection and 
danger 
theory 

clonal 
selection 
process 

Cooperative × Detectors are matured by 
passing through a negative 

selection test. These detectors 
are used to detect any intrusion 

[73] Social 
Network 
theory 

None Stand alone √ Uses SNA analysis (that is used 
for detection of malicious 

nodes) for detection of 
misbehaving nodes 
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Table 6 provides a summary of some of IDS system for MANET. The research trend 
suggests the evolution of new techniques (game theory, artificial immune systems etc.) for 
intrusion detection. Cross-layer design has also been used by some systems. However, our 
study reveals that most of the IDS have inherent limitations in their application to 
MANET. Some IDS only consider detection of an intrusion and no details have been 
provided for intrusion response. There are systems that consider only a specific type of 
security attack (black hole, wormhole etc.). The performance and accuracy of the intrusion 
detection also plays a critical in MANET. The design of a generalized and performance 
efficient IDS solution for MANET still remains an open area of research. 

6 COINS: A Correlation Based Intrusion Detection System 

Despite the significant research effort, security in MANET still requires extensive 
research to design new solution that can cope with the challenges of MANET. It is 
concluded that most of the research proposal focuses on a specific security aspect and 
a comprehensive security solution is currently lacking for MANET. In this section, 
we present COINS, a correlation based intrusion detection system for MANET. The 
proposed system extends the IDS proposed in [75]. COINS is a cross-layer system 
that identifies the anomalies on the network by monitoring application layer activities. 
Unlike the other IDS proposed in literature, COINS uses the relationship among the 
various application layer requests for intrusion detection. Based on the past history, 
 

 

Fig. 2. Layered Diagram of COINS 
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request patterns are identified and future requests are classified as normal or 
anomalous based by comparing them with past patterns. During routing, the cross-
layer information is utilized to share trust information which is then used for secure 
delivery of packets across the network. Fig. 2 shows the layered diagram of COINS.  

COINS comprises of following layers:  

• Application Layer: It provides an interface to end user to pose requests for data 
and resources available on the network. It comprises of a log database that 
records user activities. Based on these activities, intruding activities are detected 
on the network. The users are also assigned ratings based on the log database. A 
user rating can be normal, doubtful or malicious as we will discuss later on. 

• Communication Layer: It deals with the networking aspects. It provides secure 
routing and delivery of information across the network. A key database is 
maintained that stores public keys of other nodes to encrypt routing messages. 
Several queues are maintained to deliver the routing messages based on the trust 
ratings. 

• Physical Layer: The physical layer is responsible for the actual transmission of 
information between two nodes. It encapsulates the link layer and physical layer 
of OSI protocol stack. 

6.1 Key Management 

The key management in COINS is inspired from the work presented in [76]. The 
proposed approach assumes the existence of a secure data point on the network that is 
responsible for key management. Whenever a set of nodes establish an ad hoc 
network, a data security point (DSP) is elected from these nodes. The elected node is 
responsible for configuration, addressing and key management operations on the 
network.  

Any new node that enters in to the network performs the join protocol to become 
part of the network. For this purpose, it launches a discovery agent on the network. 
The discovery agent searches for a DSP on the network. After a DSP is found, the 
node sends a join request to it. DSP uses the identity based cryptography technique to 
generate an identity and corresponding private key for the new node. The DSP then 
spawns a topology agent that delivers the topological and key information to the node. 

6.2 Intrusion Detection System 

There is a monitoring agent running on every node on the network. The monitoring 
agent logs the user activities in a log database that is maintained by every node on the 
network. Log database contains the history of the requests of the user in the form of 
sessions. A new session is started when the time interval between current and past 
request is greater than a threshold value. Log database keeps the record in the form of 
a circular list of session records. An FP-Growth algorithm is applied on the log 
database to discover association rules. These item sets determine what resources are 
requested together during a normal session. If request of a node during a session 
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doesn’t comply with these association rules, a deviation count variable is 
incremented. Based on the deviation count, a node can be assigned three trust levels 
i.e. normal, doubtful or misbehaving node. A normal level is assigned when the 
behavior of a user doesn’t deviate at all from the normalcy. While a doubtful level is 
achieved by a node when its deviation count falls above a threshold. If the deviation 
count is significantly large, node is assumed to be misbehaving node. 

If a secure data point is detected as a misbehaving node, an election algorithm will 
be re-initiated. After the election of the secure data point, keys are reinitialized for all 
the nodes on the network. 

6.3 Secure Routing 

COINS ensures secure transmission of the routing packets by utilizing cross-layer 
information. To maintain the secrecy of the routing packets, any packet being 
transmitted is encrypted with the id of the next hop node, so only next hop node can 
get the content of the packet by decrypting it with its private key. During forwarding a 
routing packet, a node communicates with its upper layer to identify the trust level of 
source node. Three types of routing queues are utilized to schedule the delivery of the 
packets. If a node is a normal behaving node, it is placed into normal QoS delivery 
queue. The packets of a doubtful node are placed into marker queue where the packet 
is marked during delivery to alert the next hop node. The packets of a misbehaving 
node are placed into dropper queue, where it is subsequently dropped. 

To ensure the secure delivery of the message, the node also inquires the upper 
layers about the integrity of the next hope nodes. The priority is given to the next hop 
nodes with trust level as normal for forwarding of the routing message, while 
misbehaving nodes are not considered for forwarding of routing packets.  

6.4 Election of Secure Data Point 

One important question is the how the secure data point is elected from among the set 
of nodes available on the network. A simple election algorithm is proposed. Every 
node broadcasts the deviation count information it maintained for every other node on 
the network based. The receiving nodes accumulate the deviation count values 
received from all other nodes. The accumulated values are sorted in increasing order 
and the topmost node is elected as the secure data point. 

6.5 Physical Layer Security 

Different types of ad hoc networking technologies (blue-tooth, IEEE 802.11 etc.) can 
be used for the implementation of the physical layer. To ensure the secure 
communication at physical layer and make it resistant against security attacks various 
countermeasures can be adopted as discussed earlier in this chapter. For example, to 
avoid signal jamming spread spectrum techniques are recommended. For countering 
traffic analysis, traffic padding can be used. For addressing the tempering of the 
device, biometrics (fingerprints, iris and hand geometry etc.) can be used. 
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7 Conclusion 

This chapter provides an in-depth study of security issues in MANET. A discussion 
on various types of security threats in MANET has been presented and survey of 
solutions for secure routing, key management and intrusion detection is provided. The 
survey of literature on other security issues of MANET has been left as a future 
exercise. Our study of existing literature highlights that a comprehensive security 
solution for MANET is still not available. Most of the proposals deliberated on an 
individual security problem. For example, some solutions focus on providing security 
for a particular layer of protocol stack or a particular type of security attack. 
Similarly, there are individual solutions available for secure routing, key management 
and intrusion detection system for MANET. Hence, a cohesive, multi-fence security 
solution is thus desired that should address the diverse security issues of MANET. In 
this direction, this chapter presented COINS, a security solution for routing, key 
management and intrusion detection. Future work can be done on an extensive 
evaluation of the performance and accuracy of COINS. Further work is also required 
to add further components to COINS that can address other security issues of 
MANET. 
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Abstract. A mobile ad hoc network (MANET) is a wireless network with high 
of mobility, no fixed infrastructure and no central administration. These 
characteristics make MANET more vulnerable to attack. In ad hoc network, 
active attack i.e. DOS, and blackhole attack can easily occur. These attacks 
could decrease the performance of the routing protocol. In this chapter, we 
proposed new trust mechanism that has the ability to detect and prevent the 
potentials attacks into a wireless ad hoc network especially for Denial of 
Service (DOS) and blackhole attacks. We have proposed some modifications of 
AODV routing protocol with implemented a trust level calculation. Our 
proposed mechanism will detect the attack by calculate local and global trust 
parameters. When a node is suspected as an attacker, the security mechanism 
will isolate it from the network before communication established.  To perform 
the trust calculation, each node should get all the activity information from his 
neighbor. In order to ensure the nodes can hear all the activities of his 
neighbors, each node will run in promiscuous mode. Simulation has been 
conducted using NS-2 to evaluate our proposed protocol under dos and 
blackhole attack. We compare the performance of our proposed protocol with 
existing secure routing protocol such as TCLS [14], LLSP [16], and RSRP [17]. 
The simulation result shows that our proposed protocols outperform other 
secure protocols under DOS and blackhole attack in term of packet delivery 
ratio, end to end delay and routing overhead. We demonstrate that the proposed 
protocol improves significantly the performance of secure routing protocol. 

Keywords: AODV, Blackhole attack, DOS attack, MANET, Promiscuous, 
Security, Trust mechanism. 

1 Introduction 

A mobile ad hoc network (MANET) is a wireless network with autonomic, 
provisional, no fixed infrastructure and no central administration. It is widely used in 
military information system of battle field, civil emergency search, rescue operations 
and other occasions. Nodes in the network usually have limited resources such as 
processor, bandwidth, memory, and energy. Because nodes are mobile and the 
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topology of the network varies. In traditional wireless networks, a base station or 
access point facilitate communications between nodes within or outside the network 
[1]. In contrast, MANET is an infrastructure-less network where every node acts as a 
router for establishing the connection between sources to destinations. Since there is 
no administrative node to control the network, every node participating in the network 
is responsible for the reliable operation of the whole network. The dynamic nodes 
mobility makes the network topology changes rapidly and unpredictable. When the 
network topology is changing, the connections need to re-establish. In addition, the 
features of ad hoc networks are similar to normal wireless network. All the natural 
behavior in wireless ad hoc network makes security problem become more complex. 

In general, routing protocols for the wireless ad hoc networks can be classified into 
three types, based on the routing information update mechanism. The three types  
are reactive protocol (on demand), proactive protocol (table driven) and hybrid 
protocol [2].  

Proactive protocol or table driven protocol is a type of protocol where the nodes 
will keep network topology information, and changes routing information 
periodically. This mechanism can make flood the network with active request 
information. A disadvantage from this method is increased overhead inside the 
network, when finding the path communication to destination, routing information 
will be generally flooded in the whole network. 

Reactive protocol is on demands protocols that discover the route once needed. 
Reactive protocol does not maintain the network topology information and do not 
exchange routing information periodically. 

The last type is hybrid protocol. This protocol combines the feature of proactive 
and reactive protocol.  In this type, a node communicates with its neighbors using a 
proactive routing protocol, and uses a reactive protocol to communicate with nodes 
farther away. In other words, the nodes will choose the best way when establish the 
communication in the network. 

The Internet Engineering Task Force (IETF) working group on [3] produced four 
experimental Requests for Comments (RFCs) for four routing protocols, i.e. Ad Hoc 
on Demand Distance Vector (AODV), Optimized Link State Routing (OLSR), 
Topology Dissemination Based on Reverse-Path Forwarding (TBRPF), and Dynamic 
Source Routing (DSR). 

In this chapter, we will discuss more about reactive protocol.  As we explain 
before, the reactive protocols are on demand protocols that discover the route once 
needed. Examples of reactive protocol are AODV, DSR [4], SAODV [5], and SAR 
[6]. The reactive protocols display considerable bandwidth and overhead advantages 
over proactive protocols. AODV routing protocol offers quick adaptation to dynamic 
link conditions, low processing, low memory overheads, and low network utilization.  

In the standard AODV routing protocol assume that there are no malicious nodes 
participating in routing operations. This assumption cannot be applied in real 
MANET because the nature of the MANET such as high of mobility, no central 
coordination mechanism, open network and it communicates by collaboration 
between nodes, makes MANET more vulnerable from attack. Some research about 
security issues of AODV protocol, which is one of the most popular routing protocols  
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in ad hoc networks, is done. In this chapter, we will address the security aspect to 
enhance AODV routing protocol. 

Attacks on MANET can be classified as the active attacks and passive attacks. 
Passive attacks do not disrupt the operation of a routing protocol or influence the 
functionality of connection, but only attempts to discover valuable information by 
listening to the routing traffic. This type of attack is difficult to detect. Active attacks 
attempts to improperly modify data, destroy data, gain authentication, or procure 
authorization by inserting false packets into the data stream or modifying packets 
transition through the network. 

In order to prevent network from passive or active attack, secure protocol must 
follow the general security objectives like:  

a) Confidentiality: Only the intended receivers should be able to interpret the 
transmitted data. For example using digital signature mechanism. 

b) Integrity: Data should not change during the transmission process. Sent packet 
must be the same with the received packet. 

c) Availability: Network services should be available all the time when it needed.  
d) Authentication: Received data must be authenticated and must initially send by 

the legitimate node.  
e) Non-repudiation is having a proof that the announced author really wrote the 

message, and such the proof can be verified even without the consent of the said 
author: the author must not be able to repudiate his message. 

2 Security Issues in MANET 

High of mobility, no central coordination mechanism, and open network makes 
MANET more vulnerable to attack. Thus the secure solution has to be also dynamic. 
Some of security problem issues are; first, with many of different nodes inside the 
network, it is also hard to detect the exact malicious node. Second, some of the nodes 
may have limited memory space, computational power and battery powered. Thus 
time and power consuming applications become hindrance for the whole ad-hoc 
network. Last, active/passive link attacks like spoofing, denial of service, 
masquerading, eavesdropping, impersonation attacks are possible. The security issues 
in each layer have been identifies [7] that shown in Table 1. 

Table 1. Security issue related each layer in protocol stack [7] 

Layer Security Issues
Application Prevention, detection of viruses, worms, 

malicious codes, application abuses 
Transport Authentication and end to end data security 

through encryption techniques 
Network Security of ad hoc routing protocols and 

associated parameters. 
Physical Preventing signal jamming, denial of service 

attacks and other active attacks 
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Next we will identify attack that can perform in MANET. The latter type of attack 
is including black hole, wormhole attack, denial of service (DOS),Sleep deprivation 
torture, rushing attack, Byzantine attack, malign attack, partition attack, detour attack, 
routing table poisoning, packet replication, session hijacking and impersonation attack 
have been addressed in literature[1]. 

Attack definition: 

a) Blackhole attack:  Malicious node sends a forged RREP packet to a source node 
that initiates the route discovery in order to pretend to be a destination node itself 
or a node immediate neighbor of the destination. Source node will forward all of 
its data packets to the malicious node; which were intended for the destination. 

b) Wormhole attack: A malicious node uses a path outside the network to route 
messages to another compromised node at some other location in the network. 
For illustration, using a pair of attacker nodes A and B linked via a private 
network connection. A will forwarded all the packet through wormhole to B. 

c) Denial of Service Attack: An adversary tries to disturb the communication in a 
network, for example by flooding the network with a huge amount of packages. 
Services offered by the network are not working as usual, slow down or even 
stop. Ad hoc wireless networks are more affected than wired networks, because 
there are more possibilities to perform such an attack. Depending on the layer an 
adversary starts an attack. It could disturb transmissions on physical layer, 
manipulate the routing process on network layer or bring down important service 
on application level. 

d) Sleep deprivation torture : A malicious node request the services a certain node 
offers, over and over again, so it cannot go into an idle or power preserving state, 
thus depriving it of its sleep (hence the name). This can be very devastating to 
networks with nodes that have limited resources, for example battery power. 

e) Rushing attack: A malicious node will attempt to tamper with route request 
packets, modifying the node list, and hurrying this packet to the next node. 

f) Byzantine attacks: In which two or more routers collude to drop, fabricate, 
modify, or misroute packets in an attempt to disrupt the routing services. 

g) Malign attack: Watchdog and path-rater are used in ad hoc routing protocols to 
keep track of perceived malicious nodes in a blacklist. An attacker may blackmail 
a good node, causing other good nodes to add that node to their blacklists, thus 
avoiding that node in routes. 

h) Partition attack: An attacker may try to partition the network by injecting forged 
routing packets to prevent one set of nodes from reaching another. 

i) Detour attack: An attacker may attempt to cause a node to use detours through 
suboptimal routes. Also compromised nodes may try to work together to create a 
routing loop. 

j) Routing table poisoning: The publication and advertisement of fictitious routes. 
k) Packet replication: The replication of stale packets. The aim is to consume 

additional resources such as bandwidth. 
l) Session hijacking: One weak point is that most authentications processes are only 

carried out once when a session starts. An adversary could try to appear as an 
authentic node and hijack the session. (Transport Layer Attack) 
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m) Impersonation attack: Also called spoofing attacks. The attacker assumes the 
identity of another node in the network, thus receiving messages directed to the 
node it faked. Usually this would be one of the first steps to intrude a network 
with the aim of carrying out further attacks to disrupt operation. 

Types of attacks against ad hoc networks will continue to develop rapidly in new 
forms and methods. In this chapter, we focus to active attack i.e. blackhole attack and 
DOS attack. And we propose a mechanism to prevent both of them. 

3 AODV Routing Rotocol 

AODV (Ad hoc On Demand Distance Vector) [8] has been considered as one of the 
most popular and promising on-demand routing protocol, which has been 
standardized by IETF and attracts many concerns because of its lower network 
overhead and algorithm complexity. The routing procedure of AODV is described as 
follows. 

3.1 Route Creating 

Route creating procedure is a mechanism of AODV routing protocol to find and 
create a new path communication between sources to destination. AODV mechanism 
performs as follows. 

1. The source node broadcasts Route Request (RREQ) message. 
2. Once the intermediate node receives the RREQ message, a reverse route towards 

the upstream node that sends the RREQ message is built. If the node has a fresh 
route to the destination, it will send Route Reply (RREP) message along the 
reverse route to the source node, else the RREQ message will be forwarded one 
by one. 

3. The destination node sends RREP message to the source node through reverse 
route after it receives RREQ message. 

4. All nodes on the reverse route update their routing tables, in which a route to the 
destination node will be built. 

5. Once RREP reaches the source node, the route searching process is terminated. A 
new route is built in its routing table by which the transmission can be done. 

3.2 Route Maintaining 

Route maintaining is a procedure in AODV routing protocol to cover broken link 
problem during communication. If a node detects a link break for the next hop of an 
active route in its routing table, it deletes all route entries including this broken link, 
and broadcasts Route Errors (RERR) message to notify those upstream nodes to 
delete the corresponding entries in their routing tables. A node may detect 
connectivity with others by broadcasting local Hello messages periodically and 
broadcast RERR message when a link break is detected. 
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4 Variant of Secure AODV Routing Protocol 

In this section we will explain about variant secure protocol based on AODV.  Many 
researchers have proposed new variant and new mechanism to make AODV routing 
protocol more secure. There are two mainstreams to enhance the security aspect in 
AODV routing protocol i.e. cryptographic mechanism and trust based mechanism.  

4.1 Secure AODV Routing Protocol Using Cryptographic Mechanism 

This method use cryptographic mechanism to protect exchanging packet data, route 
creating, and route maintenance during the communication. It will guarantee the 
confidentiality and integrity aspect. Many types of cryptography algorithms had 
applied to secure the packet.  

Zapata proposed Secured AODV (SAODV) [5] to protect the route discovery 
mechanism of AODV using a signature. SAODV added secure based on public key 
cryptography. Before the data packet sent, firstly performed the encryption then the 
recipient will be able to read back the data with the specified public key. The Secure-
AODV scheme is based on the assumption that each node has certified public keys of 
all network nodes. Node that generates a routing message signs it with its private key 
and the nodes that receive this message verify the signature using the sender’s public 
key.  The next challenge for researchers is the problem of public key distribution. 
How we can distribute the public keys to the whole network.  

In AODV when node is destination, intermediate nodes must reply with Route 
reply. SAODV includes a kind of delegation feature that allows intermediate nodes to 
reply the RREQ messages. This is called the double signature [3]: when a node 
generates a RREQ message, in addition to the regular signature, it can include a 
second signature. Intermediate nodes can store this second signature in their routing 
table, along with other routing information related to node source. The intermediate 
node generates the RREP message, includes the signature of node that it previously 
cached, and signs the message with its own private key. RREP packet size will be 
increase because it must be accompanied by a security key. 

Messages that exchange in SAODV become significantly bigger because of added 
digital signature in each messages and additional signature for reply packet. New 
problem comes, SAODV requires heavyweight asymmetric cryptographic operations: 
every time a node generates a routing message, it must generate a signature, and every 
time it receives a routing message (also as an intermediate node), it must verify a 
signature. This gets worse when the double signature mechanism is used, because this 
may require the generation or verification of two signatures for a single message. To 
mitigate this problem, Cerri and Ghioni proposed A-SAODV [3]. This protocol based 
on AODV-UU. AODV-UU is a modified protocol based on AODV that add gateway 
module, and can implement in real world scenario. In SAODV, the intermediate 
nodes send route reply with signature, so intermediate node generates a cryptographic 
signature. Nodes may spend much time in computing these signatures and become 
overloaded. Moreover, if intermediate nodes have a long queue of routing messages 
that must be cryptographically processed, the resulting delay may be longer for the 
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packet to reaches the destination node. If the double signature mechanism is removed, 
protocol becomes un-collaborative, in which only the destination node is allowed to 
reply to a RREQ message. To solve that problem, A-SAODV has adaptive 
mechanism. The mechanism is makes intermediate nodes reply the request only if 
they are not overloaded. This option will choose based on value queue length. If 
queue length lower than threshold, the nodes generate a RREP with signature, if not, 
RREQ will forward without replying request to source node. This algorithm can 
optimize performance of SAODV. 

Eichler and Roman proposed AODV-SEC protocol [9] which is the development 
of the AODV routing protocol. AODV-SEC is an improved version of the SAODV. 
The approaches used in this protocol are the certificate and public key infrastructure. 
To secure data package, the mechanism added a new certificate called mCert. Two 
security functions are added to the library and certificates types. For cryptographic 
library using libcrypto because it has a faster performance. For the certificates 
AODV-SEC use mCert. These certificates have a new design with a smaller size and 
simpler in order to reduce overhead.  The AODV-SEC protocol tries to secure all 
possible aspects of the route discovery process. This includes the authentication of the 
two end nodes as well as the intermediate nodes. Further, it excludes not trusted nodes 
from the discovered routes. The length of the discovered route is protected in a way 
that intermediate nodes cannot advertise a potentially shorter route than actually 
exists.  The major difference compared to SAODV is the inclusion of a last-hop 
authentication mechanism and the defined certificate usage. No certificates have to be 
distributed before operation for the AODV-SEC protocol. Only the CA certificate 
needs to be known to the nodes. To improve the performance and capabilities of the 
protocol, AODV-SEC defined the data container. This additional data field can be 
used to run a key agreement protocol in parallel to the route setup process. This 
feature reduces the connection setup time. 

4.2 Secure AODV Routing Protocol Using Trust Based Mechanism 

In general, this mechanism builds a trust relationship between nodes before perform 
communication. Trust parameter nodes are represented by opinion, which is an item 
derived from some definition from normal behavior communication. The opinions are 
dynamic and updated frequently as the protocol specification: If one node performs 
normal communications, the opinion from other nodes points of view can be 
increased. Otherwise, if one node performs some malicious behaviors, it will be 
ultimately denied by the whole network. A trust recommendation mechanism is also 
designed to exchange trust information among nodes. With trust relation between 
nodes, next no need for a node to request and verify certificates all the time. In this 
protocol, author modified the routing table information by adding positive event and 
negative event. This information indicates that the nodes are malicious or normal 
node. 

Several trust models have been developed for peer-to-peer systems, based on 
sharing recommendation information to establish reputation. Although in principle 
these could be applied to routing in MANETs, there are two important problems. 
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First, there is significant network overhead due to the additional information 
exchanged. Second, addressing the potential for malicious recommendations requires 
a trusted third party (or a computationally expensive public-key infrastructure), which 
goes against the nature of MANETs. 

Pirzada et al. proposed a new pragmatic method for establishing trustworthy routes 
in AODV [10]. The trust models develop with three components: Trust Agent, 
Reputation Agent and combiner. The Trust agent extracts trust information from the 
events that are directly experienced by a node. The Reputation agent shares trust 
information with other nodes in the network. The Combiner calculates the total trust 
in a node from the information that it receives from the Trust and Reputation agents. 
Application of the trust agent in AODV uses six categories to derive the events that 
used to compute the situational trust and subsequently the direct nodes i.e. 
Acknowledgements (Pa), Packet Precision (Pp), Gratuitous Route Replies (Gr), 
Blacklists (Bl), Hello Messages (Hm), Destination Unreachable Messages (Du).  

Each category will used to define the situational and save into based upon their 
success or failure rate. To share trust reputation in each node, reputation agent make 
reputation table that can inform the reputation of nodes inside the network. The 
application of combiner process the information that is receives from the trust agent 
and the reputation agent. It will compute the derived and aggregate trust value. Trust 
value is saved in trust table that running by application trust agent.  

Based on this method, Pushpa [11] developed a trust mechanism that node can 
communicate with others in two security aspect i.e. nodes trust and route trust. To 
make node and route more trust, the system more complicated because it run three 
main operations; Node trust calculation, Route trust calculation and Route 
establishment process. Node trust calculated by using a method proposed by Pirzada, 
but the data structure from neighbor table has modified. Pushpa modified RREQ and 
RREP message format to ensure trust mechanism. 

In Zhe et al. [8] proposed a security mechanism in AODV routing protocol based 
on the credence model calculation. This mechanism can react quickly when detecting 
some malicious behaviors in the network and effectively protect the network from 
kinds of attacks. The credence mechanism is used to prevent the attack by calculate 
the communication behaviors by evaluate the routing packet processing and data 
packet forwarding. Nodes monitor communication behaviors between neighbors, and 
exchange the information with others to obtain credence values, and store them in the 
credence table. When the credence mechanism judged a node as an attacker, the 
security routing protocol will isolate the node attacker from the network. In order to 
provide secure and reliable data forwarding services, nodes should compare the 
credence value with his neighbors. In this case, nodes need more space memory to 
save the credence value of each neighbor.  

Griffiths et al. [12] proposed STAODV, a trust model using acknowledgements as 
the single observable factor for assessing trust. An Acknowledgements offer an 
effective indication of a node’s trustworthiness. An acknowledgement is a means of 
ensuring that packets which have been sent for forwarding have actually been 
forwarded. There are a number of ways that this is possible, but passive 
acknowledgement is the simplest. Passive acknowledgement uses promiscuous mode 
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to monitor the channel, which allows a node to detect any transmitted packets, 
irrelevant of the actual destination that they are intended for. Using this method a 
node can ensure that packets it has sent to a neighboring node for forwarding are 
indeed forwarded. Once a node becomes untrusted it is barred from consideration for 
packet forwarding by dropping it from the set of neighbors, removing all routes that 
use it, and sending out a new RREQ to re-establish the removed routes. Similarly, 
when receiving a RREP the first hop node is checked and if it is untrusted then the 
reply is disregarded. Thus, only routes where the first hop is trusted are established. 
Nodes make routing choices based on trust as well as the number of hops, such that 
the selected next hop gives the shortest trusted path. 

Kurosawa et al. [13] proposed an anomaly detection scheme using dynamic 
training method in which the training data is updated at regular time intervals. When 
the black attack took place, regardless of the environment the sequence number is 
increased largely. Also, usually the number of sent out RREQ and the number of 
received RREP is almost the same. In order to detect this attack, the destination 
sequence number is taken into account, and evaluates the number of sent out RREQ 
messages, number of received RREP messages, the average of difference of DstSeq in 
each time slot between the sequence number of RREP message and the one held in 
the list.  

Rajaram and Palaniswami [14] proposed TCLS, a trust mechanism with an 
additional data structure called Neighbors’ Trust Counter Table (NTT). Trust counter 
is calculated based on the number of packet that has forwarded through a route. To 
evaluate the behavior of nodes, the mechanism will compare between the total of 
success packet forwarded and total accumulation RREQ message in destination. To 
make communication more secure, in the route reverse process, each node must verify 
all the packet using digital signature mechanism. 

Mistry et al. [15] proposed the improving mechanism for AODV against blackhole 
attack. Attacker node detect by capturing and comparing the destination sequence 
number contained in RREP packets with source sequence number. In the original 
AODV, the greatest one is the most recent routing information. 

Islam et.al [16] proposed a possible framework of a link level security protocol 
(LLSP) to be deployed in a Suburban Ad hoc Network (SAHN). LLSP provides 
authentication, integrity assurance and encryption for ensuring security at the data 
link layer. To determine LLSP’s practicability, the timing requirement for each 
authentication process has estimated. The result indicates that LLSP can be a suitable 
link level security service for an ad hoc network similar to a SAHN. To enhance the 
security feature of the link layer, the Watchdog module of LLSP monitors channel 
usage of each neighbor and informs the MAC layer to take necessary steps for 
misbehaving neighbors. The security services provided by LLSP can be classified into 
five types: (Type 1) Authenticating a new node, (Type 2) Updating the capability1 
(CAP) of a link, (Type 3) Updating the shared key (SHK) of a link, (Type 4) 
Authenticating received packets and (Type 5) Encrypting payload. 

Afzal et al. [17] have presented the design and analysis of a secure on-demand 
routing protocol, called RSRP which confiscated the problems mentioned in the 
existing protocols. In addition, RSRP has used a very efficient broadcast 
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authentication mechanism which does not require any clock synchronization and 
facilitates instant authentication. 

Based on the review of secure AODV routing protocol above, we can describe 
mapping of secure protocol classification based on security method. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1. Mapping Variant AODV Secure Routing Protocol 

Trust mechanisms have a several advantages i.e.  

1. Trust relation between nodes, no need for a node to request and verify certificates 
all the time. 

2. No need to added any signature or cryptography method in packet message, so 
the size of messages not big. It can make performance become better. 

In this chapter, we choose to improve the security of AODV routing protocol with 
trust mechanism method to keep the performance of proposed routing protocol. 

5 Proposed Trust Mechanism 

In this chapter, we proposed a new trust mechanism that has ability to detecting and 
preventing the potentials attack into a wireless ad hoc network. We have performed 
some modification AODV routing protocol by adding trust level calculation. The 
proposed mechanism will detect the attack by trust local calculation and trust global 
calculation. When a node suspect as an attacker, the security mechanism will isolate 
the suspect node from the network before communication establish. To perform the 
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trust calculation, each node should collect all the activity information from its 
neighbor nodes. In order the nodes can hear all the activities of his neighbor, each 
node will run in promiscuous mode. In standard AODV, promiscuous mode is 
deactivated. To activated promiscuous mode, we performed minor modification in 
AODV. 

Each node will detect the anomaly in its neighbor node based on the calculation of 
the activities packet in nodes. Trust calculation performs when the node begin 
communication process. Each node will hear and calculate the total of received and 
forwarded RREQ, RREP, and RERR packet.  

5.1 Detection Mechanism 

A. DOS/DDOS Attack 

DOS attack will flood the victim nodes continuously with a useless request and in a 
big packet size. The victim cannot serve the real request to another node. In our 
scenario, we assume that when the nodes perform DOS attack, it will send number of 
request more than number of forwarded. If the neighbor hear and detect that the 
comparison of number of request and number of forwarded packet is too big, the 
mechanism will suspect the node as a malicious nodes. Figure 2 describes the DOS 
attack. 
 

 

 

 

 

 

 

 

 

Fig. 2. DOS attack 

In figure 2, node M performs DOS attack to node 2 when node 0 establishing the 
communication with node 4.  In this scenario, node 0 and node 2 will hear the request 
and forwarded packet from node M. All the neighbor of node M will know that the 
node M is a malicious node, because node M sends more request packet than 
forwarded packet. Our mechanism will calculate the trust level with formula 1, and 2. 
If the result calculation indicated node M is a malicious, then node M directly ignored 
from the communication activities. 
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B. Backhole Attack 

Attacker node will send the fake reply to say to the source node that he has a fresh 
route or he is a destination. And then source node will establish the communication 
with malicious nodes. As a consequence, the real destination will never receive the 
packets because there is no establish communication with the source node. To make 
source node believe that its reply is a shortest path and a fresh path, malicious node 
will send the reply packet with a higher destination sequence number.  Figure 3 
describes the scenario of blackhole attack.  
 

 

 

 

 

 

 

 

 

Fig. 3. Blackhole attack scenario 

In AODV routing protocol, when the destination node receives a route request 
(RREQ), it will generate and send route reply (RREP) packet. RREP packet consists 
of destination packet, source id RREP, sequence number and life time. We use this 
information to detect blackhole attack. Scenario in figure 3 shows that node 0 wants 
to establish communication with node 4. During the route discovery process, the 
malicious node (M) sends reply packet to indicate that he has a fresh route and in 
order to manipulate the source node that he is the destination. In our trust mechanism, 
when the source node receive route reply packet from its neighbors, it will compare 
the reply packets based on their source id. Node 0 will receive RREP from node 2, 3, 
and M. Source node will check the RREP source id and found that RREP source id 
from node 2 and node 3 are same, but different RREP source id from node M. Source 
node will choose communication to node 2 and 3, and suspect that node M is a 
malicious. Source node will continue the process selecting path based on destination 
sequence number. 

5.2 Trust Calculation 

Trust calculation mechanism is an algorithm that will used by each node to compute 
and to conclude the level of trust of his own neighbor. This calculation will perform 
each time when the nodes begin to establish connection and sending the packet data. 
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We divided the trust calculation into two categories i.e. trust global (TG) and trust 
local (TL).  

Trust global (TG) is a trust calculation level based on the total of number packet 
received compare with the number of forwarded packet in the nodes. The packets are 
RREQ, RREP, and RERR. And Trust local (TL) is a comparison between total 
received packet and total forwarded packet from specific nodes. The formula for the 
trust calculation described as follows, suppose that the topology as figure 4. 

 

 

Fig. 4. Description of trust calculation 

  
(1)

 = ∑     ∑     ;  ≤ 1                         (2) 

Where; 
 : Trust local node 2 to node 3. 
 : Trust global node 2 to node 3. 

Node 3 wants to calculate the trust level of node 2.  First steps, node 3 will 
calculate TL on node 2.  Node 3 will compare total of received packet in node 2 that 
origin from node 1 with the total of forwarded packet to node 3 that origin from node 
1. Next steps, node 3 will calculate TG of node 2 by comparing the total packet 
received and total packet forward in node 2.  Last steps, node 3 will combine the 
result calculation using formula 4. 

The value of trust local (TL) should be equal to 1, because normal nodes will 
forward the entire received packet. If the nodes only forward some of request or 
create a new fictitious packet, we suppose that it is a malicious node. For the trust 
global, the calculation result should be ≤ 1. when the nodes received packet from his 
neighbor, he will forward it to all intermediate nodes in his communication range. If 
the nodes not forward the packet to all neighbors, we suppose that he is malicious.  

If the calculation result of TL = 1, TL level is true. And if result value of TG ≤ 1, 
TG level is true. To decide neighbor node is trust or distrust, the nodes will combine 
the calculation result from TG and TL.   =  ( )                                             (3) 
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The node is trust when the trust level of TG and TL is true. 
 

The basic algorithm in our trust mechanism shows as follows.  

1. The source node broadcasts Route Request (RREQ) message.  
2. Once the intermediate node receives the RREQ message, a reverse route towards 

the upstream node that sends the RREQ message is built.  
3. If the node has a fresh route to the destination, it will send Route Reply (RREP) 

message along the reverse route to the source node, else the RREQ message will 
be forwarded one by one.  

4. Calculates Trust Local and Trust Global,  
5. The destination node sends RREP message to the source node through reverse 

route after it receives RREQ message.  
6. Set initial condition for all nodes is trust. 
7. Source node will compare the RREP source id, and select a path which sends a 

same RREP source id. 
8. Calculated trust total trust level (TG and TL). 
9. If the node is trusted, all nodes on the reverse route update their routing tables, in 

which a route to the destination node will be built, then the communication and 
transmission can be done. 

10. Else not trust, delete node from the neighbor list, and then select other path. 
11. Re-establish new connection. 

6 Modification in AODV Routing Protocol 

To implement our mechanism, we have modified the original AODV routing 
protocol. The detail modification describes as follows: 

6.1 Activate Promiscuous Mode 

a) Make AODV agent a child class of Taping and define the Mac variable in file 
aodv.h 

 

 

 

 

 

 

 

 

#include <mac.h> 
class AODV: public Tap, public Agent { 
public: 
void tap(const Packet *p); 
...... 
protected: 
Mac *mac_; 
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b) Define TCL command "install-tap" and implement AODV::tap( ) 

 

 

 

 

 

 

 

 

 

 

 

c) Modify tcl/lib/ns-mobilenode.tcl 
 

 

 

 

 

 

 

6.2 Create Class Counter for Calculate Number of Request, Reply and 
Forward Packet 

a) Added counter class definition  in aodv.h 

 

 

 

 

 

 

Node/MobileNode instproc add-target { agent port } { 
$self instvar dmux_ imep_ toraDebug_ mac_ 
...... 
# Special processing for AODV 
set aodvonly [string first "AODV" [$agent info class]] 
if {$aodvonly != -1 } { 
$agent if-queue [$self set ifq_(0)] ; # ifq between LL and MAC 
$agent install-tap $mac_(0) 
...... 
} 

int  totrec(Packet *p); 
int totforwd(Packet *p); 
int  Totfwd; 
int  Totrecvpacket; 
int  TotRec[]; 
int  TotForwd[]; 
double calcTrust(); 
int  trustGlobal[]; 

Int AODV::command(int argc, const char*const* argv) { 
...... 
else if(argc == 3) { 
...... 
else if (strcmp(argv[1], "install-tap") == 0) { 
mac_ = (Mac*)TclObject::lookup(argv[2]); 
if (mac_ == 0) return TCL_ERROR; 
mac_->installTap(this); 
return TCL_OK; 
}} 
return Agent::command(argc, argv); 
} 
Void AODV::tap(const Packet *p) { 
Hear all the activities of neighbor 
} 
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b) Put the counter class in aodv.cc 

 

 

 

 

 

 

 

 

 

 

 

 

6.3 Create Class for Calculate the Trust Level 

 
 

 

 

 

 

 

 

 

 

 

 

6.4 Isolated Unwanted or Malicious Neighbors 

To stop forwarding data when the node is detected as a malicious, add this function in 
class forward and class sendRequest in aodv.cc 

Int AODV::totrec(Packet *p) { 
struct hdr_aodv *ah = HDR_AODV(p); 
struct hdr_cmn *ch = HDR_CMN(p); 
//for (int i = 0; i <= index; i++) { 
   Totrecvpacket=0; 
// selecting the type of packet data   
 if (ch->ptype() == PT_AODV){ 
       if ((ah->ah_type==AODVTYPE_RREQ) || (ah->ah_type==AODVTYPE_RREP) || 

     (ah->ah_type==AODVTYPE_RERR)) { 
       Totrecvpacket++; 
       TotRec[index] = Totrecvpacket++; 
       fprintf(stdout," Received di Node: %d ",index); 
       fprintf(stdout, "= %i \n", TotRec[index] ); 
           } 
    }return TotRec[index]; 
      //} 
} 

double AODV::calcTrust(){ 
   if (TotForwd[index] > 0){ 
       TG[index]=true; 
       trustGlobal[index] =  TotRec[index] / TotForwd[index]; 
       fprintf(stdout," Calcul Trust di node: %d ",index); 
       fprintf(stdout, "= %i \n", trustGlobal[index] ); 
        if(trustGlobal[index] <= 1) { 
            TG[index]=true; 
     } 
       Else { 
           TG[index]=false;  } 
 } else { 
    fprintf(stdout," nothing forwarded in nodes %d \n ",index); 
   } 
} 
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6.5 Compare RREP of Source Id 

Added this function in class recvReply in aodv.cc 
 

 

 

 

 

7 Simulation, Result and Analysis 

7.1 Parameter Simulation and Topology 

Simulation has been conducted using NS-2 version 2.34. In our simulation, 150 
mobile nodes move in area of 1250 meters x 1250 meters square for 70 seconds 
simulation time. We use random waypoint mobility model, and transmission range is 
250 meters. In our simulation, the speed are varied from 10 m/s to 50m/s. The data 
traffic is Constant Bit Rate (CBR). We have performed DOS and blackhole attack to 
evaluate our proposed protocol by increasing the number of attack. There are 7 nodes 
at fixed position i.e. node 0, 1, 2, 3, 4, 5, and 6. The other node positions are set 
randomly. Node 0 will communicate to node 5, and the position of node 1, 2, 3 
between node 0 and node 5. During the communication process, DOS will attack node 
2. We create the attack scenario from the tcl script.  Figure 5 depicted the 7 fixed node 
positions, and table 2 shows the simulation parameter. 

7.2 Performance Metrics 

Packet Delivery Ratio (PDR) is the ratio of the number of delivered data packet to 
the destination. PDR reflects the network processing ability and data transferring 
ability, and as the main symbols of reliability, integrity, effectiveness and correctness 
of the protocol. 

Compare rp->rp_src  
Choose path with same rq->rq_dst 
if ( (rt->rt_seqno < rp->rp_dst_seqno) ||   // newer route  
      ((rt->rt_seqno == rp->rp_dst_seqno) &&   
       (rt->rt_hops > rp->rp_hop_count)) ) { // shorter or better route 
  
Send packet data. 

/ If distrust nodes, ignore communication 
 if(TG[index]==false) { 
//#ifdef DEBUG 
//   fprintf(stderr, "%s: I am Distrust nodes\n", __FUNCTION__); 
//#endif // DEBUG 
   fprintf(stdout, " I am Distrust nodes %d\n", index); 
   Packet::free(p); 
   return; 
 } 
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Fig. 5. Simulation scenario 

Table 2. Simulation parameter 

Parameter Value 
Simulation time 70 s 
Topology 1250 m x 1250 m 
Number of nodes   150 
Speed  10,20,30,40,50 
Pause time 10 s 
Traffic type CBR 
Mobility model Random way point 
Packet size 512 bytes 

 

The formula to calculate packet delivery ratio shows as follows. =  ∑    ∑    ∗ 100 %                                 (4) 

The greater value of packet delivery ratio means the better performance of the 
protocol. 

End-to-end Delay is the average time taken by a data packet to arrive in the 
destination. It also includes the delay caused by route discovery process and the queue 
in data packet transmission. Only the data packets that successfully delivered to 
destinations that counted.    =  ∑(   )∑                                   (5) 
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The lower value of end to end delay means the better performance of the protocol. 
Routing overhead is equals to the ratio between the number of routing control packets 

transferred during the whole simulation process and the number of data packets. It is refer 
to how many routing control packets are needed for one data packet transmission. It is an 
important index that compares the performance among different routing protocols; 
moreover it can evaluate the scalability of routing protocol, the network performance and 
the energy consumption efficiency under lower bandwidth or congestion.  = ∑  ∑                                            (6) 

7.3 Result and Analysis 

We compare our trust mechanism with another secure protocol such as TCLS [14], 
LLSP [16], and RSRP [17]. We compare with these protocols due to its used trust 
mechanism to secure the protocols. We evaluate the protocols under blackhole and 
DOS attack. We varied the number of attack and the speed of mobile node. 

A. Performance Evaluation by Vary the Speed 
In the first simulation scenario, we vary the simulation speed as 10, 20,30,40,50 under 
5 node attackers included DOS and blackhole attack. After 1 second, the attackers 
start to attack node 2. 

Figure 6 shows the results of end to end delay under attack scenario with varies 
speed. When DOS attacks perform in the network, the massive RREQ packets will 
floods the network. It makes the end to end delay of the protocol much higher. Our 
proposed protocol can find the attacker node directly and ignored the malicious node 
 

 

 
Fig. 6. End to end delay vs speed 
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Fig. 7. Packet delivery ratio vs speed 

from the network to maintain the delay at the normal level. We can see in figure 6, 
our proposed protocol outperform TCLS, LLSP and RSRP. When the speed is 
increased, the delay of communication increases. 

Figure 7 depict the packet delivery ratio under attack. The value of packet delivery 
ratio is between 50% until 65 % for the TCLS, LLSP and RSRP for the low speed 
scenario. Its means ratio packet successfully delivered to destination is low. In 
general, the packet delivery ratio becomes higher when the speed of simulation 
increases. The packet delivery ration value of our proposed protocol is stable between 
95% until 100%. Its means the proposed mechanism can guarantee the packet 
delivery to the destination. 

Our proposed protocol directly isolates the attacker and it will stop the attacker to 
send DOS or fake reply to the victim. Due to the attacker node cannot participate in 
the network, communication is running as there is no attack in the network. In  
figure 7, packet delivery ratio of our proposed protocol more stable even in the vary 
speed condition. It means that the change of speed has no effect on the packet 
delivery ratio.  

Figure 8 shows the performance of secure protocol under attack scenario in term of 
overhead. The overhead of each protocol become increase when we perform the 
attack.  It means the attacker influence the performance of the routing protocol. The 
overhead become low when we increase the speed of simulation. Our proposed 
protocol can mitigate the attack and maintain the routing overhead at the good 
performance level. 



 Secure AODV Routing Protocol Based on Trust Mechanism 101 

 

Fig. 8. Overhead vs speed 

Our proposed protocol outperform other secure routing protocols (such as LLSP, 
RSRP, and TCLS) due to the early detection and directly ignore the attacker nodes, 
simple mechanism without encryption mechanism to secure the packet data, and no 
need to change the size of packet data.  

 

B. Performance Evaluation by Vary the Number of Attack 

In the second simulation scenario, we evaluate our proposed protocol by vary the 
number of attacks as 5,10,15,20 and 25 under fixed speed as 30 m/s.  

Figure 9 shows the effect of number of attacks to the duration of delivered packet 
from source to destination. As we can see in figure 9, the delay is increase due to the 
flooding request in the network by DOS attack. Our proposed protocol can keep the 
delay between 1s until 1.5 s and has a stable delay under various numbers of attacks. 
It proves that our protocol can mitigate the attacker and then performs the 
communication normally. Overall, the delay is increase when the number of attack 
increases. 

Figure 10 depicts the packet delivery ratio when the number of node is varied. In 
general, packet delivery ratio becomes decrease when the number of attack increases. 
It means, many packets are lost and performance of communication between sources 
to destination is low. Based on the result, our proposed protocol can maintain the 
normal work of network at a high packet delivery ratio. The packet delivery ratio 
value of our proposed protocol is between 96% until 99%. The variation of number of 
attacks does not give effect to the packet delivery ratio. Due to the proposed protocol 
can detect and mitigate the attacker early during the route discovery process and 
perform the communication normally as the network running without attack. 
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Fig. 9. End to end delay vs Number of attack 

 
 

 

Fig. 10. Packet delivery ratio vs number of attack 
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Fig. 11. Routing overhead vs number of attack 

Figure 11 depict the performance of secure protocol under varies number of attack 
in term of routing overhead. In general, routing overhead become increase when the 
number of attack increases. Based on the result, our proposed protocol has a lower 
overhead even the number of attack increase. It proves that our propose mechanism 
can maintain the network communication at low overhead, and mitigate the  
attacker. 

Over all, the performance of our proposed protocol outperform with different speed 
and different number of attack in term of packet delivery ratio, end to end delay and 
routing overhead. Due to the proposed protocol can detect the attacker nodes when 
the node performs route discovery process. The communication is running normally 
after trust mechanism performed as well as there is no attack inside the network. In 
addition, our proposed solution does not add any control message to existing AODV 
neither needs to regenerate any control messages. So, there are minimal chances of 
rise in Normalized Routing Overhead i.e. in the ratio of number of control packets to 
data transmissions in a simulation. 

Some advantages of our proposed protocol are: 

1. No need to perform warning mechanism to whole network. In some mechanism, 
after calculate the trust level of node, the protocol will inform to all the nodes in 
the network about the trust status of the node. But in our mechanism, each node 
has own trust calculation level to its neighbor.  

2. No need to save the status of its neighbor, due to the trust calculation performs 
each time the node doing the communication. 
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8 Conclusion 

We have reviewed some of secure routing protocol based on AODV and explored the 
security problem in wireless ad hoc network. We also explored the variant of secure 
routing protocol based on AODV and present the Mapping Variant AODV Secure 
Routing Protocol. There is two mainstream to enhance the security aspect in AODV 
routing protocol i.e. cryptographic mechanism and trust based mechanism. 

In this chapter, we address the security aspect and proposed a new trust mechanism 
that has ability to detecting and preventing the attack potentials into a wireless ad hoc 
network especially for DOS and blackhole attack. Our proposed protocol is design to 
get the good performance communication if there is attack in the network. 

The simulation analysis result prove that the performance of our proposed protocol 
is better than another secure routing protocol such as LLSP, RSRP and TCLS, in term 
of packet delivery ratio, end to end delay and overhead especially under DOS and 
blackhole attack. 

In the future work, we will observe and extend the mechanism to be able to detect 
another type of attack, and apply the bio inspired algorithm to select the shortest and 
secure path.  We also try to apply our mechanism for a real network. 
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Abstract. Vehicular Ad-hoc Networks (VANETs) can make roads safer, 
cleaner, and smarter. It can offer a wide range of services, which can be safety 
and non-safety related. Many safety-related VANETs applications are real-time 
and mission critical, which would require strict guarantee of security and 
reliability. Even non-safety related multimedia applications, which will play an 
important role in the future, will require security support. Lack of such security 
and privacy in VANETs is one of the key hindrances to the wide spread 
implementations of it. An insecure and unreliable VANET can be more 
dangerous than the system without VANET support. So it is essential to make 
sure that “life-critical safety” information is secure enough to rely on. Securing 
the VANETs along with appropriate protection of the privacy drivers or vehicle 
owners is a very challenging task. In this work we summarize the attacks, 
corresponding security requirements and challenges in VANETs. We also 
present the most popular generic security policies which are based on 
prevention as well detection methods. Many VANETs applications require 
system-wide security support rather than individual layer from the VANETs’ 
protocol stack. In this work we will review the existing works in the perspective 
of holistic approach of security. Finally, we will provide some possible future 
directions to achieve system-wide security as well as privacy-friendly security 
in VANETs. 

Keywords: Security, Privacy, VANETs, Roadside Units, Key Management. 

1 Introduction 

It is now widely accepted by academician and industry that VANETs can 
significantly improve traffic safety, road efficiency and reduce environmental impact 
[1]. Studies [2] show that about 60% roadway collisions could be avoided if the  
driver of the vehicle was provided warning at least one-half second prior to a 
collision.  
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VANETs allow vehicles to communicate with each other (V2V) and/or with 
roadside infrastructure (V2R). Based on these communications VANETs can offer a 
wide range of services. In a report [3], US Dept. of Transport has already listed more 
than75 different application scenarios where it can be useful. These can be broadly 
categorized in two: safety and non-safety related services/applications. Many safety-
related ITS applications are real-time and mission critical, which would require strict 
guarantee of quality of service (QoS), in terms of latency, error rate, and security. For 
instance, a safety message to prevent a probable accident has to reach concerned 
vehicles within a fraction of a second (e.g. 100ms [3]) so that the vehicles and their 
drivers can take necessary actions to prevent the accident. Security is key concern for 
future VANETs implementations. In VANET a road user will relay on it and does 
action accordingly whereas on typical systems user takes actions by his/her 
observation and knowledge. An insecure and unreliable VANET can be more 
dangerous than the system without it.  So, secure VANETs system is more than 
necessary. Potential security measures could include a method of assuring that the 
packet/data was generated by a trusted source (neighbor vehicle, sensors, etc.), as well 
as a method of assuring that the packet/data was not tampered with or altered after it 
was generated. Any application that involves a financial transaction (such as tolling) 
requires the capability to perform a secure transaction.  

Securing the VANETs along with appropriate protection of the privacy drivers or 
vehicle owners is a very challenging task. As the applications of VANETs are diverse, 
their communications and/or system-level security requirements could be diverse too. 
There are some very good works on VANETs’ security and privacy [4-9], which 
review security related issues attacks, requirements, challenges, and security 
solutions. But none of these comprehensively covers all of these issues related 
VANETs’ security and privacy except [9]. In [9] security and privacy implementation 
related issues are missing, precisely communication perspective.  In this work we 
summarize the attacks, corresponding security requirements and challenges in 
VANETs. We also present the most popular generic security policies which are based 
on prevention as well detective methods. Many VANETs applications require system-
wide security support rather than individual layer from the VANETs’ protocol stack. 
In this work we will review the existing works in the perspective of holistic approach 
of security. Finally, we will provide some possible future directions to achieve 
system-wide security as well as privacy-friendly security in VANETs. 

The rest of this book chapter is organized as follows. We first present a brief 
overview of VANETs in section 2. In section 3 we provide an elaboration of the 
possible adversaries and their possible attacks in VANETs. The security, privacy 
requirements and major challenging issues faced by VANETs to satisfy the security 
requirements are described in section 4. This section clearly shows how security and 
privacy my conflict in VANETs. Section 5 summarizes the generic security 
mechanisms including some specific attacks based works. We analyze the  
existing works and provide some future directions in section 6, before we conclude in 
section 7. 
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2 Overview of VANET 

2.1 What Is VANET? 

A modern vehicle can be considered as a network of sensors/actuators on wheels. 
VANET is a special kind of Mobile Ad-hoc Network (MANET) where vehicles 
equipped with the technologies are the key constituents. Generally, a VANET differs 
from MANET in the following aspects: 

• Large scale – potentially billion 
• Fleeting contact with other vehicles 
• Nodes not as constrained in terms of energy, storage and computation. 
• Higher mobility 
• Privacy requirements  

The single most important objective of a VANET is to provide communications 
between different vehicles on the roads and roads’ environments (e.g. roads’ 
condition, weather, traffic, etc.), to improve the driving experience and make driving 
safer. In doing so, in VANET each vehicle needs to have an OBU (On-Board Units)–
communication devices mounted on vehicles and also a WSNs supported roadside 
unit (RSU) as shown in figure 1. By using OBUs, vehicles can communicate with 
each other as well as with RSUs. A VANET is a self-organized network that enables 
communications between vehicles and RSUs, and the RSUs can be connected to a 
backbone network, so that many other network applications and services, including 
Internet access, can be provided to the vehicles. So in VANET communications can 
be Vehicle to Vehicle (V2V)/inter vehicle and/or with roadside infrastructure (V2R) 
[10]. Figure 1 presents an example VANET, which shows possible communications 
within a VANET.  

To make VANETs intelligent, it integrates multiple ad-hoc networking 
technologies such as WiFi IEEE 802.11p, WAVE IEEE 1609, WiMAX IEEE 802.16, 
Bluetooth, IRA, ZigBee for easy, accurate, effective and simple communication 
between vehicles on dynamic mobility. One of the IEEE1609 (P1609.2) explicitly 
defines security, secure message formatting, processing, and message exchange. Use 
of these technologies in VANETs helps in defining safety measures in vehicles, 
streaming communication between vehicles, infotainment and telematics. VANETs 
are expected to implement a variety of wireless technologies such as Dedicated Short 
Range Communications (DSRC), are one or two way short- to medium-
range wireless communication channels explicitly designed for automotive use and a 
corresponding set of protocols and standards.  Other candidate wireless technologies 
are Cellular, Satellite, and WiMAX. VANETs can be envisioned as the most 
important entity of the Intelligent Transportation Systems (ITS) [1, 3, 10].  
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Fig. 1. An example of VANET  

2.2 Applications of VANETs 

VANETs can offer a wide range of services or applications. In a report [3], US Dept. 
of Transport has already listed more than75 different application scenarios where 
VANETs can be useful. These applications can be broadly categorized in two: safety 
and non-safety related services/applications. Congestion control is one of the non-
safety related applications. As shown in Table 1, a little reduction in congestion can 
contribute very significantly. A snapshot of key applications of VANETs is presented 
in figure 2. 

Table 1. Cost of Congestion in few developed Countries [1] 

Country Congestion Cost (billion$) 

USA 200 ( 890 within 20yrs) 

Japan 109 

Australia 12.5 

UK 35 

3 Adversaries and Attacks 

Knowing the type and the resources of the adversary can greatly help in determining 
the scope of the defenses required to secure a VANET.  It is really hard to make a 
precise list of all the possible adversaries in any security system. A realistic analysis  
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Fig. 2. Possible Applications of VANETs [11] 

of the application environment can help in finding the type of typical adversaries. 
Thus VANETs environment recommends the following categories of adversaries  
[12, 13]: 

 
Greedy Drivers: It is highly unexpected that all drivers in the system will be trusted 
to follow the protocols specified by the application. Always there will be some drivers 
who will attempt to maximize their gains, regardless of the cost to the system. For 
example, in a congestion control system, a greedy driver might attempt to convince 
the nearby vehicles that there is considerable congestion ahead, so that they will move 
to alternate routes and allow the greedy driver a clear path to his/her destination.  

Eavesdroppers (Snoops): This type of adversary can includes everyone from a nosy 
next-door neighbor to a government agency trying to profile drivers.  For example, 
companies may want to track consumers’ purchasing habits and use correlated data to 
alter prices and discounts. Data mining to find pattern over aggregated data may be 
acceptable, but it can easily conflict with users’ privacy concerns if one can extract 
identifying information about a person.  

Pranksters: Like computer and network security, pranksters could be a serious 
adversary in VANETs. It includes jaded teenagers searching for vulnerabilities and 
hackers looking for fame via their exploits. For example, a prankster siting by the 
road can easily create “intelligent collision” by convincing one vehicle to slow down 
while persuading the vehicle behind it to speed up. The hard real-time response 
requirement in VANETs potentially leaves it vulnerable to DoS attacks. A prankster 
could exploit this vulnerability to disable applications or prevent critical information 
from reaching targeted vehicle. 
 



112 M.A. Razzaque, S. Ahmad Salehi, and S.M. Cheraghi 

Industrial Insiders: Inside attackers are very deceptive, and hard defend them. The 
extent to which VANETs are vulnerable to these depends on other security design 
decisions. For instance, any mechanic who can update the software on a vehicle can 
also has the chance to load malicious software. If vehicle makers are in charge of key 
distribution, then a single rogue employee at one maker could create keys that would 
be accepted by all other vehicles. 

Malicious Attackers: This category of adversary deliberately attempt to cause harm 
via the applications available on the VANETs. Usually, these attackers have specific 
targets, and they have access to more resources than the aforementioned attackers. For 
instance, terrorists might manipulate the warning system to create jam before 
detonating a bomb. On the other hand criminals might spoof the congestion control 
application to facilitate getaways. In general, while this class of attackers rarer than 
those outlined above; their combination of resources and directed malice makes them 
a serious concern for any security system.  

3.1 Attacks 

Like other networks attacks in VANETs can be classified into the following 
categories [12, 13]: 

• Outsider vs. insider attacks: Outside attacks are defined as attacks from nodes 
which do not belong to a VANETs; insider attacks occur when legitimate vehicle 
or node of a VANETs behave in unintended or unauthorized ways. 

• Passive vs. active attacks: Passive attacks include eavesdropping on or 
monitoring packets exchanged within a VANET; active attacks involve some 
modifications of the data steam or the creation of a false stream. 

• Malicious vs. rational: Usually, a malicious attacker looks for no personal 
benefits from the attacks, just aims to harm the users or network. Hence, attacker 
may employ any means disregarding corresponding costs and consequences. On 
the other hand, a rational attacker looks for personal benefit and hence is more 
predictable compared to a malicious attacker. 

•  Local vs. extended: An attacker can be limited in scope, even if he controls 
several entities (vehicles or base stations), which makes him local. An extended 
attacker controls several entities that are scattered across the network, thus ex- 
tending his scope. This distinction is especially important in privacy-violating 
and wormhole attacks that we will describe shortly. 

It is also possible to categorize attacks in according to the security requirements in 
VANETs as: 

• Attacks on secrecy and authentication: Standard cryptographic techniques can 
protect the secrecy and authenticity of communication channels from outsider 
attacks such as eavesdropping, packet replay attacks, and modification or 
spoofing of packets. 
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• Attacks on network availability: Attacks on availability are often referred to as 
denial-of-service (DoS) attacks. DoS attacks may target any layer of a sensor 
network. 

• Stealthy attacks against service integrity: In a stealthy attack, the goal of the 
attacker is to make the network accept a false data value. 

Being a special implementation of MANETs supported by WSNs (RSUs), a VANET 
inherits all the known and unknown security weaknesses associated with MANETs 
and WSNs, and could be subject to many security and privacy threats. In this context 
we obviously cannot anticipate every possible attack on VANETs; we can enumerate 
some of the more likely scenarios and ensure that applications are robust against this 
known set of potential attacks. These attacks can be concerned with the physical 
security of VANET and messages communicated within it. Here we consider only the 
attacks against messages rather than vehicles, as the physical security of vehicle 
electronics is out of the scope of this work. Message related attacks in VANETs can 
be summarized [13] as below: 

 
Denial of Service (DoS):  Like any other networks, it is a very common attack where 
the attacker can overpower a vehicle’s resources or jam the communication channel 
used by the VANET to bring down the VANET or even cause an accident. This attack 
is active and malicious in nature. For instance, if a malicious adversary wants to 
create a massive pileup on the highway, he could provoke an accident and then use a 
DoS attack to prevent the dissemination of warnings message to other drivers. As 
shown in figure 3 (iii) jamming can easily cause DoS in VANETs. 

 
Fabrication Attacks:  An attacker can initiate a fabrication attack by broadcasting 
false or bogus information into the network. For example, a greedy driver might 
behave as an emergency vehicle to speed up his/her own journey. An attacker may 
also fabricate his/her own information related to his/ her identity, location, or other 
application-specific parameters. Finding an appropriate defense mechanism against 
fabrication attacks in VANETs is particularly challenging, as the customary remedy 
of using strong identities along with cryptographic authentication may conflict with 
the privacy requirements of drivers or vehicle owners. This generic attack has some 
variants (may not be mutually exclusive) which are important for VANETs as below 
[9, 12, 13]: 

i. Bogus Information: Attackers of this attack are generally insider, rational and 
active as shown in figure 3(i). They diffuse wrong information in the network to 
affect the behavior of other drivers (e.g., to divert traffic from a given road and 
thus free it for themselves).  

ii. Cheating with Sensed Information: Attackers of this category are insider, 
rational, active and local who exploit this attack to alter their perceived position, 
speed, direction, etc. in order to escape liability, notably in the case of an 
accident.  

iii. Hidden Vehicle: Here fabrication happens on positioning information. It follows 
the basic safety messaging protocol described [12], a vehicle broadcasting 
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warnings will listen for feedback from its neighbors and stop its broadcasts if it 
realizes that at least one of these neighbors is better positioned for warning other 
vehicles. As shown in figure 3 (vi), the hidden vehicle attack consists in 
deceiving vehicle A into believing that the attacker B is better placed for 
forwarding the warning message, thus leading to silencing A and making it 
hidden to other vehicles. This ultimately stops the dissemination of the warning 
message, hence causing a DoS. 

iv. Tunnel: As in GPS signals disappear in tunnels or underground, an attacker can 
exploit this temporary loss of positioning information to inject false data once the 
vehicle leaves the tunnel and before it receives an authentic position update as 
shown in figure 3 (iv). An area jammed by the attacker may cause the same 
effects.  

v. Masquerading: The attacker of this kind actively pretends to be another vehicle 
by using false identities and can be driven by malicious or rational objectives. 
Intelligent collision (figure 3 (ii)) is an example of this attack.  

Message Suppression Attacks: It is a delicate attack where the attacker may use one 
or more vehicles to launch a suppression attack by selectively dropping packets from 
the network. Some popular attacks of MANETs or WSNs such as selective 
forwarding, black-hole falls under this generic category. For instance, a prankster 
might suppress congestion avoidance message before selecting an alternate route, thus 
trapping subsequent vehicles to wait in traffic.  

Alteration Attacks: It is an active and inside attack in VANETs that aims to alter 
existing data. It includes on purpose delaying the transmission of information, 
replaying earlier transmissions or altering the individual entries within a transmission. 
For example, if the traffic congestion application requires a vehicle to collect “votes” 
from other vehicles at the site of the congestion, then an attacker might collect votes 
while traveling in normal traffic, but alter the locations and timestamps in the votes to 
make it appear that all of those vehicles were in the same place at the same time, 
deceitfully indicating a heavily congested highway. A malicious attacker might alter a 
message alerting vehicles to an obstacle ahead to convince another vehicle that the 
way is in fact clear.  

Tracking: This attack requires ID disclosure of other vehicles. A central monitoring 
can be used to monitor trajectories of targeted vehicles and use this data for a range of 
purposes (e.g., the way some car rental companies track their own cars). For the 
monitoring, the passive attacker can exploit the roadside infrastructure or the vehicles 
around its target (e.g., by using a virus that infects neighbors of the target and collects 
the required data). An example of this sort of attack is shown in figure 3(v), where car 
A is under tracking attack. 

Wormhole: In wireless networking attack, this attack consists in tunneling packets 
between two remote nodes. Similarly, in VANETs, an attacker that controls at least 
two entities distant from each other and a high speed communication link between 
them can tunnel packets broadcasted in one location to another, thus disseminating 
erroneous (but correctly signed) messages in the destination area.  
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4 Challenges  and Security Requirements in VANETs 

4.1 Security Requirements  

As the applications of VANETs are diverse, their communications and/or system-
level security requirements could be diverse too. Potential security measures should 
include a way of assuring that the packet/data was generated by a trusted source, as 
well as a way of assuring that the packet/data was not tampered with or altered after it 
was generated.  

VANETs pose some of the most challenging problems in MANETs and WSNs 
research. In addition, the issue of security in VANETs is particularly challenging due 
to the unique features of the network, such as high-speed mobility of network nodes 
or vehicles and the extremely large amount of network entities. It is obvious that any 
malicious user behavior, such as an alteration and replay attack of the disseminated 
messages, could be disastrous to other users. So in any situation, it is necessary to 
make sure that “life-critical safety” information cannot be altered by attackers. A 
security system needs to be capable of establishing the liability of drivers, while 
preserving their privacy as much as possible. Considering the aforementioned attacks 
and suggestion made in other works, VANET security should satisfy the following 
requirements [3, 12, 13]: 

 

i. Authentication: This is the most important requirement in preventing most 
of the aforementioned attacks in VANETs. Vehicle responses to events 
should be based on legitimate messages (i.e., generated by legitimate users). 
Therefore we need to authenticate the OBUs, RSUs and senders of these 
messages. 

ii. Verification of Data Consistency: The legality of messages also comprises 
their consistency with similar ones (those generated in close space and time), 
as the sender can be legal but the message contains false data. This 
requirement also known as “plausibility”. 

iii. Message Integrity: Message alteration is very common and crucial attacks in 
VANETs. We need to maintain the integrity of the message to prevent the 
alteration attacks.  

iv. Availability: Attacks like (e.g., DoS by jamming) bring the VANETs down 
even the considered communication channel is robust. So, availability should 
be provided by some other means.  

v. Non-repudiation: Drivers causing accidents should be reliably identified to 
prove his/her liability. Based on this principle, a sender will not be able to 
refuse the transmission of a message (it may be key for investigation in 
determining the correct sequence and content of messages exchanged before 
the accident). 

vi. Privacy: People are increasingly cautious of being monitored or tracked. 
Hence, the privacy of drivers or vehicle owners against unauthorized 
observers should be protected. 

vii. Traceability and Revocation: Trace and disable abusing OBUs or RSUs by 
the authority. 
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viii. Real-Time Constraints: At the very high speeds typical in VANETs, strict 
time constraints should be respected. This ultimately imposes computation 
and communication wise efficient schemes. 

 

Fig. 3. Few explicit attacks in VANETs [12, 13] 
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4.2 Challenges 

VANETs pose some of the most challenging problems in MANETs and sensor 
network research. Some of the key challenges [12, 13, etc.] which directly or 
indirectly related to security of VANETs are summarized below. 

Mobility: In general sensor networks often assume a relatively static network, and 
even MANETs usually assume limited mobility. For vehicular networks, mobility is 
the norm, and it will be measured in miles, not meters, per hour. This high mobility 
causes frequent dis-connectivity; hence make the communications highly unreliable 
which makes security more challenging. The mobility patterns of vehicles on the 
same road will show strong correlations. Each vehicle will have a frequently shifting 
set of neighbors, many of whom it has never communicated with before and is 
unlikely to communicate with again. The short-lived nature of interactions or 
communications in a VANET will limit the efficacy of reputation-based schemes. For 
instance, rating other vehicles based on the reliability of their incident reports is 
unlikely to prove useful; a specific driver is unlikely to receive multiple reports from 
the same vehicle. Additionally, as two vehicles may only be within communication 
range for a very short period (e.g. few seconds), we cannot rely on protocols that 
require significant communication between the sender and receiver. 

Privacy vs. Security: Like other IP-based networks (e.g. Internet, MANETs, etc.), it 
highly desirable to bind each driver or vehicle to a single identity to prevent Sybil or 
other spoofing attacks. For instance, in the congestion control scheme, it is necessary 
to prevent one vehicle from claiming to be hundreds in order to create the illusion of a 
congested road. Authentication is a key security requirement for VANETs that 
provides valuable forensic evidence and allows us to use external mechanisms, such 
as traditional law enforcement, to deter or prevent attacks on VANETs. However, 
drivers or other vehicle users value their privacy and are unlikely to adopt systems 
that require them to abandon their anonymity. For instance, if we try to prevent 
spoofing in a way that reveals each vehicle’s permanent identity, then we may violate 
drivers’ or users’ privacy requirements. So privacy compliant security policies are 
needed that will require codifying legal, societal and practical considerations. Most 
countries have widely divergent laws concerning their citizens’ right to privacy. As 
most vehicle makers operate in multinational markets, they will need security 
solutions that satisfy the most stringent privacy laws, or that can be customized to 
meet their legal obligations in each market. Authentication schemes must also 
consider societal expectations of privacy against practical considerations. Vehicles 
today are not fully anonymous as each vehicle has a publicly displayed license plate 
that uniquely identifies it and identifies the owner of the car, given access to the 
appropriate records. Hence, drivers have already sacrificed a portion of their privacy 
while driving. So, security policies in VANETs should build on these existing 
compromises instead of encroaching any further upon a driver’s right to privacy. 

 
Availability: Number of VANETs applications especially safety-related require real-
time, or near real-time, responses and hard real- time guarantees. Other applications 
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may tolerate some margin in their response times; still this requirement is faster than 
those expected in traditional WSNs or MANETs. However, attempts to meet real-time 
demands could make applications vulnerable to Denial of Service (DoS) attacks. For 
instance, in the deceleration application, a delay of even less than a second can render 
the message meaningless. The problem is further aggravated by the unreliable 
communications. The current DSRC standard provides an acceptable latency and high 
data rate; the reliability is still missing [14]. Since vehicles moving in opposite 
directions will remain within communications range for only a few seconds, 
opportunities to retry a broadcast will be limited.  

 
Low Tolerance for Errors: Many applications can afford security protocols that rely 
on probabilistic schemes. However, in VANETs’ safety (mission-critical) related 
applications, even a small probability of error will be unacceptable. Number of 
vehicles in the world is in billions, even if an application that functions correctly 
99.99999999% of the time, the application is still more likely to fail on at least one 
vehicle than function correctly on all vehicles. So margin of error of any security 
protocol in VANETs based on deterministic or probabilistic scheme is infinitesimally 
small. Additionally, for many applications, security must focus on prevention of 
attacks, rather than detection and recovery. In MANETs it may suffice to detect an 
attack and alert the user, leaving recovery and clean-up to the humans. However, in 
many safety-related VANETs applications, detection will be inadequate, as by the 
time the driver can react, the warning may be too late. So security must focus on 
preventing attacks in the first place, which requires extensive foresight into the types 
of attacks likely to occur. 

 
Key Distribution: Key distribution is often a fundamental building block for security 
protocols. In VANETs, key distribution faces several significant challenges. First, 
vehicles are manufactured by many different companies, so installing keys at the 
factory would require coordination and interoperability between manufacturers. If 
manufacturers are unable or unwilling to agree on standards for key distribution, then 
we could turn to government-based distribution. Within a country it can hierarchically 
go to states and then districts that make the coordination complicating. The 
government can impose standards, but doing so would require significant changes to 
the current infrastructure for vehicle registration, and thus is unlikely to occur in the 
near future. However, without a system for key distribution, applications like traffic 
congestion detection may be vulnerable to spoofing, sybil attacks. A potential 
approach for secure key distribution would be to empower the Motor Vehicles 
licensing authority to take the role of a Certificate Authority (CA) and to certify each 
vehicle’s public key. Unfortunately, this approach has number of weaknesses. 
Moreover, certificate-based key establishment has the danger of violating driver 
privacy, as the vehicle’s identity is revealed during each key establishment. So 
finding a realistic and privacy friendly key distribution technique is a challenging 
issue in VANETs. 
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Cooperation: Successful deployment of VANETs will require cooperation amongst 
vehicle manufacturers, consumers, and the government, and reconciling their 
frequently conflicting interests will be challenging. For instance, law-enforcement 
agencies might quickly adopt a system in which speed-limit signs broadcast the 
mandated speed and vehicles automatically reported any violations. Understandably, 
consumers might reject such invasive monitoring, giving vehicle manufacturers little 
incentive to include such a feature. Equally, consumers might appreciate an 
application that provides an early warning of a police speed trap. Manufacturers might 
be keen to meet this demand, but law-enforcement is unlikely to do so. 

5 Securing VANETs 

Securing VANETs is a very challenging due to the unique features of networks, such 
as the high-speed mobility of the nodes and the extremely high node density. 
Moreover, conditional1 privacy preservation of drivers or vehicle owner crucial 
information (including the driver’s name, license plate, speed, position, and traveling 
routes along with their relationships) makes it even harder. Thus, it is critical to 
develop a group of elaborate and carefully designed security mechanisms for 
achieving security and conditional privacy preservation in a VANET. Up to recently, 
however, security and privacy issues of VANETs have been given little attention. 
Lack of such security and privacy concerns have formed the major barrier, preventing 
many drivers from employing state-of-the-art smart automobile technologies. 

In this section we review the existing VANETs security mechanisms. In earlier 
part of this section we will discuss the generic VANETs security mechanisms and in 
later part we will discuss on specific mechanism or solutions.  

5.1 Generic Security Mechanisms 

Like any other networks (e.g. MANETs, WSNs, etc.) security mechanisms in 
VANETs can be based on prevention (proactive) and detection (reactive) techniques. 
Considering the criticality nature of VANETs application, preventive security 
mechanisms are important than the reactive ones.  Hence, most of the existing 
security mechanisms [10, 11, 13, etc.] in VANETs aim to prevent security attacks 
rather than detect.  Even though works on detection techniques in VANETs are very 
limited, the usefulness of these can be significant in number of situations. For 
instance, in case of any fabrication attack if prevention mechanism fails, reliable and 
efficient detection of the fabrication can help drivers in taking the correct action in 
that situation. Most of the existing security mechanisms directly or indirectly employ 
cryptography. So, in the first part of this section we briefly introduce the possible key 
management approaches and keys [12] in VANETs and then we present the three 

                                                           
1 Conditional means: the authorities should be able to reveal the identities of message senders 

in case of dispute such as a crime/car accident scene investigation, which can be used in 
seeking witnesses. 
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prevention security mechanisms, which are considered to be the most promising 
candidates to increase security in VANETs.  Later part of this section we briefly 
present reactive based detection techniques.  

5.1.1 Key Management 
For the cryptographic approaches we need unique information about the vehicles 
which can be an electronic identity called an Electronic License Plate (ELP) [16] 
issued by a government, or an Electronic Chassis Number (ECN) issued by the 
vehicle manufacturer. These unique IDs are needed to identify vehicles to the police 
in case this is required (usually, identities are hidden from the police). Like license 
plates, the ELP should be changed (i.e., reloaded in the vehicle) when the owner 
changes or moves, e.g., to a different region or country. But these unique IDs may 
disclose privacy of the drivers, so anonymous key pairs that can be used to preserve 
privacy. An anonymous key pair is a public/private key pair that is authenticated by 
the CA but contains neither information about nor public relationship with the actual 
ID of the vehicle such as ELP. For the liability purposes this anonymity is 
conditional. Usually a vehicle will own a set of anonymous keys to prevent tracking. 
In the following we briefly present the main activities necessary for key management 
in VANETs. 

• Key bootstrapping and rekeying: It is an important activity in key management. 
Like the physical license plate, it should be “installed” in the vehicle using a 
similar procedure, which means that the governmental transportation authority 
will preload the ELP at the time of vehicle registration (in the case of the ECN, 
the manufacturer is responsible for its installation at production time). 
Anonymous keys are preloaded by the transportation authority or the 
manufacturer (briefly mentioned in earlier section). As ELPs are unique and 
fixed, should attach to the vehicle for a long duration, but anonymous key sets 
have to be periodically renewed after all the keys have been used or their 
lifetimes have expired.  

• Key certification: As briefly mentioned in earlier section, governmental 
transportation authorities or vehicle manufacturer can act as a CA in VANETs 
but this is not at all an easy process.  

• Key revocation: Key revocation is necessary to punish the wrong doers in 
VANETs. One way to do this is to revocate the certificate related to the wrong 
doer. For instance, the certificates of a detected attacker or malfunctioning device 
have to be revoked, i.e., it should not be able to use its keys or if it still does, 
vehicles verifying them should be made aware of their invalidity. The simplest 
we can do so by distributing CRLs (Certificate Revocation Lists) that contains 
the most recently revoked certificates; CRLs are provided when infrastructure is 
available. There are number of ways we can do the revocation. Such as short-
lived certificates method proposed in IEEEP1609.2/D2 draft standard [17] 
automatically revokes keys. It has number of shortcomings which are aimed to 
solve in RTPD (Revocation Protocol of the Tamper-Proof Device), RCCRL 
(Revocation protocol using Compressed Certificate Revocation Lists), and DRP 
(Distributed Revocation Protocol) [18].  
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• Anonymous public keys: There are several types of privacy. As safety messages 
will not contain any secret data about their senders, vehicle owners will be only 
concerned about identity and location privacy.  Even though anonymous keys do 
not contain any publicly known relationship to the true identity of the key 
holders, privacy can still be hijacked by logging the messages containing a given 
key and thus tracking the sender until discovering his identity (e.g., by 
associating him with his place of living). Therefore, anonymous keys should be 
changed in such a way that a pervasive observer cannot track the owner of the 
keys. But it will require a vehicle to store a large key and certificate set 
(depending on the key changing frequency). So generation of efficient and 
reliable anonymous public keys is an open issue. 

5.1.2 Prevention Techniques 

• Digital Signature-Based Techniques: Digital signature is the building block of 
these security mechanisms, which primarily aim at providing message 
authenticity. Along with the digital signature, these techniques can exploit 
cryptography with certification or without certificate [15]. 

• Without Certificate: In this approach cryptographic digital signatures are apply to 
messages or hashes over messages. Digital message signatures are usually formed 
by asymmetric cryptography, i.e. by using public-private key cryptography. 
Messages (or hashes over the respective messages) are signed with the message 
originators’ private keys. This approach can provide three security improvements 
to communication, namely message authenticity, message integrity protection and 
non-repudiation.  The key advantage of this approach is that that it is simple to 
realize with small requirements. Mechanisms [shen] based on this approach are 
widely deployed and well known.  However attacks like message forging, DoS, 
sybil are still possible. Moreover, the approach does not prevent attackers to 
create fake warning messages. 

• With Certificates: In order to enhance the above approach, the signatures can be 
combined with digital certificates provided by a trusted Certificate Authority 
(CA). The basic notion with certificates is that nodes, which include certificates 
in their messages, are trusted by other nodes that are able to verify the 
certificates. The signed messages include a certificate which is cryptographically 
linked to the public key that belongs to the private key the message issuer uses to 
sign messages. The advantage of the certificate concept lies in the possibility to 
exclude external attackers from the system, as well as in the ability to remove 
malicious or defective nodes. With the support of suitable mechanisms it can also 
prevent sybil attacks.  

This is the most widely discussed and popular security mechanism in 
VANETs. Numerous studies and standards exploit certificate-based cryptosystem 
to support security for VANETs [7, 19-26, 39, etc.]. For instance, authors in [25] 
propose a vehicular PKI, based on a certificate-based PKC (digital signature) 
scheme to support security services for message exchange in the VANETs 
environment. A security architecture based on certificate-based PKC mechanism 
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for VANETs discussed in [20]. However, secure messaging based on digital sign 
with certificate scheme has a number of limitations, including complexity in 
certificate verification and management, scalability, performance in a large-scale 
environment, and timely access to certificate revocation information. Some of the 
works already acknowledged the shortcomings of using digital sign with 
certificate–based scheme in VANETs [22]. There has been, however, hardly any 
discussion on how to improve the scalability of employing certificate-based PKC 
(digital signature) for VANETs. 

• Proprietary System Design: This category of security mechanisms aim to 
exploit non-public (proprietary) protocols or hardware to control the unauthorized 
access to the networks. In case the protocols or hardware remain undisclosed (or 
highly expensive), like the certificate approach, this concept prevents non-
authorized nodes from participating in the network. Ultimate objective of this 
concept is to increase the required effort an attacker has to put in order to enter 
into the system. This scheme does not prevent him from doing so, nor do they 
prevent any attack from an insider. For example, an attacker is still able to 
distribute fake warning messages using a vehicle’s safety communication system. 
This approach seems not that promising, as vehicle manufacturers are aiming at 
the development of a common and open standard for the communication system. 

 
• Temper Proof Hardware: In order to complement the aforementioned 

mechanisms, Tamper Resistant Device (TRD) or Tamper-Proof Device (TPD) 
hardware is meant to provide secure input to the communication system, by 
securing the in-vehicle communication system and protecting it from 
manipulation. Along with the storing secret information, this device will be also 
responsible for signing outgoing messages. To protect itself of being 
compromised by attackers, the device should have its own battery, which can be 
recharged from the vehicle, and clock, which can be securely resynchronized, 
when passing by a trusted roadside base station. The access to this device should 
be limited to authorized people. For instance, cryptographic keys can be renewed 
at the periodic technical checkup of the vehicle. Usually, the TPD contains a set 
of sensors that can detect hardware tampering and erase (self-destructive) all the 
stored keys to prevent them from being compromised. This sophisticated feature 
makes the TPD too sensitive for VANET conditions (e.g. the device can be 
subject to light shocks because of road imperfections, etc.) as well as too 
expensive for non-business consumers. A TPM (Trusted Platform Module [27]) 
that can resist to software attacks but not to sophisticated hardware tampering can 
be an alternative option to a TPD. These are popular in notebooks and cost only a 
few tens of dollars. The ultimate notion on of the security hardware will depend 
mainly on economic and technical factors. A tradeoff between TPD and TPM can 
be good guide to define it. 

5.1.3 Detection Techniques 
It is very unlikely that a proactive security measure will be always successful in 
preventing it concerned attacks. If it fails, then it may lead to a disastrous situation as 
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VANETs is dealing with life-critical applications. In this situation, detection 
techniques can help us in avoiding disastrous happenings. For instance, as shown in 
figure 3(ii) if prevention method fails to detect the possible collision than collision 
between the cars are must. If we can employ a reliable and efficient detection method 
which can identify in real-time that the attacker has sent bogus message, then it is 
possible avoid the collision.  

These reactive measures are similar to the intrusion detection of other networks. 
Both the techniques correlate information which is either already available from 
normal system operation, or which is introduced additionally. Intrusion detection 
systems or similar systems for VANETs are still hardly explored (initial publications 
are [28] and [29]). These systems comprise what is also referred to as plausibility 
checks, information verification, use of side-channel information or context 
verification. In VANETs, or more precisely for safety systems in VANETs, reactive 
security mechanisms have to aim at detecting bogus or fabricated information in 
warning messages and inconsistencies in the inter-vehicle communication system. To 
do so, upon the reception of warning messages, nodes assess the validity of the 
warnings and then process the messages accordingly. If the message content is found 
to be invalid or bogus, the nodes ignore the message (some systems even try to 
correct the invalid data) and take action accordingly. Moreover, they may 
communicate their trusted neighbors to share the experiences.  

In detecting security threats in VANETs, along with the common signature based 
and anomaly based detections we can exploit the contexts of a VANET and its 
application to detect attacks on it. 

• Signature-Based Detection: In signature-based detection attacks can be detected 
by comparing network traffic to known signatures of attacks. As soon as an 
attack is detected appropriate countermeasures can be initiated. The primary 
concern of this approach is to realize a mechanism that is capable to detect 
known attacks on a communication system. The advantages of this detection 
technique are that it is simple and usually provides reliable detection of known 
attacks. The frequent updates of the attack signature database, the slow reaction 
on new attacks and of course the difficulty to define attack signatures are the 
shortcomings of this detection technique. 

• Anomaly Detection: This approach is based on a statistical approach that defines 
normal communication system behavior. Any deviation from that behavior is 
statistically analyzed and as soon as they reach a defined level, the security 
system concludes that there is an attack ongoing. The advantage of this detection 
technique is that it enables the detection of previously unknown attacks without 
requiring an attack database to be updated. But, there are also some 
disadvantages. The definition of normal system behavior is pretty complex and 
anomaly detection is known to produce many false positives. 

• Context Verification: Context verification is an approach that specifically 
considers the properties of VANETs and applications in VANETs. The notion is 
to collect as much information from any information source (e.g. the warning 
system, data from telemetric monitoring, etc.) available by each vehicle and 
create an independent view of its current status, its current surrounding (physical) 
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environment and current or previous neighboring vehicles. In order to do the 
evaluation of the situation this approach will require to define of rule-sets that 
determine what is to be expected with which probability in which situation. 
Situation evaluation mechanisms can be either application independent or 
application dependent. In application independent case, it can exploit position as 
well as time related information. On the other hand application context dependent 
evaluation exploits parameters specific to a certain application. 

5.1.4 Standards 
In the following we briefly review the IEEE 1609.2 and the Vehicle Safety 
Communications (VSC) project, which specify methods of securing Wireless Access 
in Vehicular Environments (WAVE) messages against numerous attacks, such as 
eavesdropping, alteration, source spoofing, message modification, and replays [30, 
31]. This standard is still under revisions. 

 
IEEE 1609.2 and the VSC Project: The IEEE 1609 WAVE communication 
standards, also known as DSRC protocols, have formed recently to enhance 802.11 to 
support wireless V2V and V2R communications in VANETs [31]. The IEEE 1609.2 
standard addresses the issues of securing WAVE messages against eavesdropping, 
spoofing, and other attacks. As shown in figure 4, the components of the IEEE 1609.2 
security infrastructure are based on industry standards for public key cryptography. It 
also includes support for elliptic curve cryptography (ECC), WAVE certificate 
formats, and hybrid encryption methods, in order to provide secure services for 
WAVE communications. The security infrastructure is also in charge of the 
administrative functions necessary to support core security functions such as 
certificate revocation (ongoing work). IEEE 1609.2 yet to define driver identification 
and privacy protection, and has left a lot of issues open. On the other hand, the VSC 
project also evaluates the feasibility of supporting vehicle safety related applications 
through the DSRC standard. It proposes to maintain a list of short-lived anonymous 
certificates for the purpose of keeping the privacy of drivers. Once the certificates are 
used, they are discarded. The scheme can provide higher security assurance as the 
certificates are blindly signed by the certificate authority (CA) in order to deal with 
any possible insider attack. The CA can abuse its authority and mishandles driver 
information. A linkage marker is devised for the escrow authorities to associate each 
blindly signed anonymous certificate with a single vehicle. All compromised and 
expired vehicles will be revoked by putting certificates belonging to those vehicles 
into the certificate revocation list (CRL). The main drawback of this scheme is that 
the CRL may grow quickly and make the real-time validation of certificates 
impossible. Another shortcoming depends on the fact that for tracing purpose, a 
unique electronic identity is assigned to each vehicle by which the identity of the 
vehicle owner can be inspected by the police and authorities in any dispute. Even 
though this scheme can effectively fulfill the conditional anonymity requirement, it is 
far from efficient, and suffers in scalability and reliability as the ID management 
authority has to keep all the anonymous certificates for the vehicles in the 
administrative region. Once a malicious message is discovered, the authority has to 
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exhaustively search a huge database to find the identity related to the compromised 
anonymous certificate. To solve these issues, in [6] authors have presented an 
effective and efficient solution for achieving certificate revocation and conditional 
privacy preservation. 

 
SeVeCom Project [32]: The SeVeCom project defines a baseline security 
architecture for VANETs systems. The baseline architecture contains different 
modules, which addresses different aspects, such as secure communication protocols, 
privacy protection, and in-vehicle security. The baseline specification provides one 
instantiation of the baseline architecture, building on well- established mechanisms 
and cryptographic primitives, thus being easy to implement and to deploy in 
upcoming VANETs. As shown in figure 5, the security manager is the central part of 
the SeVeCom system architecture. It instantiates and configures the components of all 
other security modules and establishes the connection to the cryptographic support 
module. To deal with different situations, the security manager maintains different 
policy sets, which can adaptively enable or disable some of the components or adjust 
their configuration. Even though this architecture is not yet accepted as standard, still 
it can be exploited as a good guideline for the implementation of security and privacy 
in VANETs.  

5.2 Specific Security Solutions for VANETs 

Majority of the existing works address the generic security policies rather than their 
implementation. Works on the implementation of overall security policies are very 
limited. Most of the existing works target to detect or prevent very specific attacks, 
such as sybil [33], DoS [34], etc. Moreover to achieve the full guarantee of security of 
message intensive VANETs applications, along with the message security in 
communion security is also necessary. To have a complete secure communication in 
VANETs, it is necessary have the support from all the layers of communication 
protocol stack (e.g. TCP/IP) rather than individual layer. Most of the existing research 
works (e.g. [35, 36, 37, 38, etc.]) on VANETs’ security implementation focus on 
specific layer issues (e.g. routing, link, etc) rather than stack-wide. Moreover, these 
layer specific works are dominated by secure routing, few on secure MAC for 
VANETs. In the following we first briefly present few works which addresses some 
specific attacks and then present secure routing and secure MAC in VANETs 
respectively. 

5.2.1 Specific Attack-Based Solutions 
Privacy-Preserving Detection of Abuses of Pseudonyms (P2DAP) [33] explicitly 
targets sybil attacks in VANETs. It presents a lightweight and scalable protocol to 
detect Sybil attacks. In this protocol, a malicious user pretending to be multiple 
(other) vehicles can be detected in a distributed manner through passive overhearing 
by RSUs. In this scheme, detection of Sybil attacks does not require any vehicle in the 
network to disclose its identity; hence privacy is preserved at all times. It can detect  
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Fig. 4. The IEEE Std 1609.2 security services framework [7] 

sybil attacks at low overhead and delay, while preserving privacy of vehicles but it 
may fail in colluding attacks. Authors in [34] present DoS and Distributed DoS and 
their severity level in VANET environment. They also introduce a model to secure 
VANETs from the DoS and DDoS. The solutions are able sorted out DoS but fail to 
protect privacy, prevent sybil attack, even information cheating. 

Misusing VANETs could cause destructive consequences. Authors [38] proposed 
DRTA (Dynamic Revocation using Threshold Authentication) to punish misbehaving 
users. This can be employed in both V2V and V2R for anonymous communications.  
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Fig. 5. Baseline architecture: deployment view [8, 32] 

It is based on some threshold authentication technique that dynamically revokes a 
user’s credential, while providing the flexibility of whether to reveal the user’s 
identity and tolerating unintentional misbehavior such as hardware malfunctioning. 
DRTA outperforms its counterparts such as RTPD [12]. Work in [41] proposes 
protocols, as components of a framework, for the identification and local containment 
of misbehaving or faulty nodes, and then for their eviction from the system. Results 
show that the distributed approach to contain nodes and contribute to their eviction is 
efficiently feasible and achieves a sufficient level of robustness. 

5.2.2 Secure Routing  
Secure routing is the most important requirement for any secure communication. In 
VANETs routing can be based on ID of the vehicle or geography of the vehicle. ID 
methods are for sending data to an individual node, whereas geography methods are 
for sending data to a group of nodes. ID based routing protocols (e.g. Secure Routing 
Protocol (SRP) [43], Secure Beaconing [40], etc.) tend to sacrifice privacy frequently 
but geographic location or position based routing protocols (e.g. PRISM [35], 
Position-Based Routing [36], etc.) may not. Most secure routing algorithms build on 
top of insecure routing protocols as no routing protocol was originally built with 
security in mind. 

Table 2, summarizes the secure routing protocols in VANETs. It is clear from the 
table that most of the secure routing protocols are not privacy compliant. Moreover, 
privacy compliant secure routing protocols such as PRISM is not secure from sybil 
attacks.  
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Table 2. Summary of the secure routing protocols in VANETs  

Protocol  Key features Advantages Disadvantages 

AOD-SEC[42] -based on ID and a 
centralized PKI 

-based on simple AODV 
- no impersonation attacks

-based on insecure 
routing protocol 
-privacy not protected 

SRP[43] -extension to existing 
ID-based reactive pro-
tocols ( AODV, DSR) 
-assumes secure link 
between two nodes 
already exists 

-deals with non-colluding 
malicious nodes. 
-prevents IP spoofing, 
ensures privacy. 
 

–route cache poisoning 
renders efficient algo-
rithms less efficient/ 
effective. 
–colluding malicious 
nodes can "alter" 
topology  

Secure-
Beaconing 
[40] 

-ID based, believes 
most communications 
are direct. 
-not all beacons need to 
be encrypted 
–tries to strike balance 
between security and 
efficiency 
-omitting Certificates 
and Certificate Verifi-
cations 
 

–saves bandwidth 
–better data throughput 

-no privacy what-
soever. 
-some messages might 
be lost. 
-critical situations me-
an exponential load on 
network 

PRISM [35] -uses AODV to 
establish path 
-destination is an area, 
not a node 
-uses group signatures 
on both side 
-once link is esta-
blished, create one-
time-use secret key 
between parties  
-hit and miss approach 

-preserves privacy. 
-avoids creation of 
pseudonyms(expensive) 

-deals with rogue/bad 
nodes reactively (TTP) 
-difficult to ensure that 
DST-AREA value has 
not been tampered with 
-sybil attacks are easy 

Position-
Based Routing 
[36] 

- location table with ID 
and positions of nodes 
- location is plausible 
- end-to-end & hop-by-
hop encryption 

-two levels of encryption 
-broadcasts deter worm-
hole attacks 

-caching of location 
and certificates is a 
great loss of privacy 
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5.2.3 Secure MAC 
Like secure routing secure MAC protocol is necessary for VANETs. Unfortunately 
works in this area is very limited [37]. It is important design efficient medium access 
control (MAC) protocols so that safety related and other application messages can be 
timely and reliably disseminated through VANETs. In this work authors propose a 
secure MAC protocol for VANETs, with different message priorities for different 
types of applications to access DSRC channels. Results show that the proposed MAC 
protocol can provide secure communications while guarantee the reliability and 
latency requirements of safety related DSRC applications for VANETs. 

6 Analysis of the Existing Mechanisms and Future Directions 

It is clear from the discussion of section 4 that, security and privacy may conflict in 
number of VANET applications. While people or drivers of the vehicles are 
considering that privacy is their right, on the contrary to have security in certain 
situations we need to break their privacy. So, a trade-off between privacy and security 
may be necessary. Moreover, in secure communications precisely in routing it is 
really hard to find an efficient protocol that can response in real-time as well as 
maintain the privacy of the drives is very challenging and yet to solve. So scope of 
further study in this area is highly visible. 

Most of the existing security and privacy related works mainly address policies not 
their implementations. But to make the VANET reality in near future we need to work 
more on implementation based security solutions which are cost effective and fast 
responsive. Moreover, certificate-based schemes are still suffering, especially in 
fixing CAs, real-time certificate verification, certificate revocation, etc. These issues 
also require further attention from the research community as well Govt. and vehicle 
manufacturers.  

Reactive approach based attack detection techniques has great potential. But these 
are rarely considered by the VANETs researches. Further research could bring out the 
potential of these techniques. 

For the implementation of comprehensive security and privacy policy, may require 
the support of all the layers in the protocol stack rather than from single layer support. 
This protocol stack-wide holistic implementation of security and privacy is missing in 
the existing works. Further study in this area is a must need. In number of 
applications, VANETs (e.g. Traffic Signals Violation Warning, Pre-crash Sensing, 
etc. [3]) exploit V2V and V2R communications. For these application security policy 
and solution has to take care of both communications which are different in nature. It 
means any security policy which suits V2V communication might not suit in V2R 
communication. For example, when a vehicle passes by a RSU; it retrieves fresh 
environmental data collected by the roadside sensors. After processing, it may 
interpret the data as a dangerous situation and trigger a safety warning message. In 
this case if WSNs in RSUs and vehicular communications maintain timeliness (a real-
time response requirement for security in VANETs, mentioned section 4) individually 
(e.g. RSU provides data within 100ms and Vehicle triggers warning within another 
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100ms, total delay 200ms which is double than the maximum tolerance [3]) than the 
warning message can be useless and make the situation dangerous. So a combined 
effort of vehicles and RSUs is needed in guaranteeing overall system-wide security. 
However, to our best knowledge, there is no published work on the holistic view of 
security in VANETs. So, further works in this area is an immediate necessity. 

Security and efficiency may conflict, especially in WSNs and hard-real time 
requirements based applications. Even security and QoS in RSUs precisely in WSNs 
may conflict. So these conflicting issues are needed to be resolved in future. 

7 Conclusion 

Applications of Vehicular Ad-hoc Networks (VANETs) are very promising and 
diverse. Majority of the safety-related VANETs applications are real-time and 
mission critical, which requires strict guarantee of security and reliability. Lack of 
such security and privacy in VANETs is one of the key difficulties to the wide spread 
implementations of it. Securing the VANETs along with appropriate protection of the 
privacy of drivers or vehicle owners is a very challenging task as they conflict with 
each other in umber of situations. Considering this, in this work we have summarized 
the attacks, corresponding security requirements and challenges in VANETs. Some of 
the challenges are not yet tackled at their best level, which require further attention. 
We have also presented the most popular generic security policies which are based on 
prevention as well detection methods. Detection-based mechanisms require further 
attention as they look prospective in VANETs. Many applications in VANETs require 
stack-wide security support rather than individual layer from the VANETs’ protocol 
stack. In this work we have also discussed the existing works in the perspective of 
holistic (protocol stack-wide and system-wide) approach of security. These 
approaches are the concern of our future study. 
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Abstract. Wireless communications will be fundamental in future Machine-to-
Machine (M2M) pervasive environments where new applications are expected 
to employ sensing and actuating devices that are able to autonomously 
communicate without human intervention. M2M devices using wireless 
communications are expected to represent fundamental components of a future 
Internet where applications will allow users to transparently interact with its 
physical surroundings. The heterogeneity of the characteristics envisioned for 
M2M devices and applications calls for new approaches regarding how devices 
communicate wirelessly at the various protocol layers and how security should 
be designed for such communications. As such devices and communications are 
expected to support security-critical applications, the security of M2M wireless 
communications is particularly important. 

Since most M2M wireless devices will be seriously constrained in terms of 
computational capability and energy, security for M2M wireless 
communications must consider such limitations. This implies that existing 
security mechanisms may not be appropriate for M2M communications. The 
particular characteristics and the heterogeneity of the characteristics of M2M 
devices is currently motivating the design of a plethora of new communication 
protocols at the various communication layers. 

As M2M is a fundamentally recent research area, we currently verify a lack 
of research contributions that are clearly able to identify the main issues and 
approaches in targeting security on M2M environments. In this chapter we 
analyze security for wireless communications considering also protocols in the 
process of standardization, as such technologies are likely to contribute to 
future standard communications architecture for wireless M2M systems. We 
start by addressing the security issues and vulnerabilities related with the usage 
of wireless M2M communication technologies on applications in various 
application environments. Such threats to wireless communications are present 
not only due to the usage of wireless communication in security-threatening 
environments but also to the inherent constraints of M2M sensing devices. We 
also discuss ways for strengthening security for wireless communications at the 
various layers of the communications stack. We also verify that most of the 
current proposals for M2M wireless communications technologies lack 
fundamental security assurances and discuss how this major challenge may be 
targeted by research and standardization work. 

The goal of this chapter is twofold, as on the one side we perform a survey 
on the main security issues of the usage of currently available M2M wireless 
communication technologies and also discuss the main approaches to introduce 
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security for such communications, while on the other side we discuss future 
approaches to security in wireless M2M environments. Various characteristics 
of such environments will pose challenges and motivate new approaches for 
security. In fact, many aspects of M2M applications will require a paradigm 
shift in how security is designed for M2M applications, devices and wireless 
communications technologies. 

Keywords: M2M wireless communications, M2M sensing applications, Cross-
layer security, IEEE 802.15.4, 6LoWPAN, CoAP, DTLS, Internet-integrated 
M2M sensing applications, Security gateway, M2M end-to-end security. 

1 Introduction 

The Machine-to-machine (M2M) concept refers to applications that are envisioned to 
be enabled by wireless and wired devices able to communicate autonomously with 
other sensing or controlling devices, computers or personal appliances. Many types of 
new sensing applications are envisioned to participate in a world enabled by M2M 
technologies. One fundamental aspect that differentiates M2M applications and 
communications from their counterparts in established research areas such as 
Wireless Sensor Networks (WSNs) is the autonomous nature of M2M devices and 
communications, as devices in M2M applications are expected to be able to interact 
autonomously. Interactions between M2M devices will mostly involve wireless 
communications, and consequently the security of such communications will 
represent a fundamental enabling factor of most M2M applications. The 
characteristics envisioned for M2M applications and devices will introduce many 
challenges for both research and standardization. Security will play a fundamental 
role in enabling many of the sensing applications currently envisioned for M2M, as 
such applications will require the processing and transmission of sensitive data 
between M2M devices, personal appliances and controlling units. 

M2M is a concept evolving from a previous connotation with the employment of 
sensing devices in industrial control environments, towards the support of pervasive 
and transparent wireless sensing applications. The pervasiveness of public wireless 
communication networks is expected to provide a major contribution to this paradigm 
change, as it facilitates unattended communications between sensing devices. Such 
communications will also provide a major economical motivation for the adoption of 
new M2M applications, as it may enable efficient and immediate communications 
between producer and consumers. 

Although technologies may be inherited from existing research and standardization 
work, the design of security mechanisms appropriate for M2M wireless 
communications is also expected to require new approaches. This will be motivated 
not only by the unattended nature of M2M wireless communications, but also because 
M2M applications are expected to encompass a multitude of communication 
technologies, devices and networks. M2M applications may require the integration  
of diverse wireless communication technologies such as IEEE 802.11 Wi-Fi,  
IEEE 802.15.4 Low-Power Personal Area Networks (LOWPANs) or of the  
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SMS (Short Message Service) service available using GSM networks. Personal and 
public wireless Wi-Fi networks proliferating worldwide and services such as GSM 
are expected to provide a major contribution to the integration of M2M sensing 
applications with the Internet. Short-range communications between constrained 
devices may also be enabled by new communication standards such as IEEE 
802.15.4, particularly considering that many M2M applications may require the usage 
of constrained and battery-powered sensing or actuating devices. The design of new 
security technologies will be challenged by this heterogeneity of communication 
technologies, and M2M applications may require the adoption of mechanisms at 
different layers of the communications stack. 

While a complete communications model or architecture is currently a fuzzy 
concept, we find it useful to consider a reference communications model for M2M 
applications, as we illustrate in Figure 1. This model facilitates our discussion on 
particular wireless communication and security approaches for M2M applications, 
and its design concentrates particularly on the integration of sensing applications with 
the Internet. This integration may be supported by mechanisms enabling the 
interconnection of two separate communication domains, one supporting M2M 
wireless communications between sensing devices and the other supporting remaining 
Internet communications. Communications between the two domains may be 
mediated by a security gateway that implements filtering policies for communications 
accordingly to the requirements of each application. This entity may also assume 
other management and security roles and perform as the backend or controlling unit 
for the M2M sensing application.  

 

Fig. 1. A reference communications model for Internet-integrated M2M sensing applications 

Wireless communications between devices in the M2M domain may take place in 
an unattended fashion, raising important security concerns such as authentication and 
trust between devices without previous knowledge of each other. Many applications 
will also require communications with backend or gateway devices, for example 
when such devices assume management operations or store sensing data. The gateway 
entity illustrated in our reference communications model may in practice assume 
various forms and support diverse management and security mechanisms, depending 
on the requirements of particular M2M wireless sensing applications. It may support 
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the role of a personal or industrial controlling device or appliance, while also 
supporting communications with M2M sensing devices and with the Internet. 

One important aspect of our model is that in most M2M applications the backend 
or gateway entity may not present the resource constrains of M2M sensing devices, 
particularly regarding its processing power, memory and energy availability. This 
may represent an opportunity to the design of new security solutions, as new security 
mechanisms may be designed asymmetrically so that the most demanding operations 
are supported by the gateway. This principle may be applied to mechanisms such as 
authentication and trust management or intrusion detection, among others. Other 
important role of the backend or gateway entity may be in the support of protocol 
conversion mechanisms, similarity to traditional M2M industrial applications 
requiring protocol translation between technologies from different vendors. In 
general, the gateway entity may be expected to perform an important role in enabling 
security mechanisms for M2M applications, since its placement between the M2M 
and Internet domains enables the usage of security mechanisms for the enforcement 
of security policies and protection of the M2M domain from attacks originated at the 
Internet. 

This chapter focuses on technologies and solutions that may support the 
development of pervasive and global M2M applications, in contrast to applications 
that currently target closed M2M environments. The development of such 
environments will require the design of open and standardized communications and 
security mechanisms for the support of Internet-integrated M2M sensing applications. 
In this context, we distance ourselves from closed and proprietary solutions for M2M 
communications, also because such solutions reflect an obsolete perception of what 
M2M wireless communications should enable. In classic industrial M2M 
environments there are hundreds of automation device protocols and solutions that 
typically target only very specific market segments and vendor relationships. On the 
other end, future M2M applications will require open and well-accepted technologies 
that enable the evolution of the Internet architecture to transparently encompass new 
pervasive and heterogeneous sensing applications. 

2 A Case for Security in M2M Wireless Communications 

Most of the envisioned M2M applications can be considered critical in respect to 
security. Security will be a requirement not only for wireless communications 
transferring sensitive data between M2M devices but also for the data itself. Given the 
constrains and the heterogeneity of devices expected to support M2M applications, 
flexibility will be a desired requirement for new security mechanisms developed to 
protect M2M wireless communications. Similarly, the protection of data stored on 
sensing devices may be accomplished by adopting appropriate hardware or software 
mechanisms designed to guarantee security properties such as privacy and 
confidentiality of critical data. 
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The development of new technologies for M2M environments is envisioned to 
motivate the appearance of new sensing applications in areas as diverse as industrial 
control, structural monitoring, home automation and entertainment, smart energy, 
healthcare, vehicular telematics and agricultural monitoring. We must note that this 
list is certainly not inclusive of all possible application areas, as M2M is itself an 
evolving concept. We proceed by discussing the usage of M2M application in such 
areas, with the goal of identifying its main security requirements. 

Industrial monitoring and control 

The usage of M2M wireless sensing applications in industrial environments will be 
motivated by benefits such as productivity, energy efficiency and safety. Applications 
in this domain are expected to target goals such as process monitoring and control, 
machine surveillance, asset tracking and storage monitoring, among others. The usage 
of secure and time-bounded data communications between M2M devices will be of 
fundamental importance in critical deployments where wireless M2M applications are 
required to replace existing wired devices. On the other end, many of such 
applications may also benefit from the availability of communications with the 
Internet or backend devices. Overall, the design of new mechanisms for M2M 
wireless communications will require efforts from both the security and quality of 
service domains. 

In this application domain the processing of misinterpreted or erroneous 
information may motivate catastrophic events in critical industrial processes. This 
implies that fundamental security mechanisms must be in place so that all wireless 
data communications are protected. Given the criticality of the protected data in 
industrial environments, algorithms with strong security guarantees will be required 
to provide confidentiality, integrity and authentication. Authentication of both  
M2M devices and users of the monitoring and control application will also be  
a requirement of most applications. The usage of wireless communications in 
industrial environments raises many challenges, since time-bounded and secure 
communications between M2M devices will be required in many scenarios. Also 
relevant is the fact that M2M devices may be battery-powered and employed in 
environments where the frequent replacement of batteries will not be feasible. 
Therefore, new security mechanisms must be compatible with such constrains while 
providing acceptable security levels and lifetime of M2M sensing applications. 

Structural monitoring 

In the area of structural monitoring M2M applications promise to make safety checks 
and periodic monitoring of structures such as buildings, tunnels and bridges much 
more efficient and cheap. The monitored structures may employ mains-powered 
sensors included in the design-phase or in alternative battery-equipped devices may 
be added afterwards. These applications will require that all data be verified against 
its authenticity and integrity, while for particular scenarios confidentiality may also be 
required. It can be considered that security properties such as confidentiality, 
authentication and integrity may be achieved by employing algorithms targeting 
moderate levels of security, at least when compared with more critical applications  
in areas such as industrial control. As for the remaining application areas,  
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security mechanisms may be employed that are able to adjust its configuration and 
running parameters to the requirements and characteristics of particular M2M sensing 
applications. Configuration parameters such as the size of the cryptographic keys or 
the cryptographic algorithm employed to guarantee specific security properties at the 
end may dictate the usage of resources on constrained sensing devices and influence 
significantly the lifetime of the M2M sensing application. In this area quality of 
service may also be an important property for M2M wireless sensing applications, as 
such applications may require guarantees in terms of the timely delivery of critical 
data to central monitoring systems, for example of data related with reports of critical 
conditions. 

Home automation and energy management 

Home automation is a promising area for M2M applications, and in this area wireless 
sensing applications may be designed targeting objectives such as home safety and 
control, healthcare, smart appliances, entertainment and energy management, among 
others. Energy management will allow a fine-grained control over the consumption of 
each home device, and it is likely that market forces will push the smart grid towards 
the integration of M2M energy applications with the Internet. All communications 
between M2M devices or with controlling computers via the Internet will require 
proper security mechanisms, and standard security solutions will also be required for 
the smart energy area [1]. Other important security requirement of M2M energy 
applications will be security against tampering of the devices or of the purposes of the 
applications, given that strong monetary incentives will appear to drive such attacks. 

Home automation applications are expected to be very diverse in terms of its 
requirements on security and reliability. Confidentiality, authentication and integrity 
may be achieved by employing algorithms with diverse guarantees in terms of 
security, again favoring the adoption of flexible solutions. For example, a video feed 
may require authentication and integrity assurances to secure a surveillance 
application against man-in-the-middle attacks, with confidentiality only being 
required for particular applications. Also, authentication may be required only for 
M2M devices or in the other end also for the users of the application. Again, time-
bounded data communications may also be required for particular reports or devices. 
For example, a report on the humidity level or a report from a fire detection sensor 
may be treated differently in respect to its priority in terms of correct and timely 
delivery [1]. 

One important security requirement of M2M applications that will be present 
particularly in home automation applications is privacy. Users will raise concerns and 
require guarantees in terms of its privacy before M2M wireless sensing applications 
are accepted and enter their lives and home environments. One aspect that may also 
differentiate M2M sensing applications in this area from other areas is that in most 
situations devices will be mains-powered. This aspect will facilitate the adoption of 
strongest security and cryptographic mechanisms whenever required, again in the 
context of a flexible and adaptable set of security mechanisms. 
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Healthcare 

Healthcare M2M sensing applications promise benefits such as the simplification and 
improvement of patient care and of day-to-day storage and management of materials. 
Personal networks of sensing devices may be deployed to help in monitoring vital 
signals of patients or on medicaments have been taken. Tele-assistance applications 
may help senior citizens that are remotely monitored for their condition and 
movement around the house. Such environments and applications will require 
particular attention for the guarantee of security requirements such as confidentiality 
and integrity of data, and most applications will require strong authentication of all 
M2M users and devices.  

Other important security requirements of M2M applications in the healthcare area 
are privacy and security against disclosure of sensitive data. Privacy mechanisms will 
be required to guarantee that personal health information remain private, as patients 
will be concerned about the disclosure of such information to unauthorized third-
parties. Privacy mechanisms may be implemented side-by-side with access control 
mechanisms to enable control of who may access what information. This will be an 
important requirement, as for example a medical team may require that specific data 
will not be available to the patient’s family. This may require the design of 
appropriate role-based access-control mechanisms. Similarly to other application 
areas, M2M healthcare applications will greatly benefit from the availability of 
communications with hosts or devices outside of the M2M domain, as this allows for 
example communications between M2M devices installed at the patient’s home and 
computers at the hospital facilities. 

Vehicle telematics 

Intelligent transportation systems are expected to adopt M2M applications targeting 
goals such as traffic flow optimization, reduced road congestion and traffic accident 
prevention. Vehicular safety systems such as OnStar [2] already provide a subset of 
the functionalities that M2M vehicle applications may provide in the future. M2M 
devices that support such applications may be integrated not only with vehicles, but 
also with traffic signals and roads. Communications supporting M2M vehicle 
telematics applications will require appropriate confidentiality and integrity 
assurances, as well as the authentication of all M2M devices and users of the 
application. As for the previous application areas, the integration of such applications 
with the Internet may provide various benefits. Internet-integrated applications may 
allow a user to remotely access information on the status of its vehicle, or allow a 
vehicle to automatically report driving conditions or accident alerts to law and safety 
agencies. Communications between vehicles will be required to support applications 
targeting road traffic optimization and accident prevention. 

Vehicular applications will require appropriate mechanisms for the management of 
identification, trust and privacy for all the communication parties involved. Dynamic 
identification and trust mechanisms will be required to establish communication 
relationships between devices and users without previous knowledge of each other, 
while also guaranteeing privacy and liability in case of accidents. This implies that if 
on the one side privacy will be required to protect users from the disclosure of 
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personal information, on the other side a driver should not be able to lie in its 
identification information in order to avoid police identification or speed penalties. 
Identification mechanisms will be required to guarantee the proper identification of 
infringing drivers for liability purposes. Thus, new security mechanisms targeting 
identification, authentication, trust and privacy will play a central role in enabling 
M2M wireless applications in the vehicle telematics domain. 

Agricultural monitoring 

The usage of M2M sensing applications for the monitoring of agricultural processes 
may allow the accurate monitoring of the environmental conditions and consequently 
greatly improve the productivity and efficiency of agricultural processes. The 
integration of such M2M applications with the Internet may provide added benefits, 
such as the remote monitoring of the status of specific crops areas and of information 
required to optimize productivity of crops and the usage of resources such as water, 
pesticides and energy [1]. Data obtained from such applications may also be 
transmitted via the Internet to a system for supply chain management processing 
purposes.  

M2M applications for agricultural monitoring will probably be more concerned 
with guaranteeing the integrity of wireless data communications, while confidentiality 
may be required only for very specific applications. Similarly, authentication may be 
required mainly for M2M devices reporting sensing data. As M2M applications may 
be envisioned to employ mostly battery-powered devices, the lifetime of such devices 
(and consequently of the sensing application itself) will be a fundamental design 
factor. Adaptable security mechanisms will therefore be required that are able to 
provide acceptable levels of security while not compromising the lifetime of M2M 
sensing applications. 

Overall discussion on the security requirements of M2M wireless sensing applications 

Our previous discussion allows us to observe that the heterogeneity of sensing devices 
and technologies envisioned to enable M2M applications will significantly influence 
the design of mechanisms to secure M2M wireless communications and applications. 
As the selection of the most appropriate cryptographic and security mechanisms may 
be dictated by requirements of particular M2M applications, flexibility and 
adaptability will be two major aspects of any security architecture adopted for M2M 
environments. Other factor influencing the selection of particular security 
mechanisms will be the capabilities of the sensing devices employed and the 
appropriateness of particular security technologies. Thus, any security architecture for 
M2M environments should provide mechanisms that enable acceptable compromises 
between all such aspects. Different mechanisms may also be employed depending on 
its usage to secure communications between M2M devices or on the other end to 
secure end-to-end communications between M2M devices and Internet hosts or 
backend devices. Other than security for M2M wireless communications, mechanisms 
may also be required to protect sensitive data stored on sensing devices against 
tampering. 
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Various classes of M2M sensing applications are envisioned to use constrained 
sensing devices, in respect to the availability of critical resources such as RAM and 
ROM memory, computational power and energy. Such limitations will certainly play 
an important role in the adoption of new security mechanisms, as new proposals must 
be carefully evaluated as not to compromise the expected lifetime of such devices 
while providing acceptable security. New security mechanisms must be adopted 
considering not only the characteristics of the devices, but also that such devices must 
also support other mechanisms required for the M2M application itself. 

As observed, the previously discussed M2M applications will pose new challenges 
to security, motivated by factors such as the usage of heterogeneous communication 
technologies and protocols, the necessity of supporting automatic communications 
between M2M devices without human intervention, limitations on hardware 
capabilities of M2M devices and expectations from users regarding privacy and 
liability. Although many lessons and technical solutions are currently available from 
results in research areas such as Wireless Sensor Networks (WSNs), it is also 
expected that M2M applications will require new approaches for security. M2M 
applications and devices are expected to employ a myriad of wired and wireless 
technologies, such as Ethernet, 3G, GSM, LTE, Bluetooth, IEEE 802.15.4, PLC 
(Power-Line Communications) and IPv6, among others. Similarly, diverse types of 
sensing devices are expected to enable such applications, for example smartphones, 
wireless sensors and actuators, smart appliances and computers. This heterogeneity of 
technologies and devices will require mechanisms that are able to adapt security to 
the characteristics of different sensing applications. 

As communications may take place in an unattended fashion between M2M 
devices, the identification and authorization of devices and users will be a 
fundamental enabling aspect of M2M applications. M2M devices may also be mobile, 
and in many scenarios a classic trusted third-party authentication scheme or 
infrastructure might not be available or required. Since many M2M sensing and 
actuating devices will be seriously limited in terms of computational capability, 
security technologies must be developed to cope with heterogeneous and constrained 
classes of devices. Security solutions involving the usage of security infrastructures or 
the exchange of numerous security-related messages may be totally unfeasible for 
constrained M2M devices such as passive RFID tags. 

Privacy and liability will be fundamental security requirements for most M2M 
applications. Users will require that systems allow the control of how much personal 
information is exposed, while on the other end certain applications will require that a 
certain degree of personal information is guaranteed to be available, namely as we 
have discussed for liability purposes on vehicular applications. In general, it is 
possible to observe that the discussed security requirements of M2M applications will 
require the employment of classic cryptographic solutions side-by-side with new 
mechanisms designed to cope with the particular characteristics and requirements of 
M2M applications. 
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3 Security for Wireless Communications in M2M 
Environments – A Layered Approach 

Although a complete layered communications stack is yet to be defined for M2M 
environments, we find it is useful to consider a reference stack that facilitates the 
contextualization and discussion of how security may be applied to wireless 
communication mechanisms in M2M environments. In Figure 2 we illustrate a 
reference layered communications stack for M2M wireless communications. This 
stack inherits many characteristics from the traditional Internet communications stack 
and also considers the adoption of new cross-layer mechanisms for security and 
management of M2M applications. Distributed management mechanisms will be 
required in many applications to enable the control, monitoring and management of 
M2M wireless sensing devices and applications. Similarly, security requirements may 
promote the design of cross-layer security mechanisms, as such an approach may 
promote the efficiency of security operations and of the usage of resources on 
constrained sensing devices. A cross-layer approach may be appropriate to design 
security solutions for fundamental mechanisms and services such as key management, 
trust management, authentication, privacy and intrusion detection, among others. 
Such security mechanisms are transversal to security and therefore do not relate solely 
with a particular communications layer or protocol. 

 

Fig. 2. A reference layered communications stack for M2M sensing applications 

It is important to note that the reference communications stack illustrated in  
Figure 2 is general enough to encompass wireless communications supported by 
constrained sensing devices and also by more powerful backend or control hosts. This 
stack therefore identifies a set of protocol layers where communications and security 
mechanisms may be placed and used as functional components of the M2M 
application. 
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Although diverse types of devices are expected to enable M2M applications, our 
reference communications stack may apply to all such devices. The cross-layer 
implementation of security mechanisms may provide the optimizations required to 
enable the usage of more demanding mechanisms on a wide range of device classes. 
The following discussion considers the various protocol layers of our reference 
communications stack but, as we verify throughout our discussion, various 
mechanisms will not clearly belong only to one particular layer, either because they 
depend on cross-layer interactions or because the constraints of M2M sensing devices 
demand such a design approach. Our following discussion characterizes the main 
threats, approaches and future directions in addressing security for M2M wireless 
communications in the context of the reference stack illustrated in Figure 2. Our goal 
is in particular to identify possible directions or research and standardization 
opportunities in targeting the security requirements previously identified for the 
various envisioned M2M applications. 

Security at the Physical (PHY) Layer for M2M Wireless Communications 

Our analysis of security for wireless communications on M2M environments 
considers the most representative technologies designed various classes of wireless 
networks, namely wireless personal area networks, wireless local area networks and 
wireless broadband networks. Although other communication technologies may 
enable M2M applications in the future, we are currently able to identify a set of 
technologies that are good candidates in playing an important role in the enabling of 
future M2M environments. 

Wireless personal area communications may provide short-range and energy-
efficient communications between M2M sensing devices. Technologies such as IEEE 
802.15.4 [3] are being designed with this goal in mind and may enable capillary 
communications between sensing devices in the context of Internet-integrated M2M 
applications. Such communications may also be supported by Wi-Fi Internet 
connectivity, as the proliferation of public Wi-Fi networks is expected to greatly 
contribute to enable many M2M applications. Short-range and Wi-Fi communications 
may also be complemented by last-mile technologies such as IEEE 802.16 WiMAX 
[4][5] in providing pervasive broadband communications for sensing devices, 
irrespective of its placement of deployment. 

Wireless M2M connectivity will also be possible using technologies such as GSM 
(Global System for Mobile Communications) SMS (Short Message Service) text 
messages or data communications using GPRS (General Packet Radio Services) or 
EDGE (Enhanced Data rates for GSM Evolution). Newer incarnations of this service 
as the third generation (3G) UMTS (Universal Mobile Telecommunications Systems) 
or the fourth generation 4G LTE (Long Term Evolution) advanced standards may also 
provide pervasive wireless broadband Internet communications to M2M applications. 
All such communication technologies may enable not only communications between 
sensing devices but also help in the integration of M2M sensing applications with the 
Internet. 
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Several types of threats can be identified against the normal functioning of M2M 
wireless communications at the physical layer when using the previously discussed 
communication technologies. Such attacks may be generally classified as passive and 
active attacks, and may in practice target all wireless communication technologies. 
Passive attacks normally involve traffic analysis and eavesdropping of wireless 
communications, while active attacks are generally more disruptive and may involve 
jamming and scrambling. Jamming attacks consists in the permanent interruption of 
the communications channel and therefore represents a Denial of Service (DoS) 
attack against wireless communications. A scrambling attack normally targets more 
precisely specific frames or parts of a frame and takes place during smaller and well-
defined periods of time. 

A particularly interesting communications technology likely to contribute to future 
M2M applications is IEEE 802.15.4 [3]. According to our reference communications 
model, IEEE 802.15.4 provides mechanisms at the physical (PHY) and MAC protocol 
layers and targets wireless communications using low-energy devices. IEEE 802.15.4 
LoWPANs support communications at 250Kbps between devices separated by a few 
tens of meters using the 868/915 MHz or 2.4 GHz frequency bands. Despite such 
moderately low data rates, the goal of IEEE 802.15.4 is to provide communications 
for sensing applications where constrained sensing devices are employed and 
therefore where energy is a scarce resource, a factor that is also expected to 
characterize many M2M wireless sensing applications in the future. Various sensing 
platforms are currently available that implement IEEE 802.15.4, one of the most used 
for research and standardization purposes being the TelosB [6]. 

Several mechanisms have been proposed to obtain security against jamming 
attacks, as raising the power of the wireless signal or intensifying the bandwidth 
usage employing transmission techniques such as spread spectrum or frequency 
hopping. Spread spectrum techniques such as direct-sequence spread-spectrum 
(DSSS) or frequency-hoping spread-spectrum (FHSS) make it more difficult to 
illegally monitor the wireless communication signal and in general offer a good 
solution to target physical layer security. Spread spectrum techniques may provide 
defense against jamming, eavesdropping and traffic analysis attacks and consequently 
contribute to the confidentiality of data communications and to the availability of 
M2M applications.  

A possible approach to detect attacks against the physical layer is to design 
mechanisms to analyze discrepancies in the systems performance [7], although other 
mechanisms are required in practice to completely avoid such attacks, as they are in 
general difficult to circumvent using solely the currently available sensing platforms. 
Future designs of M2M sensing platforms may on the other end promote physical 
layer security by implementing techniques such as spread spectrum or adaptable 
communication technologies employing variable modulation schemes or frequency 
bands, if such design approaches are found to be economically feasible. 

Other approach to physical layer security is in the employment of dedicated 
sensing devices to perform radio spectrum monitoring. While this approach may be 
viable for M2M static critical applications such as in industrial control, it will not be 
viable for deployments where unattended M2M devices are used that do not relate 
with any security infrastructure. 
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The unattended nature of M2M devices and applications will facilitate attacks 
against M2M applications and difficult defensive measures against such attacks. 
Although cryptography will certainly be required, complex M2M deployments may 
make its usage more complex. Wireless physical security may provide a path towards 
the implementation of perfect-secrecy data communications between sensing devices, 
for example by designing cryptographic schemes combined with channel coding 
techniques. New mechanisms may be designed to ensure perfect-secrecy for 
communications where an eavesdropper is unable to obtain any useful information 
[7]. As observed in current proposals for physical layer security, research and 
standardization may target the development of new mechanisms for secure data 
communications at the physical layer by exploiting the random nature of the wireless 
medium to the advantage of security.  

As most M2M applications will not support classic approaches such as the usage of 
a separate secure channel to distribute cryptographic keys required for normal data 
communications, new security methods will be required to distribute secret 
cryptographic information in M2M environment, and physical layer security may be 
an approach for such purpose. Mechanisms may be designed at the physical layer not 
only to provide confidentiality but also other requirements as location privacy that are 
important for some M2M applications. Security mechanisms at the physical layer may 
be employed in the context of mechanisms designed in a cross-layer fashion and 
consequently complement upper-layers security mechanisms. The usage of cross-
layer security solutions implemented from the physical layer up may also improve the 
resistance of M2M applications and wireless communications against attackers trying 
to decipher wireless communications. 

Current proposals for addressing physical layer security can be of interest in 
developing future security mechanisms for M2M wireless communications [8]. 
Location privacy can be implemented at the physical layer by designing information 
hiding techniques to prevent unauthorized detection of transmission activities, which 
could be used to obtain the location of the devices. Techniques such as embedding 
private messages into a background signal or noise process can achieve this goal [8]. 
Channel fading can have a positive impact on the secrecy capacity of a channel, and 
techniques can be developed to explore that property of wireless communications. 

Various proposals for wireless security at the physical layer involve the usage of 
multiple antennas. This enables the usage of diversity techniques at the transmitter 
and receiver that may contribute to the security of wireless communications, for 
example by designing single-input multiple-output (SIMO) and multiple-input 
multiple-output (MIMO) communication mechanisms. Randomization of MIMO 
transmission coefficients [9] has also been proposed to introduce security, and can 
provide defense against eavesdropping attacks and consequently contribute to the 
confidentiality of the M2M application. In general, the usage of frequency and time 
diversity contributes to information security and information hiding, but techniques 
involving the usage of radios supporting multiple antennas may not be economically 
viable on the design of future M2M sensing platforms. 
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The characteristics of the wireless communications channel may also provide a 
ground for the design of new physical layer security mechanisms. An example can 
already be found in radio-frequency (RF) fingerprinting techniques [10]. The idea 
behind radio frequency fingerprinting is to monitor the evolution of the wireless 
communications signals and alert for the occurrence of any abnormal communications 
pattern. Detection techniques based on the characteristics of the communications 
channel may contribute to improve resistance against eavesdropping and 
masquerading attacks and to the confidentiality and authentication on M2M 
applications. New fingerprinting techniques may be designed to use the M2M sensors 
enabling the application or in the other end to employ a dedicated network of sensors. 
Research may also target the development of new distributed fingerprinting 
techniques to leverage the capability of detection of abnormal communication 
patterns. In either case fingerprint techniques may be very resource demanding and 
therefore its usage with constrained sensing devices must be carefully evaluated. 

An alternative to DSSS or FHSS spread spectrum techniques can be found in error 
correction coding of wireless communications. One example of this technique is the 
usage of the Advanced Encryption Standard (AES) to generate scrambling sequences 
to secure code-division multiple access (CDMA) communications [11]. Correction 
coding and signal scrambling can provide security against eavesdropping and thus 
contribute to the confidentiality of wireless M2M communications. 

Physical layer security may also be implemented employing directional antennas 
or by injecting artificial noise in the wireless communications. Directional antennas 
enable nodes in the coverage range of a jammer to still be able to receive information, 
in contrast to when using omnidirectional antennas. The usage of directional antennas 
may improve network capacity, avoid physical jamming attacks and enhance data 
availability. The problem with this approach will of course reside in that the usage of 
directional antennas will not be viable in most deployment scenarios. On the other 
end, the main idea behind artificial noise is to achieve security in the condition that 
the intruder’s channel is noisier than the legitimate receiver’s channel. This technique 
may provide security against eavesdropping of M2M wireless communications and in 
consequence contribute to the confidentiality of such communications. The 
disadvantages of this technique are its requirements in terms of energy and the fact 
that detailed knowledge about the wireless communications environment may be 
required. 

Physical layer security for wireless communications is currently a widely open 
research area, particularly due to the fact that physical layer security depends heavily 
on extensive knowledge of security theory and on physical layer architecture 
expertise. Also, as sensing platforms are currently being designed targeting very low 
production costs and energy-efficient designs, existing physical security proposals are 
found to be only theoretical. Nevertheless, the proposals and approaches previously 
discussed allow us to identify possible avenues for further research and 
standardization work. The usage of spread spectrum communications is interesting in 
enabling secure wireless communications, but its usefulness for M2M environments 
is dependent on the design of energy-efficient and inexpensive devices implementing 
such communication techniques. 
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A problem with many of the proposed approaches is their dependence on 
knowledge about the position and communication patterns employed by the 
transmitter, receiver and attacker devices. Therefore, such proposals may only be 
applicable in scenarios where pre-deployment of devices is a reality. Other proposals 
are found to target point-to-point communications, and the redesign of such 
approaches for multi-user networking communications may be a challenge to 
research. The evolution of such proposals to target multi-user environments will also 
require the study and incorporation of fundamental security aspects for M2M 
environments such as cooperation and trust between devices [8]. 

Due to hardware complexity, the low-cost implementation of most physical layer 
security schemes is not possible with current microelectronics technologies. Most 
current proposals for security of wireless communications rely on cryptographic 
techniques employed at the upper layers, but cross-layer security will be of paramount 
importance and physical layer security may be part of a layered approach. The design 
of hybrid security mechanisms combining classic cryptography with lower layers 
security is a promising research approach, and the efficient implementation of such 
mechanisms at the hardware may enable new sensing platforms with the required 
mechanisms to secure M2M wireless communications. 

Security at the Medium Access Control (MAC) Layer for M2M Wireless 
communications 

Various types of threats can be identified against wireless communications at the 
MAC layer using the wireless M2M communication technologies previously 
analyzed. Attacks can target the eavesdropping or modification of MAC-layer 
management or data messages, or the theft of the identity of M2M appliances or 
devices. Denial of Service (DoS) attacks can also be conducted against constrained 
M2M devices. The classic prevention of eavesdropping, modification and identity 
theft attacks is the usage of cryptographic mechanisms to encrypt communications 
and authenticate the communication parties. The encryption of management and data 
frames provides confidentiality of wireless communications, while integrity and 
authentication are similarly enabled by the usage of appropriate message integrity 
codes or digital signatures.  

Security mechanisms supporting cryptographic operations are traditionally 
implemented at higher layers of the protocol stack, but we observe that recent 
wireless standards such as IEEE 802.15.4 have pushed such mechanisms to lower 
layers of the communications stack, due to the necessity of adopting designs that 
enable efficient hardware implementations. We may thus expect to observe this trend 
also in future designs of M2M sensing platforms. The availability of security at lower 
layers may be beneficial in relation to two aspects. One is that it may allow a more 
efficient detection and response to attacks targeting resources on M2M constrained 
devices, such as DoS attacks against higher layer protocols or applications. The other 
is that it may promote the design of energy-efficient hardware security mechanisms, 
as currently available in platforms implementing IEEE 802.15.4 [3]. 
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IEEE 802.15.4 provides a good example of the adoption of security mechanisms at 
lower layers in sensing platforms, as it defines security mechanisms at the MAC layer 
that may be completely implemented at the hardware. IEEE 802.15.4 adopts AES in 
the Counter and CBC-MAC  (combined or CCM) mode to secure data 
communications. The combined mode allows for the separate support of encryption 
and authentication of data frames, two operations required for the support of 
confidentiality, integrity and authentication of wireless communications between 
sensing devices. As we have previously observed in the context of physical layer 
security, the availability of efficient cryptographic mechanisms at the MAC layer 
using IEEE 802.15.4 or other standards can represent an important contribution 
towards the adoption of efficient cross-layer security mechanisms. Cryptographic 
operations implemented at the MAC layer can be reused by higher layers to encrypt, 
decrypt or authenticate data frames. Similarly, cryptographic keys defined at the 
MAC layer can be of use in the context of cross-layer key management solutions, so 
that communication protocols at different layers can share the available key material. 

Although AES is adopted to implement fundamental security mechanisms at the 
MAC layer with IEEE 802.15.4, other technologies such as IEEE 802.16 WiMAX [5] 
provide more complete security solutions at this layer. Of course, these technologies 
were designed with different purposes in respect to their coverage area and 
communications bandwidth, but both standards implement security at lower layers. 
IEEE 802.16 supports not only confidentiality and authentication of data and 
management frames but also authentication of devices using X.509 public-key 
certificates. The fact that authentication with certificates is designed in the context of 
management operations at the MAC layer is interesting, since it differs from 
traditional public-key security mechanisms typically implemented at higher layers. 
Future designs of M2M wireless sensing devices can follow this approach and push 
the implementation of new security mechanisms to lower layers of the 
communications stack, as this may also promote the usage of energy-efficient 
hardware implementations of such mechanisms. 

Public-key cryptography and authentication at lower communication layers may 
also make use of ECC cryptography [12] as an effective alternative to X.509-based 
public-key cryptography. Nevertheless, the usage of public-key cryptography in M2M 
environments will require research on how M2M applications may be integrated with 
existing public-key infrastructures. Identification certificates may be manufacturer-
issued and factory-installed and previously associated with the particular M2M 
sensing device, by tying the certificate to a unique identifier of the device, as its 
Medium Access Control (MAC) address or Extended Universal Identifier (EUI). This 
would also facilitate the startup up of a new M2M device on an existing secure M2M 
wireless network. 

Another important aspect that may be targeted in tandem with security at the MAC 
layer is the implementation of Quality of Service (QoS) mechanisms. As we have 
previously discussed, such mechanisms may be required to guarantee time-bounded 
data communications for applications in areas where the replacement of wired 
communications with wireless best-effort counterparts will not be acceptable. This is 
the case of industrial control applications currently employing wired sensing devices 
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and that are expected to adopt wireless M2M control applications in the future. Not-
so-critical applications may also require time-bounded data communications, even if 
only for the transportation of critical alarm conditions. 

The MAC layer may be designed so that time-constraints for data communications 
or other QoS requirements are guaranteed and built-in from the start, by following a 
Time Division Multiple Access (TDMA) design scheme. The design of a QoS-aware 
MAC layer represents an opportunity also for security, as a deterministic approach to 
communications may provide a ground for mechanisms that guarantee the delivery of 
critical security management messages. Intrusion detection mechanisms may also 
benefit from the availability of deterministic wireless communications in order to 
detect deviations from normal communication patterns. This TDMA design model is 
already adopted in 802.16 WiMAX [5] and in recent research approaches targeting 
the design of wireless communication mechanisms for critical industrial environments 
[13]. 

It is also relevant to observe that the usage of time-bounded deterministic wireless 
communication mechanisms may also help in the implementation of security 
mechanisms on layers higher than the MAC layer. According to the cross-layer 
approach of our reference communications stack, security mechanisms implemented 
at the MAC layer may be used by mechanisms implemented at other layers of the 
communications stack. For example, key management and intrusion detection may be 
implemented in a cross-layer fashion using information from the MAC layer in 
conjugation with information from higher layers or specific applications. 

One aspect to be addressed in future designs of security at the MAC layer is that of 
security of management messages. IEEE 802.16 currently presents this problem, as 
MAC management messages are not encrypted and in some situations not validated. 
A similar problem is present in IEEE 802.15.4, where acknowledgment messages lack 
proper authentication [14]. Such limitations open the door to man-in-the-middle 
(MITM) attacks, replay attacks, passive and active attacks [4], and is therefore a 
problem to address in M2M challenging environments. Other aspect that may be 
targeted is how to address DoS attacks against MAC-layer authentication procedures, 
since lengthy authentication procedures may encourage such attacks. In general, 
security at the MAC layer should target all possible angles for attacks, including 
necessarily the protection of management-related messages. 

Security at the Network and Adaptation Layers for M2M Wireless Communications 

One important aspect of our reference communications model is the usage of an 
adaptation layer placed between the MAC and network layers. The purpose of the 
adaptation layer is to enable the usage of existing standard Internet communication 
technologies in M2M wireless networks. For example, M2M wireless 
communications employing IEEE 802.15.4 may use data packets of at most 127 bytes 
available at the MAC layer, in deep contrast with packets measuring a minimum of 
1280 bytes using IPv6 for Internet communications. The adaptation layer therefore 
plays an important role in the transparent integration of M2M sensing applications 
with the Internet. The reason for the adoption of smaller packets on M2M wireless  
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communications is that standards such as IEEE 802.15.4 or Bluetooth are designed to 
support wireless networks where communications are error-prone and devices where 
energy is scarce. Technologies thus adopt lower communications rates and smaller 
packets in order to decrease the probability of erroneous transmissions and 
consequently avoid costly retransmissions. 

The integration of M2M applications with the Internet calls for the design of 
mechanisms to enable interoperability between the two communication domains, as 
our reference model in Figure 1 illustrates. Communication protocols such as IP, UDP 
or TCP must be adapted for its transparent transport using M2M wireless 
communication technologies. These adaptation mechanisms are designed for the 
adaptation layer of our reference communications stack, where interoperability is 
achieved by providing the necessary adaptation technologies. The smaller packet size 
available at the MAC layer requires mechanisms to implement header compression 
and fragmentation of IPv6 packets, and also the simplification of existing 
communication standards such as IPv6. This approach can also be applied to security, 
by adapting existing security mechanisms for its usage in the context of the adaptation 
layer. 

Proposals of mechanisms for the adaptation layer are already emanating from 
working groups such as the 6LoWPAN (IPv6 over Low Power Personal Area 
Networks) working group of the IETF [15][16]. 6LoWPAN proposes mechanisms for 
the adaptation layer to enable the transport of IPv6 packets over LoWPANs. The 
initial focus of 6LoWPAN was understandably on IEEE 802.15.4 wireless 
communications, but it is nevertheless expected that adaptation mechanisms will be 
designed for other technologies in a near future. Candidate technologies are Power 
Line Communication (PLE) or Bluetooth Low Energy (BLE) [17]. Other than the 
compression of IP headers and options, 6LoWPAN also addresses the design of 
fundamental networking mechanisms such as neighbor discovery and address auto-
configuration, required for a device to activate its presence on an existing network. 

The role of adaptation technologies such as 6LoWPAN in the integration of M2M 
sensing applications with the Internet is expected to be of major importance, as such 
applications will allow the leverage of existing standard communications mechanisms 
with new sensing applications. Technologies such as 6LoWPAN enable end-to-end 
secure communications between M2M devices and Internet hosts using standard 
communication technologies.  

The availability of secure end-to-end communications at the network or higher 
layer with other sensing devices or with Internet hosts may enable a much richer 
integration of M2M sensing applications with the Internet. It may also enable new 
types of sensing applications where smart objects are able to cooperate remotely and 
securely using Internet communications. Despite the important role of security in the 
successful integration of 6LoWPAN networks with the Internet, we observe that it has 
not been properly addressed in 6LoWPAN, as so far only generic recommendations 
[18] have been produced. 

Security in the context of end-to-end wireless communications with IPv6-enabled 
M2M sensing devices using the 6LoWPAN adaptation layer is currently an open 
issue, at least from a standardization perspective. Security was in fact not addressed 
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from the start at 6LoWPAN, probably due to the assumption that it should be 
addressed in other layers of the communications stack. Security mechanisms may be 
designed and adopted at the 6LoWPAN adaptation layer with the benefit of enabling 
security for wireless end-to-end communications at the network layer on M2M 
applications. In this context, the enabling of security at the network layer for 
6LoWPAN communications has been previously proposed [19] and, more recently, a 
secure interconnection model [20] has been presented in the context of which new 
compressed security headers for 6LoWPAN are theoretically validated [21]. 
Compressed security headers for 6LoWPAN may play a role equivalent to the 
Authentication Header (AH) and Encapsulating Security Payload (ESP) headers in the 
Internet Security Architecture [22]. 

Other than the design of compressed security headers for the 6LoWPAN 
adaptation layer, challenging research opportunities remain in the definition of other 
security mechanisms required to fully enable network-layer security for 6LoWPAN 
M2M communications, namely regarding mechanisms for key management and 
management of security associations. While 6LoWPAN security mechanisms belong 
to the adaptation and network layers of our reference communications model, 
auxiliary mechanisms such as key management may be implemented as cross-layer 
security mechanisms. For example, keying material may be shared between the MAC 
and adaptation layers and consequently a set of cryptographic keys stored on a 
sensing device can be used with AES/CCM encryption to obtain link-layer security 
and also with 6LoWPAN security to guarantee network-layer security in the context 
of the adaptation layer. 

As we previously illustrated in Figure 1, a security gateway can provide an 
important deployment opportunity for the enabling of security mechanisms designed 
to secure the wireless M2M communications domain from attacks originated at the 
Internet. Such mechanisms may include security mechanisms designed to secure and 
filter end-to-end communications at the network layer or in alternative 
communications from higher layer protocols or applications. Interesting research 
opportunities reside in the development of mechanisms to filter end-to-end 
communications using the adaptation and network layers for M2M wireless 
communications accordingly to predefined security policies. Similarly, the usage of 
security in the context of 6LoWPAN may require mechanisms to map security 
headers and security associations, and to manage cryptographic keys in coordination 
with M2M wireless devices. Communications for higher layers protocols or 
applications may also benefit from the availability of a security gateway, as similar 
mechanisms or application proxies may be designed to provide security according to 
security requirements of particular applications. Other interesting research approach 
may be to design such security mechanisms asymmetrically, so that the security 
gateway assumes most of the load of supporting heavy security operations. This 
design approach would alleviate constrained M2M sensing devices from heavy 
security or cryptographic operations in deployments where security gateways are 
devices with more computational power and without energy restrictions. 
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Security at the Transport Layer for M2M Wireless Communications 

Although the design of transport layer protocols may enable reliable wireless 
communications between wireless sensing devices, the constraints of such devices 
and the characteristics of the available wireless communication technologies provide 
challenges at the design of transport layer solutions. Given the scarcity of energy on 
many sensing devices, care must be taken to design efficient transport layer solutions 
that implement mechanisms such as congestion control and reliability with minimal 
overhead and retransmissions [23]. 

The adoption of transport layer communication mechanisms for sensor networks is 
currently open to debate, as many consider it goes against the simplicity expected 
from sensing devices and applications. Nevertheless, sensor networks have evolved to 
a status where congestion control and reliability mechanisms may be designed and 
incorporated at individual nodes. We may expect that transport-layer mechanisms 
may be helpful in M2M environment where reliable communications are required. 
The requirement for the support of reliable message delivery and congestion control 
will motivate the design of transport layer mechanisms for M2M wireless networks. 

Although it is currently unclear if a single standard transport communications 
protocol is going to be adopted for sensor networks, it is widely recognized that 
traditional transport layer protocols such as the Transmission Control Protocol (TCP) 
are not suitable for networks of constrained wireless sensing devices. This is due 
mainly to the fact that such networks have characteristics that are different from 
traditional wired and wireless networks. Several proposals currently exist of transport 
layer protocols for sensor networks targeting reliable message delivery, congestion 
control and energy efficiency. All such properties are absent from network-layer or 
lower layer communications and may therefore be introduced at the transport or 
application layers. Distributed TCP Caching (DTCP) [24] proposes the optimization 
of TCP by requiring that intermediate nodes in a communications path cache 
intermediate segments with the goal of minimizing the usage of end-to-end recovery 
procedures. Although in general TCP/IP is considered too heavy for most sensing 
platforms, such optimizations may enable its usage with specific M2M devices that 
are less resource-constrained. The approach of designing a generic transport layer 
protocol for wireless communications in sensing applications is also encountered in 
the Sensor Transmission Control Protocol (STCP) [25] proposal. STCP provides 
variable reliability, congestion detection and avoidance. Other proposal in the same 
vein is Adjustable Parallel TCP (AP-TCP) [26], a scheme to control the aggregate 
throughput of various parallel TCP data flows.  

With the Pump Slowly Fetch Quickly (PSFQ) [27] proposal sensing devices that 
experience the loss of a data segment can recover that segment quickly from neighbor 
devices. PSFQ implements negative acknowledgments signaling a loss of a segment 
rather than positive acknowledgments, with the goal of reducing signal overhead. 
PSFQ is designed for sensing applications requiring reliable delivery of data 
messages but does not implement any active congestion control scheme. Other 
proposal is the Reliable Multi-Segment Transport (RMST) [28] protocol, designed to 
operate on top of direct diffusion communications. RMST adds fragmentation and 
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reassembly of segments and reliable message delivery to such communications, 
offering the option of end-to-end end or hop-by-hop recovery of lost messages. 
RMST recovery mechanisms may be combined with MAC-level recovery messages, 
providing an example of the benefits of cross-layer interactions for the purpose of 
reliable wireless communications. 

Proposals such as DTCP and PSFQ may be difficult to implement due to 
requirements on buffer space usage on sensing devices. Other problem with such 
proposals is that they are related with specific traffic patterns or applications, 
therefore lacking generality for its application in diverse types of M2M applications. 
A challenging path to research and standardization will therefore be the design of 
generic and standard transport layer protocols that are able to provide congestion 
control and ensure reliable delivery of messages for end-to-end communications 
between M2M devices and between such devices and backend or Internet hosts, 
considering its usage on Internet-integrated M2M sensing applications. 

Current proposals for security with end-to-end communications at the transport 
layer for M2M wireless sensing environments mostly target the modification of the 
SSL (Secure Sockets Layer) protocol. SSNAIL [29] provides a light-weighted version 
of SSL to be supported by Internet hosts and sensing devices. Although it succeeds in 
demonstrating the usability of SSL in constrained sensing devices, SSNAIL requires 
the modification of the SSL stack in all communicating devices. Sizzle [30] also 
provides end-to-end security using SSL, but only for communications between 
Internet hosts and a security gateway, with communications being translated to a 
proprietary communications protocol in the wireless domain. 

On the one side we observe that SSL can be successfully adopted to secure transport 
layer communications in M2M wireless environments, provided that applications are 
designed to explicitly require it and SSL stacks optimized for constrained 
environments are available, while on the other side we observe that the usage of 
security mechanisms with fixed configurations may not be the appropriate approach to 
support security at the transport layer for M2M applications. In fact, security 
mechanisms should be adaptable to the characteristics and security requirements of 
particular sensing applications and aspects such as the cryptographic algorithms 
employed and relevant configuration parameters such as cryptographic key size and 
frequency of key refreshment deeply influence the lifetime of sensing applications and 
resource-constrained devices. Security mechanisms should therefore allow the 
establishment of acceptable compromises between resources required for performing 
security operations and the security level required for a particular application. 

Despite the limitations previously addressed, the design of security at the transport 
layer using SSL-optimized stacks provides challenging opportunities to research and 
standardization. As with mechanisms at other layers of the communications stack, 
SSL security can be designed to benefit from cross-layer interactions. Authentication 
and key management for sensing devices using SSL can be implemented by cross-
layer mechanisms employing cryptographic keys shared also with the MAC, 
adaptation and application layers. Security mechanisms designed for other 
communication layers, for example authentication using X.509 certificates in IEEE 
802.16, could be reused to support authentication at the transport layer using SSL. 
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Security at the Application Layer for M2M Wireless Communications 

Work on research and standardization of application-layer communication 
technologies for wireless sensing applications is very recent. The main reference in 
this area currently is the Constrained Application Protocol (CoAP) [31]. CoAP is 
currently under active developed at the Constrained RESTful Environments (CoRE) 
[32] working group of the IETF with the goal of enabling RESTful web 
communications in applications supported by wireless sensing devices. CoAP is 
related to HTTP since the purpose of both is to implement the Representational State 
Transfer (REST) architecture of the web, with CoAP communications being designed 
to run over UDP on 6LoWPAN-enabled sensing networks. CoAP communications 
therefore use the 6LoWPAN communication mechanisms available at the adaptation 
layer, and CoAP will allow accessing resources on CoAP servers running on 
constrained devices using a subset of HTTP’s methods and a similar Universal 
Resource Identifier (URI) scheme to identify available resources. 

The current specification of the CoAP protocol [31] proposes the usage of the 
Datagram Transport Layer Security (DTLS) [33] protocol to secure wireless 
communications at the application layer. DLTS adapts the Transport Layer Security 
(TLS) [34] protocol for connectionless datagram communications using UDP. As 
TLS is in practice an evolution of SSL, the optimizations designed at DTLS in 
practice fulfil the same role as the previously discussed proposals to modify SSL for 
constrained environments. Given its standardized status, DTLS is a strong candidate 
technology to provide security at the transport layer for M2M 6LoWPAN-enabled 
wireless applications, and consequently to enable end-to-end secure application layer 
communications for Internet-integrated M2M sensing applications. 

Three security modes are currently proposed for CoAP, in order to enable its usage 
in deployments with different characteristics in terms of the availability of security 
infrastructures and of resources on constrained sensing devices. Environments where 
public-key cryptography is considered unviable or where the deployment of sensing 
devices facilitates the predefinition of cryptographic keys may use a security mode 
identified as PreSharedKey [31]. In this security mode a device stores the 
cryptographic keys required to secure communications with other M2M devices or 
group of devices. In this mode a sensing device stores one key for all its 
communication partners. The fundamental security properties of confidentiality, 
integrity and data origin authentication are provided in this mode using AES in the 
CCM mode, again a design choice motivated by the availability of this cryptographic 
standard in sensing platforms that implement IEEE 802.15.4. 

For M2M sensing applications where the usage of public-key cryptography is 
viable and desirable, CoAP proposes the usage of the RawPublicKey or Certificates 
modes. The two security modes employ ECC public-key cryptography [12] to support 
authentication of devices and messages and also key agreement. In the RawPublicKey 
mode a sensing device proves its identity using one or various ECC public-keys and 
uses ECC to perform authentication of other devices. In this mode a device must store 
the identity and key for each node it communicates with, since a certification chain is 
not available for authentication purposes. As with the previous security mode, 
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AES/CCM is used to guarantee confidentiality, integrity and data origin 
authentication for DTLS communications. During ECC public-key authentication, the 
client and server agree on a shared premaster secret for DTLS, from which further 
secrets are derived to secure communications. 

In deployment scenarios where a Certification Authority (CA) may be used, trust 
root anchors are available for certificate validation purposes and CoAP security may 
employ the Certificates security mode. This mode may also use ECC public-key 
authentication, in this case using identity information extracted from certificates. 
Since sensing devices may not support ECC encryption, it is currently proposed that 
this security mode also allows the usage of RSA public keys to perform 
authentication and pre-shared key agreement. In this alternative scenario 
confidentiality may also be guaranteed using AES in the CBC mode and integrity 
using SHA. 

The previously described proposed security modes for CoAP lack experimental 
validation, given that no implementations of CoAP with security currently exist. 
Other problem is that current sensing platforms such as the TelosB [6] may not 
possess the required memory or other resources to effectively support the proposed 
CoAP, since a sensing device would be required to support an operating system such 
as TinyOS [35] or Contiki [36], together with the required CoAP code plus security 
with DTLS. Research and experimental validation work will therefore be required to 
validate the proposed CoAP security modes and to provide guidance information for 
the evolution of M2M sensing platforms towards the successful adoption of security 
at the transport and application layers using CoAP. 

Other than the integration of security following the same approach as TLS by 
adopting DTLS to secure CoAP UDP communications, an interesting research 
approach would be to design security by integrating it at the application protocol 
itself. CoAP could therefore be extended with the required options to support 
authentication and key negotiation between CoAP client and server. Although such an 
approach presents the disadvantage of requiring the design of security for each 
particular application-layer protocol, it would benefit performance and the 
implementation of optimized networking stacks. Two other challenges in enabling 
security at the application layer in the context of Internet-integrated M2M sensing 
applications appear in guaranteeing end-to-end security between M2M sensing 
devices and Internet hosts and in the support of secure multicast group 
communications [37], as we discuss in greater detail in the next section. 

Regarding communications at the application layer, we may also analyse how web-
scripting languages such as XML or similar technologies may be useful in M2M 
wireless environments. The interest in such technologies could be in that they may 
facilitate the exchange of information between M2M devices and the communications 
between M2M devices and end users or applications. Current proposals for the 
adaptation of XML to constrained environments are found in BiTXml [38] and 
M2MXML [39]. The main goal of BiTXml is to standardize how commands and 
control information is exchanged for each specific target of M2M communication. 
Similarly, M2MXML seeks the development of an open-standard XML  
based protocol for M2M communications with a primary focus on simplicity.  
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Further research opportunities therefore appear in the analysis of how security can 
target such proposals or similar technologies, again considering its usage in the 
context of Internet-integrated M2M wireless sensing applications. 

4 Cross-Layer Approaches and Future Directions for Security 
on Internet-Integrated M2M Wireless Sensing Applications 

Despite the approaches previously analyzed to target security for communication 
technologies at particular layers of our reference communications stack, other 
important security aspects will require either a cross-layer approach or the design of 
mechanisms targeting security in the context of the integration of M2M wireless 
sensing applications with the Internet. Such mechanisms may provide network and 
application security, while requirements will also exist targeting cross-layer issues 
such as privacy, trust and anonymity, among others. We also realize that although 
technologies such as 6LoWPAN and CoAP are currently being designed to target the 
integration of sensing applications with the Internet, security is either lacking or not 
completely specified for such technologies. Research and standardization challenges 
will therefore appear regarding the validation of existing security proposals 
considering its usage with real sensing platforms. Similarly, new security mechanisms 
will be required for existing M2M communication technologies. 

The integration of M2M sensing applications with the Internet will raise new 
challenges concerning various security aspects and requirements. Internet-integrated 
sensing applications will require proper authentication of users or devices requesting 
access to data or resources. At the same time, the identity of users must be protected 
and security will also be required for wireless communications on M2M 
environments. In the event of failure of any security mechanism, changes to systems 
and data should be traceable and reparable, therefore requiring the usage of 
appropriate audit mechanisms. System availability will also be required, since in most 
applications it will be necessary to ensure that authorized users or devices can use 
their access privileges at any time, and therefore critical M2M applications must be 
resilient to DoS attacks. Other than the classic security requirements that may be 
guaranteed by the usage of appropriate cryptographic mechanisms, aspects such as 
trust, privacy, liability and anonymity will require particular attention in the context 
of Internet-integrated M2M wireless sensing applications. 

Given that most of the envisioned M2M applications will either require or benefit 
from the availability of direct or indirect communications with the Internet, we find it 
necessary to analyze how such communications may be guaranteed and how security 
can be addressed in this context. Figure 3 illustrates a reference architecture for the 
secure integration of M2M sensing applications with the Internet, where we consider 
the usage of the previously discussed communication and security technologies. We 
must note that, other than to try to illustrate a closed perception of how M2M sensing 
applications may be integrated with the Internet, our goal is to contextualize the usage 
of the previously discussed communications and security technologies to enable 
secure Internet-integrated M2M wireless applications.  
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Fig. 3. A reference architecture for end-to-end security in the context of Internet-integrated 
M2M applications 

Our reference architecture in Figure 3 illustrates the usage of a backend or security 
gateway device in supporting a set of communications and security technologies at 
the various layers. Such technologies are required for the secure interconnection of 
the two communication domains previously illustrated in Figure 1, namely the 
Internet domain and the M2M wireless domain employing 6LoWPAN to support 
communications at the network and upper layers. This reference architecture again 
considers the usage of a security gateway in supporting direct or indirect 
communications between the two domains, while providing good implementation 
points for specialized security mechanisms. The security gateway is currently a 
proposed and well-accepted abstraction to guarantee security for Internet-integrated 
sensing applications, and is proposed in current specifications of technologies such as 
6LoWPAN, CoAP [31] or BitXML [38]. In particular, in 6LoWPAN this abstraction 
materializes itself in a device identified as the 6LoWPAN Border Router (6LBR) in 
current specifications [15][16]. The architecture illustrated in Figure 3 considers the 
usage of the communication and security technologies already discussed and facilitate 
our discussion on the remaining issues that may be addressed in a cross-layer fashion. 

Communications between devices on different domains can take place from the 
network layer up, while for the PHY and MAC layers in Figure 3 we illustrate the 
usage of IEEE 802.15.4 to support M2M wireless communications. Given it 
representativeness, 6LoWPAN enables the adaptation layer and therefore provides the 
required support for network layer communications on the M2M domain. Similarly, 
UDP and CoAP provide transport and application layer communications, 
respectively. 

Security for network layer communications can be enabled on the Internet domain 
by using the standardized Internet Security Architecture [22], while on the M2M 
domain compressed security headers can be designed and adopted at the adaptation 
layer, as we previously discussed. Until now, there is no solution to ensure complete 
end-to-end secure communications at the network layer between M2M wireless 
devices and backend or Internet hosts. In this context, research may target the design 
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of mechanisms to support security header mapping between the two communication 
domains, meaning that AH and ESP IPSec headers may be mapped to compressed 
6LoWPAN security headers on the security gateway.  Such mapping mechanisms 
may be integrated at the networking stack to directly support interfaces with the two 
communication domains. Other than the mapping of security headers, adaptation and 
network layer security mechanisms should interface with key management, since end-
to-end security must not be broken at the gateway. Possible approaches for this 
purpose would be to perform tunneling of 6LoWPAN secured packets over IPSec or 
to protect IPSec and 6LoWPAN security headers using two different cryptographic 
keys, so that the security gateway and the destination host may separately decrypt and 
verify the packet. 

End-to-end secure communications can also take place at the transport and 
application layers, using DTLS to secure CoAP communications over UDP on the 
M2M 6LoWPAN domain. Until now, there is also no solution to implement end-to-
end secure communications for web communications between Internet HTTP hosts 
and M2M CoAP devices. As DTLS introduces modifications to TLS to implement 
reliable session key negotiation and additional measures to verify exchanges 
messages, the mapping of DTLS datagrams to TLS sessions is not trivial. Research 
may therefore address the design of mechanisms to implement a proxy device to 
perform DTLS-TLS translation at the security gateway. Translation mechanisms must 
support not only mapping of the DTLS-TLS record layer headers but also of headers 
from other TLS protocols, namely the handshake, alert and spec protocols. As an 
HTTP client on the Internet should be able to connect securely to a resource available 
via CoAP on a constrained M2M device, this proxy must also support HTTP-CoAP 
protocol translation. Alternative design approaches for such mechanisms [37] would 
be to implement tunneling of DTLS datagrams over TLS, as in the TLS-DTLS tunnel 
[40] proposal, or having the sender to encrypt the same packet (CoAP or HTTP) with 
two separate keys, one for the proxy and the other for the destination device, as in the 
Integrated Transport Layer Security (ITLS) [41] proposal. 

Regarding the usage of CoAP with DTLS security, other issue that will require 
attention from research is how to address security when multicast communications are 
employed. Multicast messages may be sent using CoAP to simultaneously manipulate 
resources in a group of devices, but the problem is that DTLS does not support 
multicast. Therefore, when multicast communications are used to enable a backend or 
Internet host to access multiple CoAP resources, no end-to-end security may be 
provided. A possible approach to address this issue would be to also use a proxy 
entity to translate an HTTP request to a CoAP multicast request, but this would 
require a mechanism that allows the proxy to recognize the request as a multicast 
request, something currently not possible using HTTP. In this scenario the proxy 
would be required to handle security for all devices belonging to the multicast group. 
Whatever the solution may be, it would require integration with key management, as 
group keys may be employed to enable secure communications with the devices 
belonging to the multicast group. Alternative key management approaches may also 
be employed, for example by maintaining a separate session key for each device 
belonging to the multicast group. We also have to note that regarding security for 
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multicast communications, IP Security can provide a better solution, as currently 
there is a multicast extension for IPSec [42] that may be adapted for M2M 
environments. 

One mechanism that is cornerstone of effective security solutions is key 
management, as it enables not only the establishment of the initial cryptographic that 
keys that a host requires to participate in an existing secure network, but also the 
periodic renegotiation of such keys, a requirement for the maintenance of security. 
Considering the previously discussed approaches for end-to-end security, the design 
of appropriate key management solutions in the context of the reference architecture 
illustrated in Figure 3 is of vital importance. In fact, no standard mechanisms 
currently exist that are appropriate for this purpose. Such key management solutions 
must be designed to pair with the end-to-end communication technologies currently 
being proposed and standardization for M2M wireless environments. One approach 
would be to simplify the Internet Key Exchange (IKE) [43] protocol adopted for 
IPSec in order to enable its usage in constrained M2M wireless sensing devices, such 
as proposed in Lightweight IKEv2 [44]. Other approach may be to design a new key 
management protocol that is able to adapt to different capabilities of sensing devices, 
and consequently support different cryptographic primitives according to the sensing 
platforms deployed to support a particular M2M sensing application [45]. Irrespective 
of the approach, new key management solutions may be designed so that the security 
gateway or a similar device supports the most demanding operations. Also, full 
solutions are required that are able to handle key negotiations for end-to-end security, 
possibly allowing the security gateway to participate in such key negotiations as a 
trusted intermediate entity. 

Other than the design of security for end-to-end communications, other security 
issues are expected to motivate a true paradigm shift for its addressing in the context 
of M2M wireless communications. For many security issues we may also expect that 
decentralized and distributed approaches will be required, with new security 
mechanisms implemented in the context of the architecture illustrated in Figure 3. 
The decentralization of security mechanisms may be required as in many usage 
scenarios a security infrastructure may not be available. As a consequence, in many 
situations M2M devices will be unable to derive definitive conclusions about the 
identity or intents of other entities, and consequently security mechanisms may be 
designed to implement practical compromises between the enforcement of definitive 
security controls and the acceptance of controlled risks. 

Trust and privacy will be of cornerstone importance in most M2M applications. 
Distributed and autonomous trust management and verification mechanisms may be 
required to support autonomous identification and authorization of M2M devices. 
Two interrelated aspects are privacy and liability, two requirements that many 
applications will be required to control. In many contexts the user will require the 
control of how much personal information is exposed to third parties while, on the 
other end, sensing applications may require that a subset of that information is 
available if required, for liability purposes. Mechanisms to protect the users privacy 
may be based on anonymity models, and research may target the design and usage of 
light weighted formal anonymity models such as k-anonymity [46] on M2M 
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environments. Other approaches may be followed, for example using mechanisms for 
data transformation and randomization. 

The identification and authorization of devices in autonomous M2M environments 
will also present serious challenges to research and standardization. Authentication 
mechanisms may be designed to function side-by-side with distributed trust 
management and identity verification mechanisms. The unattended nature of M2M 
communications will require that any two devices are able to configure a trust 
relationship with each other. As authentication is related with identification, M2M 
applications may require that devices use some form of secure identifier that allows 
relating the identification of the device or application with secret cryptographic 
material. Research can consider currently proposed technologies such as IEEE 
802.1AR [47] for X.509-based certified secure identifiers as a starting point, or on the 
other end develop mechanisms to allow M2M devices to use self-generated 
uncertified secure identifiers. As M2M systems will require that privacy be balanced 
against disclosure of information, new authentication mechanisms making use of 
appropriate secure identifiers and incorporating privacy-preserving mechanisms may 
be required. Three-way autonomous certification technologies can also provide a 
solution for authentication in the absence of an official certification authority. 

Mechanisms will also be required to enable the secure boot up of a device on an 
existing secure M2M environment. Local state control via a secure boot process may 
be enforced, enabling the establishment of a trusted environment that provides a 
hardware security anchor and a root of trust. The Trusted Computing Group (TCG) 
[48] has proposed autonomous and remote validation models that can be useful in the 
design of similar mechanisms for M2M environments. Autonomous validation using 
smart cards may also be a choice in some environments but presents the problem of 
requiring costly in-field replacements of compromised devices. A possible road for 
research is also the design of mechanisms for semiautonomous validation of devices. 
Semiautonomous validation combines local validation with remote validation, 
allowing a device to validate trust for another device and communicate with a trusted 
third-party only when required or possible. Therefore, other than the validation of 
new devices starting up in an existing network, distributed semiautonomous trust 
verification mechanisms could also be used for distributed trust management 
purposes. 

Engineering and research challenges are also expected to appear in the design of 
new sensing platforms to support wireless M2M applications in the future. As with 
existing platforms implementing security mechanisms in the context of IEEE 
802.15.4, future designs may employ a security co-processor to enable efficient 
cryptographic operations. This would enable energy-efficient cryptographic 
operations such as ECC public-key cryptography. Depending on the application and 
costs associated with the production of such devices, more complete hardware-based 
security solutions can also be employed, similarly to existing proposals such as the 
Trustchip [49] system. Sensing platforms for critical applications may also be 
required to support secure storage mechanisms to store security-critical data. Such 
mechanisms may be designed with characteristics similar to the Trusted Platform 
Module (TPM) proposed by the TCG [48] working group. A module with such 
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characteristics would enable the biding of the device identification to secret 
cryptographic information with guaranteed security. As cost may prohibit the 
adoption of such solutions, research may in alternative target the development of 
software secure storage solutions. 

While realizing that security issues other than those discussed in this chapter will 
require future research and standardization work, one final word goes to the usage of 
intrusion detection mechanisms on M2M environments. Intrusion detection will be of 
much relevant in most M2M wireless applications. Distributed intrusion detection 
mechanisms will be required to enable detection of failing or compromised devices, 
avoid communications with such devices and disable all previously established trust 
relationships. For M2M applications supporting autonomous M2M communications, 
research can target the development of autonomous and cooperative methods 
allowing the early detection of node compromises [50]. As with other security 
mechanisms, the security gateway may play an important role in the support of such 
mechanisms, by gathering and correlation status information from various sources in 
order to detect intrusions and malfunctions. The most computationally demanding 
operations related with distributed intrusion detection may be supported by the 
security gateway, with sensing devices probing and reporting relevant information. 
This may be a viable approach for environments where sensing devices are deployed 
in a controlled fashion and intrusions are critical for the application at hand, as with 
critical industrial M2M wireless applications. 

5 Conclusion 

Wireless communications will play a fundamental role in the enabling of most of the 
applications currently envisioned for M2M pervasive environments. Security will 
certainly be a fundamental enabling factor of most applications, and appropriate 
mechanisms will be required to protect M2M applications, communications and users. 

The design of security for wireless M2M systems may require new approaches due 
to various characteristics envisioned for M2M applications and devices. One is that 
users will require guarantees in terms of privacy and liability, given the importance of 
such aspects for the social acceptance of most of the envisioned M2M applications. 
Security mechanisms will also be required to support heterogeneous communication 
technologies, protocols, and devices. Also, other important aspect is that security 
must cope with autonomous communications between M2M devices. New 
approaches for security may explore the autonomous and cooperative nature of M2M 
communications and applications and, given that in many situations a security 
infrastructure will not be available, decentralized and distributed approaches for 
security will be required. 

Cross-layer design approaches of security mechanisms may guarantee the 
necessary optimizations to enable the usage of a given security solution with different 
classes of sensing platforms, and the same applies to the design of security 
mechanisms in an asymmetric fashion. As previously observed, the current work on 
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the standardization of communications technologies for wireless M2M environments 
also provides the ground for research and design of new security solutions. 

A security architecture adopted for wireless M2M environments must support the 
integration of M2M sensing applications with the Internet, while also supporting 
flexible security mechanisms able to enforce acceptable compromises between 
aspects such as the usage of resources on constrained devices, the enforcement of 
security requirements and controls, and the acceptance of controlled risks for 
particular sensing applications. As previously discussed, security mechanisms in the 
context of this architecture may target on the one side the protection of end-to-end 
communications with sensing devices at a particular protocol layer, and on the other 
side the enforcement of fundamental security requirements such as anonymity, 
privacy and liability. 

References 

[1] Kranenburg, R., et al.: The Internet of Things. Draft paper Prepared for the 1st Berlin 
Symposium on Internet and Society, Berlin, Germany (October 2011) 

[2] OnStar, http://en.wikipedia.org/wiki/OnStar (accessed September 2012) 
[3] Wireless Medium Access Control (MAC) and Physical Layer (PHY) Specifications for 

Low-Rate Wireless Personal Area Networks (WPANs), IEEE std. 802.15.4 (2006) 
[4] An assessment of threats of the Physical and MAC Address Layers in WiMAX/802.16 
[5] IEEE Standard 802.16: A Technical Overview of the WirelessMAN Air Interface for 

Broadband Wireless Access,  
http://ieee802.org/16/docs/02/C80216-02_05.pdf  
(accessed September 2012) 

[6] TelosB Mote Platform, http://www.xbow.com/pdf/Telos_PR.pdf  
(accessed September 2012) 

[7] Renzo, M., Debbah, M.: Wireless Physical-Layer Security: The Challenges Ahead. In: 
The 2009 International Conference on Advanced Technologies for Communications, 
Invited Paper, Haiphong, Vietnam (2009) 

[8] Sperandio, C., Flikkema, P.: Wireless Physical-Layer Security via Transmit Precoding 
Over Dispersive Channels: Optimum Linear Eavesdropping. In: Proceedings of 
MILCOM 2002, Anaheim, California, USA (2002) 

[9] Yi, S., Shih, C.: Physical Layer Security in Wireless Networks: A Tutorial. In: IEEE 
Wireless Communications (April 2011) 

[10] Abbasi-Moghadam, D., Vakili, V., Falahati, A.: Combination of Turbo Coding and 
Cryptography in Non-Geo Satellite Communication Systems. In: Proceedings of IST 
2008, International Symposium on Telecommunications, Tehran, Iran (August 2008) 

[11] Li, T., et al.: Physical Layer Built-in Security Analysis and Enhancements of CDMA 
Systems. In: Proceedings of MILCOM 2005, IEEE Military Communications 2005, New 
Jeysey, USA (October 2005) 

[12] SECG-Elliptic Curve Cryptography-SEC1,  
http://www.secg.org (accessed September 2012) 

[13] Ginseng: Performance control in Wireless Sensor Networks, 
http://www.zigbee.org/portals/0/documents/events/ 
2011_10_28_wsn/19-GINSENG.pdf (accessed September 2012) 



 Security Issues and Approaches on Wireless M2M Systems 163 

[14] Sastry, N., Wagner, D.: Security Considerations for IEEE 802.15.4 networks. In: 
Proceedings of the 3rd ACM Workshop on Wireless Security, Philadelphia, USA 
(October 2004) 

[15] Kushalnagar, N., et al.: IPv6 over Low-Power Wireless Personal Area Networks 
(6LoWPANs): Overview, Assumptions, Problem Statement, and Goals. RFC 4919 
(2007) 

[16] Hui, J., Thubert, P.: Compression Format for IPv6 Datagrams over IEEE 802.15.4-Based 
Networks. RFC 6282 (2011) 

[17] Nieminen, N., et al.: Transmission of IPv6 Packets over Bluetooth Low Energy 
(November 2011),  
http://tools.ietf.org/html/draft-ietf-6lowpan-btle-04 

[18] Park, S., et al.: IPv6 over Low Power WPAN Security Analysis (March 2011), 
http://tools.ietf.org/html/ 
draft-daniel-6lowpan-security-analysis-05 

[19] Granjal, J., Silva, R., Monteiro, E., Silva, J.S., Boavida, F.: Why is IPSec a viable option 
for wireless sensor networks. In: Proceedings of the 5th IEEE International Conference 
on Mobile Ad Hoc and Sensor Systems (MASS 2008), Atlanta, USA (2008), 
doi:10.1109/MAHSS.2008.4660130 

[20] Granjal, J., Monteiro, E., Silva, J.S.: A secure interconnection model for IPv6 enabled 
wireless sensor networks. In: Proceedings of IFIP Wireless Days 2010, Venice, Italy 
(2010), doi:10.1109/WD.2010.5657743 

[21] Granjal, J., Monteiro, E., Silva, J.S.: Enabling Network-Layer Security on IPv6 Wireless 
Sensor Networks. In: Proceedings of IEEE GLOBECOM 2010, Miami, USA (2010), 
doi:10.1109/GLOCOM.2010.5684293 

[22] Kent, S., Seo, K.: Security Architecture for the Internet Protocol. RFC 4301 (2005) 
[23] Jones, J., Atiquzzaman, M.: Transport Protocols for Wireless Sensor Networks: State-of-

the-Art and Future Directions. International Journal of Distributed Sensor Networks 3, 
119–133 (2007), doi:10.1080/15501320601069861 

[24] Dunkels A, Alonso J, Voigt T. Making TCP/IP Viable for Wireless Sensor Networks. In: 
Proceedings of the First European Workshop on Wireless Sensor Networks (EWSN 
2004), Berlin, Germany (February 2004)  

[25] Iyer, Y., Gandham, S., Venkatesan, S.: STCP: A Generic Transport Layer Protocol for 
Wireless Sensor Networks. In: Proceedings of the 14th IEEE Intl. Conf. on Computer 
Communications and Networks (ICCCN 2005), San Diego, California, USA (October 
2005) 

[26] Yusung, K., Kilnam, C., Lisong, X.: Adjusting the Aggregate Throughput of Parallel 
TCP flows without Central Coordination. IEICE Transactions on Communications 
(2010) 

[27] Wan, C., Campbell, A., Krishnamurthy, L.: PSFQ: A Reliable Transport Protocol for 
Wireless Sensor Networks. In: Proceedings of the 1st ACM International Workshop on 
Wireless Sensor Networks and Applications, Atlanta, USA (2002) 

[28] Stann, F., Heidemann, J.: RMST: Reliable Data Transport in Sensor Networks. In: 
Proceedings of the IEEE International Workshop on Sensor Net Protocols and 
Applications (SNPA), Anchorage, Alaska, USA (May 2003) 

[29] Jung, et al.: SSL-based Lightweight Security of IP-based Wireless Sensor Networks. In: 
Proceedings of the International Conference on Advanced Information Networking and 
Applications Workshop (AINA 2009), Bradford, UK (2009) 



164 J. Granjal, E. Monteiro, and J. Sá Silva 

[30] Gupta, V., et al.: Sizzle: A standards-based end-to-end security architecture for the 
embedded Internet. In: Proceedings of the Third IEEE International Conference on 
Pervasive Computing for the Embedded Internet (PERCOM 2005), Hawaii, USA (2005) 

[31] Shelby, Z., Hartkle, K., Bormann, C., Frank, B.: Constrained Application Protocol 
(CoAP) (June 2012),  
http://www.ietf.org/id/draft-ietf-core-coap-10.txt 

[32] Constrained RESTful Environments (core), 
http://datatracker.ietf.org/wg/core/charter/  
(accessed September 2012) 

[33] Rescorla, E., Modadugu, N.: Datagram Transport Layer Security, RFC 4347 (2006) 
[34] Dierks, T., Rescorla, E.: The Transport Layer Security (TLS) Protocol Version 1.2, RFC 

5246 (2008) 
[35] TinyOS Operating System, http://www.tinyos.net/ (accessed September 2012) 
[36] The Contiki OS, http://www.contiki-os.org/ (accessed September 2012) 
[37] Brachmann, M., Garcia-Morchon, O., Kirsche, M.: Security for Practical CoAP 

Applications: Issues and Solution Approaches. In: GI/ITG KuVS Fachgesprch 
Sensornetze (FGSN). Universitt Stuttgart (2011) 

[38] BiTXml, The ultimate m2m communication protocol,  
http://www.bitxml.org/ (accessed September 2012) 

[39] M2MXML, Open-standard XML based protocol for Machine-To-Machine (M2M) 
communications, http://m2mxml.sourceforge.net/  
(accessed September 2012) 

[40] Reardon, J.: Improving Tor using a TCP-over-DTLS Tunnel. Master Thesis, University 
of Waterloo, Canada (2008) 

[41] Kwon, E., Cho, Y., Chai, K.: Integrated Transport Layer Security: End-to-End Security 
Model between WTLS and TLS. In: Proceedings of the 15th International Conference on 
Information Networking (ICOIN 2001), Beppu City, Oita, Japan (2001) 

[42] Weis, B., Gross, G., Ignjatic, D.: Multicast Extensions to the Security Architecture for 
the Internet Protocol, RFC 5347 (2008) 

[43] Kaufman, C.: Internet Key Exchange (IKEv2) Protocol, RFC 3286 (2005) 
[44] Raza, S., Voigt, T., Jutvik, V.: Lightweight IKEv2: A Key Management Solution for 

both the Compressed IPsec and the IEEE 802.15.4 Security. Position Paper, Workshop 
on Smart Object Security, Paris, France (March 2012) 

[45] Bianchi, G., et al.: Flexible key exchange negotiation for wireless sensor networks. In: 
Proceedings of the Fifth ACM International Workshop on Wireless Network Testbeds, 
Experimental Evaluation and Characterization (WiNTECH 2010), Chicago, USA (2010) 

[46] Sweeney, L.: k-Anonymity: A Model for Protecting Privacy. International Journal of 
Uncertainty, Fuzziness & Knowledge-Based Systems 10(5) (October 2002) 

[47] IEEE 802.1AR, Standard for Local and Metropolitan Area Networks: Secure Device 
Identity, http://www.ieee802.org/1/pages/802.1ar.html  
(accessed September 2012) 

[48] Trusted Computing Group, http://www.trustedcomputinggroup.org/ 
(accessed September 2012) 

[49] TrustChip Mobile Device Security, http://www.koolspan.com/trustchip/ 
(accessed September 2012) 

[50] Lu, R., et al.: GRS: The green, reliability, and security of emerging machine to machine 
communications. IEEE Communications Magazine 49(4) (2011) 

 



S. Khan and A.-S.K. Pathan (Eds.): Wireless Networks and Security, SCT, pp. 165–187. 
DOI: 10.1007/978-3-642-36169-2_6           © Springer-Verlag Berlin Heidelberg 2013 

Security and Privacy in Wireless Body Area Networks  
for Health Care Applications 

Saeideh Sadat Javadi and M.A. Razzaque 

Faculty of Computer Science & Information Systems, 
University of Technology,  

Malaysia 
javadi.saeideh@gmail.com, 

marazzaque@utm.my 

Abstract. Wireless Body Area Sensor Networks (WBANs) are becoming more 
and more popular and have shown great potential in real –time monitoring of 
the human body. With the promise of cost effective, unobtrusive, and 
unsupervised continuous monitoring, WBANs have attracted a wide range of 
monitoring applications such as healthcare, sport activity and rehabilitation 
systems. However, in using the advantage of WBANs, a number of challenging 
issues should be resolved. Besides open issues in WBANs such as 
standardization, energy efficiency and Quality of Service (QoS), security and 
privacy issues are one of the major concerns. Since these wearable systems 
control life-critical data, they must be secure. Nevertheless, addressing security 
in these systems faces some difficulties. WBANs inherit most of the well-
known security challenges from Wireless Sensor Networks (WSN). However, 
typical characteristics of WBANs, such as severe resource constraints and harsh 
environmental conditions, pose additional unique challenges for security and 
privacy support. In this chapter, we will survey major security and privacy 
issues and potential attacks in WBANs. In addition, we will explain an 
unsolved quality of service problem which has great potential to pose a serious 
security issues in WBANs, and then we discuss a potential future direction. 

Keywords: Health Care, Privacy, Quality of Service, Security, Wireless Body 
Area Networks, Wireless Sensor Networks. 

1 Introduction 

As wireless devices and sensors are increasingly deployed on people, researchers have 
begun to focus on Wireless Body Area Networks (WBANs). Applications of wireless 
body sensor networks include healthcare, entertainment, sport activity and personal 
assistance, in which sensors collect physiological and activity data from people  
and their environments. A simple WBAN application scenario has been shown in 
Figure 1. 
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Fig. 1. WBAN application scenario 

Recently, WBAN health monitoring systems have attracted researchers’ attention. 
The WBAN is an emerging and promising technology that will change people’s 
healthcare experiences revolutionary [1-3]. The growth of sensor devices in 
healthcare, medical and biometrics has been increased from 8 percent in 2002 to 46 
percent in 2012[4].In compare to traditional healthcare systems, wearable healthcare 
systems are very cost effective. Automatic monitoring systems release patients from 
long hospital stays, thus reducing medical labor and infrastructure costs. Reducing 
length of hospital stay is desirable especially for countries that are short of medical 
infrastructure and well-trained personnel. Beside the general benefits of WBAN 
health monitoring systems such as cost effective, unobtrusive and unobtrusive, they 
provide patients with continuous monitoring of physiological signals, which is very 
helpful especially for the aging population [5].WBAN enables patients to be 
monitored continuously, and served quickly by mobile health teams when 
physiological signals show that is necessary. Continuous monitoring of patients 
speeds up the patient recovery process, and reduces death rate especially in 
cardiovascular and diabetic patients. Moreover, the use of WBANs may enable 
ubiquitous healthcare and could lead to proactive, and even remote, diagnostic of 
diseases in an early stage. A WBAN may also contain an actuator, which based on 
measurements and settings, can automatically release medicine or other agents. In 
addition, WBANs provide health monitoring without interruption of the patient’s 
everyday activities which leads to enhance the quality of life. However, in order to 
fully utilization of these benefits, some challenging issues such as standardization, 
social issues, power supply, Quality of Service (QoS) and security and privacy issues 
should be addressed. Among them, security and privacy issues are very important and 
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need special attention. The transferred and stored data in WBANs play a critical role 
in medical diagnosis and treatment, thus, it is crucial to ensure the security of these 
data. Lack of security in WBANs may hamper the wide public acceptance of this 
technology, and more importantly can cause life-critical events and even death of 
patients. However, providing a strict and scalable security mechanism to prevent 
malicious interactions with WBANs is difficult. Open nature of the wireless medium, 
makes the patient’s data prone to being eavesdropped, modified, loss and injected. 
Moreover, typical channel characteristics in WBANs such as very low Signal-to-
Noise-Ratio (SNR) condition and limitation of body sensors in terms of power 
budget, memory capacity, communication and computational ability make the 
possibility of security attacks and threads in WBANs more likely than traditional 
Wireless Sensor Networks (WSNs). In addition, in WBANs, both security and system 
performance are equally important, therefore, the integration of a high-level security 
mechanism in such resource-constrained networks is difficult. So far, although there 
are already several prototype implementations of WBANs that deal with QoS and 
energy efficiency, studies on data security and privacy issues are few, and existing 
solutions are far from mature. 

The rest of this chapter is organized into 8 sections. Section 2 presents an overview 
of WBAN and its architecture. The security- privacy requirements and possible 
attacks in WBANs are explained in section 3 and 4 respectively. Section 5 discusses 
the major issues and challenges to satisfy WBAN’s security requirements. In  
section 7, we analysis the characteristics of a suitable security scheme for WBANs, 
and suggest a potential solution. Section 8 discusses the future of WBAN in health 
monitoring and unknown security and privacy threats that may arise in near future. 
The final section concludes our work. 

2 Overview of WBANs 

Wireless body area network is a network, includes low-power, lightweight, small-size, 
and intelligent sensors that are placed on, in or around the human body ,and used to 
monitor human’s physiological signals and motion for medical, personal 
entertainment and other applications and purposes. Compared with traditional 
WLANs, WBANs enable wireless communications in or around a human body by 
means sophisticated pervasive wireless computing devices. WBAN health monitoring 
systems include various sensors such as blood pressure, electrocardiograph (ECG), 
electroencephalography (EEG), electromyography (EMG) and motion sensors.  
These sensors continuously monitor vital signals and   send data to a nearby Personal 
Server (PS, also known as Network Coordinator (NC)) device. Then, over a 
Bluetooth/WLAN connection, these data are streamed remotely to a medical 
application for real time diagnosis, to a medical database for record keeping, or to the 
corresponding equipment that issues an emergency alert. Generally, the WBANs 
communications architecture is divided into three levels [6] as shown in Figure 2: 
level1-intra-BAN communications, which includes communications between body 
sensors and communications between body sensors and the PS. This level usually 
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references to radio communications of about 2 meters around the human body.Level2-
inter-BAN communications, which include communications between the PS and one 
or more Access Points (APs), and level3- beyond-BAN communications, this level is 
designed to use in metropolitan areas and involves some components such as medical 
applications and databases. In order to connect this level to the level 2 (inter-BAN) a 
gateway device, such as a PDA can be employed.  

 

 

Fig. 2. 3-level WBAN architecture 

3 WBAN Security Requirements 

Before developing a comprehensive and strong security mechanism for WBANs, it is 
indispensable to understand the security and privacy requirements of these networks. 
The security and privacy of data are two essential components for the system security 
of WBANs. The term of data security means the data is securely stored and 
transferred, where data privacy means the data can only be accessed and used by the 
authorized people. In the following subsections, we discuss the major and 
fundamental security and privacy requirements in WBANs. We categorize the 
security and privacy requirements into three categories: privacy and data access 
security requirements, network communication security requirements and data  
storage security requirements. 

3.1 Privacy and Data Access Security Requirements 

People usually care deeply about their privacy. There is a risk in public acceptance of 
a new technology, if the privacy issues associated with it do not be addressed and 
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debated clearly. The health related information is always private and sensitive, 
without taking care of privacy issues, the WBAN may not be accepted by people 
widely. In the following subsections, we discuss the major privacy and data access 
security requirements in WBANs. 

3.1.1 Data Confidentiality 
Data confidentiality means the transmitted data is strictly protected from leaking and 
disclosure. WBANs transmit very sensitive and personal information about the 
patient’s health status. Many people would not like their health personal information, 
such as early stage of pregnancy or details of certain medical conditions be divulged 
to the public domain [7].  An adversary can monitor the communication between 
sensors and PS and eavesdrop the transmitted information. The acquired information 
can be used in many illegal purposes. To protect the user’s privacy, all 
communications over the three levels of WBAN (intra-BAN, inter-BAN and beyond-
BAN communications) should be encrypted. Data encryption in traditional WSNs is 
usually achieved by encrypting the information before sending it by using a secret key 
shared on a secure communication channel between sender and receiver. In case of 
intra-BAN communications, considering the scarcity transmission resources of body 
sensors, the best way for encryption is the use of stream cipher algorithms, because in 
these kinds of algorithms the size of ciphertext is exactly the same as plaintext, and no 
extra data needs to be transmitted. 

3.1.2 Data Access Control  
Data access control is a privacy policy and prevents unauthorized accesses to the 
patient’s data. In WBAN systems, patient’s medical data could be accessed by 
different users and parties such as, doctors, nurses, pharmacies, insurance companies 
and other supportive staff and agencies. However, if an insurance provider sees 
patient’s medical report, it might discriminate such information against patients by 
offering health insurance at a high premium [8].therefore at the beyond-BAN layer, a 
role base access control is required to enforce different access privileges for different 
users. For example, doctors and nurses can have different access privileges based on 
their responsibility for patients, or insurance companies might be allowed to see only 
part of patient records related to reimbursement of medical expenses. An example of 
role based access control for health care applications is given in [9]. In WBANs, 
along with the role based access controls applied to beyond-BAN layer‘s applications, 
a comprehensive set of control rules is needed at intra-BAN layer. Authors in [10] 
discuss some rules on patient’s privacy at home (intra-BAN layer).For instance, who 
can decide which sensors should collect the data, or whether patients can completely 
control how much of the data is sent to the central monitoring station, or they only 
have a partial control? In this case, guidelines need to be defined explicitly. 

3.1.3 Accountability 
Accountability is needed for secure data access control in WBANs. When a user 
abuses his/her privilege to carry out unauthorized actions on patient-related data, 
he/she should be identified and held accountable. One example is when a user 
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illegally shares a key among unauthorized users. Authors in [11] discuss this problem 
and then propose a technique to defend against it. 

3.1.4 Revocability 
Revocability protects the network from compromised nodes/users. If a user or node is 
detected as malicious or compromised, she/it should be deprived in time from all 
previously granted permissions [8]. 

3.1.5 Non-repudiation 
Non-Repudiation is a way to guarantee that the sender of a message cannot later deny 
having sent the message and that the recipient cannot deny having received the 
message. Generally, non-Repudiation can be obtained through the use of digital 
signatures. 

3.1.6 Policy Requirements 
As the sensitive personal health information can be available electronically, the need 
to have cohesive policies to protect the patient’s privacy is raised. Cohesive policies 
are needed to deal with uncertainties in data ownership, access rights, disclosure, etc. 
Currently there are different sets of regulations and policies for medical security and 
privacy in all over the world, because policies and regulations are different from 
country to country. One example is the American Health Insurance Portability and 
Accountability Act (HIPAA).The HIPAA Privacy Protection mandates from 2003 
were founded for a national standard for health privacy [12].HIPAA is a set of rules to 
be followed by doctors, hospitals and other health care providers. HIPAA’s goal is to 
make sure that all medical records, medical billing and patient accounts fulfill certain 
consistent standards with regards to documentation, handling and privacy. However, 
HIPAA and other existing health policies settings do not make patients sure about 
their privacy rights, since they only address a minimum set of rules and groundwork. 
Clear rules should be created that WBAN ‘s users can rely upon. 

3.1.7 Public Awareness 
Authors in [7] discuss that an important privacy measure in WBAN systems is to 
create awareness in the general public. Non-expert people do not understand the 
technology and its negative impact on their own privacy standards. It is very helpful, 
if people be educated regarding security and privacy issues and their implications. 
Moreover, educating people can make them feel more comfortable about the WBAN 
systems and consequently can help to attain public acceptance of WBANs. 

3.2 Network Communication Security Requirements 

3.2.1 Data Integrity 
Data integrity makes sure that the received information has not been tampered with. 
Lack of data integrity allows the adversary to change the patient’s information before 
it reaches to the PS. In WBANs, failure to obtain genuine and correct medical data 
will possibly hold back patients from being treated effectively and even can lead to 
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wrong treatments and disastrous consequences. A data integrity mechanism over 
transmission time in WBANs can be achieved through Message Authentication Code 
(MAC). The PS and the body sensors can verify the MAC to ensure that the received 
data is not modified by an adversary.  

3.2.2 Data Authentication 
Data authenticity means making sure that the information is sent by the trusted sender. 
This property is crucial for WBANs because specific actions are launched only if the 
legitimate nodes requested the action. Absence of this property may lead to situations 
where an illegitimate entity masquerades as legitimate one and reports false data to 
the PS or gives wrong instructions to the body sensors possibly causing considerable 
harm to the host [13]. Therefore, body sensors and the PS need to make sure that the 
data is sent by a trusted sender and an adversary has not tricked them into accepting 
false data. To address data authenticity, a calculated Message Authentication Code 
(MAC) can be applied by using a shared secret key. 

3.2.3 Data Freshness 
Data freshness guarantees that the received data is fresh. For example, the data frames 
are in order and not reused to disrupt. Informally, data freshness implies that the data 
is recent, and it ensures that no adversary replayed old messages. The adversary could 
capture data over transmission and replay them later by using the old key in order to 
confuse the PS. There are two types of data freshness: weak freshness and strong 
freshness. Weak freshness just guarantees ordering of data frames but does not 
guarantee delay where strong freshness guarantees both delay and frames ordering. 
WBANs need both weak freshness and strong freshness. Strong freshness in WBANs 
is required during synchronization, e.g. when a beacon is transmitted by the PS  
where weak freshness is required by low-duty cycle body sensors such as blood 
pressure [14]. 

3.2.4 Localization 
For many healthcare applications, it is essential to know about patient’s location. 
Localization identifies the position of target sensor nodes carried by patient in a 
randomly distributed network. To assign measurement for location, each node has to 
determine its own position. Absence of smart tracking techniques allows an attacker 
to send incorrect patient’s location by using false signals. A Study of localization 
techniques in WBANs is given in [15]. 

3.2.5 Availability 
The term of availability means that the patient’s information should be always 
available to the physician even under Denial-of-Service (DoS) attacks. For example, 
the adversary can capture or disable an ECG sensor which could result to a dangerous 
situation or even to death. One solution in case of loss of availability is redundancy, 
which means switch the operation of a disabled node to another available node. 
Redundancy is necessary especially for those sensor nodes that do vital operations. In 
case of using redundancy, it is important to consider forward and backward secrecy 
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when a new body sensor is deployed instead of a disabled or captured sensor. Forward 
secrecy means a sensor should not be able to read future transmitted messages after it 
leaves the network, while backward secrecy means a new sensor joining the network 
should not be able to read any previously transmitted messages. 

3.3 Data Storage Security Requirements 

In the following subsections, we explain the three most important data storage 
security requirements in WBANs, including data confidentiality, dependability, and 
integrity. Storage security requirements and related solutions and schemes in WBANs 
are discussed in detail in [8]. 

3.3.1 Confidentially 
In order to prevent patient-related data from leaking, the data should always be kept 
confidential. Data confidentially is important in WBANs not only during transmission 
periods but also during storage periods. 

3.3.2 Dynamical Integrity Assurance 
In WBANs data integrity is very important because the collected data by the sensors 
is vital, and modified data could submit patients to dangerous situations. Therefore, 
data integrity in WBANs should be checked all the time, a node not only should check 
data integrity over transmitting times but also it should be able to dynamically check 
and detect modification of stored data in its buffer during storage periods in order to 
discover potential malicious modification before transmitting the data.  

3.3.3 Dependability 
Dependability means patient-related data must be readily retrievable in case of 
individual node failures, sensor compromises or malicious modifications. 
Dependability is one the critical concerns in WBANs because failure to retrieve 
correct data may cause life critical events. In order to address dependability, error 
correcting code techniques can be applied [8]. Although the dependability in WBANs 
is necessary, so far it has received limited attention. 

Cryptographic techniques are one of the main security mechanisms. Many of 
security requirements described above such as confidentiality, integrity, and 
authentication can be fulfilled by using cryptographic techniques. Generally, there are 
two types of cryptographic techniques, symmetric and asymmetric. In symmetric 
cryptography, sender and receiver use one secret (private) key to encrypt and decrypt 
the data. Symmetric techniques require that the secret key be known by the party 
encrypting the data and the party decrypting the data .In asymmetric techniques, 
sender and receiver use both a public and their own private key. In asymmetric 
technique, the public key is distributed to anyone, and it is used to encrypt the data 
which have to be sent .In the receiver side, the encrypted data can only be decoded  
by the private key. This eliminates the need of having to give someone the secret  
key (as with symmetric encryption) and risk having it compromised. In usual 
networks where nodes have enough amounts of processing power and storage space, 
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asymmetric cryptographic techniques are used. However, currently even the simplest 
version of the asymmetric key exchange techniques involves multiple exponentiations 
and message exchanges. Also, they assume more energy rather than symmetric 
techniques [16]. Therefore, since asymmetric techniques based key exchange suffer 
from  heavy transmission overhead and also consume high energy, they are not 
suitable even for general WSNs [17]. As it will be explained in section 5, body 
sensors are more limited than generic sensors in terms of power budget and 
communication ability, so asymmetric techniques that are very expensive in terms of 
recourse consumption are not suitable for WBANs. 

4 WBAN Attacks  

WBANs are vulnerable to various types of attacks. Based on the security 
requirements in WBANs, these attacks can be categorized as: 

 
 Attacks on secrecy and authentication: where an adversary performs 

eavesdropping, packet replay attacks, or spoofing of packets. One example of 
eavesdrop attacks in WBANs is activity tracking of users. Based on the patient’s 
recorded data, it might be possible to analyze the activities of patients. This attack 
is very special to e-Health systems. Authors in [18] discuss a special kind of this 
attack in WBANs. When a patient is being constantly monitored, it is possible for 
an attacker to analyze the amount of physical exercise he/she is performing by 
looking at heart rate and oxygen saturation data. Insurance companies might use 
this information to limit access to benefits for people with an unhealthy lifestyle. 
Location tracking of users is another example of these attacks in WBANs. The 
attacker can eavesdrop the channel and capture the transmitted position signals in 
order to estimate the real-time patient location and even predict the patient’s 
likely destination. This attack hamper the patients privacy because no one likes 
his/her location be tracked around the clock. One example of authentication 
attacks in WBANs is forging of alarms on medical data [18].In this case, 
attackers can simply create fake messages, which can lead to false system 
reactions e.g. to unnecessary rescue missions. The secrecy and authenticity of 
communication channels can be protected by standard cryptographic techniques 
and Message Authentication Code (MAC). 

 Stealthy attacks against service integrity: In this kind of attacks, the attacker 
attempts to make the network accept a false data value by changing the patient’s 
data before it reaches to the PS. For instance, an attacker can change a high blood 
pressure value to a normal blood pressure value .This can lead to a disaster event. 
Integrity attacks can happen during transmission times as well as storing times. 
Message Authentication Code (MAC) techniques can protect WBANs from these 
attacks. 

 Attacks on network availability: These attacks are referred to as Denial- 
of-Service (DoS) attacks. DoS attacks attempt to make network resource  
unavailable to its users and affect the capacity and the performance of a network. 
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Since WBANs are a kind of wireless sensor networks, they inherit most of DOS 
attacks from WSN, however, due to the unique characteristics of WBAN, there 
are some difference between DOS attacks that can take place in WBAN and 
WSN. In the following subsections, we explain DoS attacks in different layers of 
Open System Interconnection (OSI) model, from physical to transport layer. In 
addition, we discuss the applicability of these attacks in WBANs. 

4.1 Physical Layer Attacks 

4.1.1 Jamming Attack 
Jamming is defined as interference with the radio frequencies of the body sensors. In 
this attack, the adversary tries to prevent, or interfere with the reception of signals at 
the nodes in the network. In doing so, the attacker sends a continuous random signal 
on the same frequency used by the body sensors. Affected nodes will not be able to 
receive messages from other nodes .In this attack, the adversary can use few nodes to 
emit radio signals in order to disturb the transceivers’ operation and block the whole 
network. However, larger networks are harder to block in their entirety. The key point 
in successful jamming attacks is SNR [19]. As it will be explained in section 5, since 
WBANs usually suffer from vary low values of SNR, and also because these kinds of 
networks are small in size, the likelihood of successful jamming in WBANs is high.  

4.1.2 Tampering Attack 
In tampering attacks, sensors are physically tampered by an adversary. The adversary 
may damage a sensor, replace the entire node or a part of its hardware or even 
electronically interrogate a node to acquire patient’s information or shared 
cryptographic keys. Usually sensor devices have little external security features and 
hence prone to physical tempering. In a WBAN, the deployed sensors are under 
surveillance of the person carrying these devices, this means, it is difficult for an 
attacker to physically access the nodes without this being detected. However, still 
there is a chance for tampering in WBANs. A good preventive measure against 
tampering is patient awareness. It could be very helpful to advice patients that only 
authorized people should be allowed to physically handle the devices [7]. 

4.2 Data Link Layer Attacks  

4.2.1 Collision Attack 
Collision attack is synonymous with the jamming attack we just described. In this 
attack, the attacker listens to the channel, when he/she hears the start of a message, 
sends out its own signal that interferes with the message. This may cause a frame 
header corruption, a checksum mismatch, and therefore, the rejection of transmitted 
packets in the receiver side. This attack is difficult to detect because the only evidence 
of a collision attack is the reception of incorrect messages. If a frame fails the Cyclic 
Redundancy Code (CRC) check, the packet is discarded. The countermeasures that 
can be applied to protect the WBANs from this attack are error correction 
mechanisms. The same as jamming attack, the likelihood of successful collision 
attack in WBANs is high.  
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4.2.2 Unfairness Attack 
In unfairness attacks, network performance degrades because medium access control 
layer priority is generally disrupted according to the application requirements. Use of 
small frames is a general defense against this attack. 

4.2.3 Exhaustion Attack 
Exhaustion of battery resources may occur when a self-sacrificing node always keeps 
the channel busy. In WSN, rate limitation is used to thwart this attack. 

4.3 Network Layer Attacks 

4.3.1 Selective Forwarding 
Selective forwarding occurs when an adversary includes a compromised node in a 
routing path. When a malicious node receives a packet, it will do nothing and drop it. 
The malicious node can drop packets both selectively (just for a particular destination) 
and completely (all packets). Selective forwarding attacks are not applicable to the 
first communications level (intra-BAN level) of WBAN’s architecture, because in 
intra-BAN communications, the PS is usually in direct communication range of body 
sensors, hence body sensors can communicate with the PS directory, and they do not 
require to route packets. Body sensors which have very limited communication range 
select one nearby node to relay their information to the PS [20]. In WBANs, routing is 
possible in the second level of communications (inter-BAN level), when multiple  
APs are deployed to help the body sensors transmit information. This way of 
interconnection extends the coverage area of a WBAN, and support patient mobility.  

4.3.2 Sinkhole Attack 
Sinkhole attack is similar to selective forwarding except that it is not a passive attack. 
In this attack, traffic is attracted towards the compromised or false node. This node 
drops packets in order to stop packet forwarding. The applicability of this attack in 
WBANs is the same as selective forwarding attack. 

4.3.3 Sybil Attack 
In Sybil attacks, a malicious node, called the Sybil node, illegitimately claims 
multiple false identities by either fabricating new identities or impersonating existing 
ones. In WSNs, which involve routing, this attack can cause a routing algorithm to 
calculate two disjoint paths. In WBANs, at the intra-BAN level of communications, 
this attack can use feigned identities to send false information to the PS [21].  

4.3.4 Wormhole Attack 
Wormhole attack is carried out using two distant malicious nodes to create a 
wormhole in the target sensor network. Both malicious nodes have an out of band 
communication channel. One malicious node is placed near the sensor nodes when the 
other is placed near the base station. The malicious node, which placed near the 
sensor nodes, convinces sensors that it has the shortest path to the sink node through  
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the other malicious node, which is placed near the sink node. This creates sinkholes 
and routing confusions in the target sensor network. Applicability of wormhole 
attacks in WBANs is the same as selective forwarding and sinkhole attack. 

4.3.5 Hello Flood Attack 
Many protocols require nodes to broadcast hello packets to announce themselves to 
their neighbors. When a node receives such hello packets, it may assume that the 
sender is in its neighbor. In case of hello flood attacks, this assumption may be false. 
An attacker with a high powered antenna can convince sensors that it is in their 
neighbor. In addition, the attacker can claim a high quality route and creates a 
wormhole. Although the creation of wormhole does not affect the intra-BAN 
communications of WBANs, Hello Flood attack in intra-BAN communications does 
cause body sensors to reply to the hello packets and therefore, waste their energy. 

4.3.6 Spoofing Attack 
Spoofing attack targets the routing information exchanged between nodes [22], and 
attempts to spoof, alter, or replay the information with the intention to complicate the 
network. For example, an attacker could   disturb the network by creating routing 
loops, generating fake error messages and attracting or repelling network traffic from 
selected nodes. Applicability of spoofing attack in WBANs is the same as selective 
forwarding, sinkhole and wormhole attacks. 

4.4 Transport Layer Attacks 

4.4.1 De-synchronization Attack 
De-synchronization attack targets the transport protocols that rely on sequence 
numbers. The attacker forges some messages with wrong sequence numbers and this 
leads to infinite retransmissions which waste both energy and bandwidth. WBANs are 
highly vulnerable against this attack. Since body sensors have a limited power budget, 
retransmissions could drain sensor’s powers quickly and make them unavailable to 
the network. Authentication can be applied to thwart this attack.  

4.4.2 Flooding Attack 
Flooding attack is used to exhaust memory resources by sending a large number of 
connection setup requests. Sine body sensors suffer from low memory space 
therefore, they are vulnerable against flooding attacks. 

In WBANs, The PS is very attractive target for flooding and also for other above 
mentioned attacks as it is heart of system .In WBANs, the PS is responsible to collects 
and analyzes all data sent by body sensors, and then transmits them to the remote 
health applications. If an attacker can make the PS  unavailable to the network, he/she 
can block the whole system. In many cases, the PS is connected to the Internet which 
allows remote attacks, whereas attackers cannot have direct connectivity to the body 
sensors. It is essential to provide the PS with high power budget, enough memory 
space, and strong security mechanisms such as authentication, firewalls, constant 
monitoring and etc. 
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Table 1 lists DOS attacks and possible solutions in different layers of OSI model. 

Table 1. DOS attacks and possible solutions 

Layers DoS Attacks Defenses 

Physical 

Jamming 

Spread-spectrum, Priority 

messages, Lower duty cycle, 

Region mapping,  Mode change 

Tampering 
Tamper-proof, Hiding, 

Patient awareness 

Data Link 

Collision Error correction code 

Unfairness Small frames 

Exhaustion Rate limitation 

Network 

 

Homing 

 

Encryption 

 

Black holes 

 

Authorization, Monitoring, 

Redundancy 

Misdirection 

 

Egress filtering, 

Authorization monitoring 

 

Transport 
Flooding Client Puzzles 

De-synchronization Authentication 

5 Constraints and Challenging Practical Issues  

To satisfy the above security and privacy requirements in WBANs, we face several 
challenging issues. These issues constrain the solution space and need to be 
considered when designing a security mechanism for WBANs. In the following 
subsections, we describe these major challenging issues and the constraints. 

5.1 Low Power Budget 

All sensors are constrained in terms of power budget, but body sensors are more 
limited in this term. Energy is a crucial resource for body sensors since they use the 
power to perform all their functions like sensing, computation, and communication.  
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Replacing this crucial resource in many scenarios is impossible or impractical 
especially for in-body sensors, which placed inside the human body. So energy 
limitation is one main consideration to develop WBAN mechanisms and protocols. 

5.2 Limited Memory 

Memory capacity in body sensors is very limited about few kilobytes. This limitation 
is because of small size of body sensors. However, the implementation of security 
mechanism may not need much memory, but keying material is stated in the sensor’s 
memory and takes up most part of the memory. 

5.3 Low Computation Capability 

Low computation ability in body sensors is caused by both low power budget and 
limited memory in body sensors. Since the main responsibility of body sensors is 
communication of the sensed information, therefore, there is very less amount of 
energy which can be expended on computation processes [13]. Moreover, because of 
memory limitation in body sensors, they cannot perform heavy computation 
processes.  

5.4 Low Communication Rate 

Communication is the most energy consumer function in WBANs. In order to save 
energy, it is important to minimize the amount of communications in these networks. 
So, developers have try to minimize the overhead transmissions required by other 
purposes rather than transforming of actual data. 

5.5 Environment Condition of WBANs 

Environment characteristics of WBANs pose additional security threads to these 
networks. Effective bandwidth of WBANs usually degrades due to effect of Radio 
Frequency (RF) emitting devices such as microwaves around the human body [23]. 
Furthermore, a number of studies [24-27] prove that the human body presents 
different adverse fading effects to wireless communication channels that are 
dependent on body size and posture. In addition, to protect patients against harmful 
health effects associated with the RF emissions, the Specific Absorption Rate (SAR) 
in WBANs should be low [28]. SAR is the rate at which the RF energy is absorbed by 
a body volume or mass. Because of SAR Limitation in WBANs, body sensors must 
use very low power for transmission. This means that increasing transmission power 
beyond a certain level in order to reduce transmission losses in WBANs is impossible. 
Thus, in such environment, very low SNR values are expected. However, interference 
and noise are generally QoS issues, but they have great potential to pose a serious 
security issues in WSNs and especially in WBANs. Since WBANs are naturally  
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susceptible to channel fading and interference, and also they suffer from low values of 
SNR, even introducing a low level of noise into their channel can increase packet loss 
rates dramatically. Moreover, patient mobility increases the probability of packet loss 
in WBANs. It is clear that, in such environment, attackers can harm the system by 
simply presenting a low level of noise into the channel and causing a lot of packet 
loss. In this scenario, lost packets should be retransmitted. Retransmissions cause the 
network to waste its bandwidth and sensors to exhaust their power supplies. 
Moreover, the system will suffer from long delays caused by retransmissions. 
Retransmission delays have a negative effect on data freshness, which is harmful 
especially for real-time applications. In some cases such as heart attacks, any delay in 
receiving the data could lead patients to the death. Therefore, it is easy for attackers to 
harm WBAN by using the vulnerability of this network to the noise, they even can 
block the whole system by causing infinite retransmissions.  

5.6 Conflict between Security and Safety 

A strong access control mechanism should define existing users and regulations and 
firm guidelines regarding use of data for these users explicitly. Normally, e-Health 
care scenarios involve only few and limit number of users such as doctors, nurses and 
supportive staffs. So, a strong access control for WBANs should not include other 
specific users. However, it should be considered that too strict and inflexible data 
access control could prevent in time treatment. In some cases, especially in 
emergency and disasters scenarios disclosure of information to other people (such as 
mobile health teams) in order to serve the patients is necessary. So, a suitable access 
control mechanism in WBANs should be flexible enough to accept or compromise 
users to some extent [7]. 

5.7 Conflict between Security and Usability 

As the operators of WBAN devices are usually non-expert people, therefore, the 
devices should be simple and easy to use. Moreover, WBAN devices are supposed to 
be like the plug-and-play devices. Since the setup and control process of the data 
security mechanisms are patient-related, they shall involve few and intuitive human 
interactions [8]. However, in case of WBANs security is more important than 
usability and omitting some manual steps to increase usability is not suggested. 

5.8 Lack of Standardization  

Each WBAN could include sensors from different manufacturers. Therefore, it is 
difficult to pre-share any cryptographic materials. In such networks that work with a 
wide range of devices, it is hard to implement security mechanisms that require the 
least common settings. 
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6 IEEE 802.15.4 Security Suits 

There are many security mechanisms proposed for generic wireless sensor networks 
however, just few of them can be applied for WBANs with low-power computation. 
The IEEE 802.15.4 standard has different security modes that can be improved for 
WBANs. The IEEE 802.15.4 is a low-power standard designed for low data rate 
Wireless Personal Area Networks (WPANs).it specifies the physical and media access 
control layers, focusing on low-cost and low-speed ubiquitous communication 
between devices. This standard is very close to WBANs because it supports low data 
rate applications with low cost of power consumption. It is employed by many 
designers and researchers to develop protocols and mechanisms for WBANs. The 
IEEE 802.15.4 security suits are classified into null, encryption only (AES-CTR), 
authentication only (AES-CBC-MAC), and encryption and authentication (AES-
CCM) suites. These security suites are shown in Table2 .In the following subsections, 
we discuss AES-CTR, AES-CBC, and AES-CCM modes. 

6.1 AES-CTR 

Confidentiality protection in AES-CTR is provided by using Advance Encryption 
Standard (AES) block cipher with counter mode (CTR) (also known as Integer Counter 
Mode).In this mode, the cipher text is broken into 16-byte blocks b1,b2,… ,b n. . 
The sender side, computes the cipher text by ci=bi XOR Ek(xi), where ci is the 
encrypted text, bi   is the data block, and Ek(xi) is the encryption of the counter xi .The 
receiver decodes the plaintext by computing bi = ci XOR Ek(xi). The encryption and 
decryption processes are shown in Figure 3. 

 

Fig. 3. CRT encryption and decryption 
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6.2 AES-CBC-MAC 

In AES-CBC-MAC, security including authentication and message integrity 
protection is provided by using a Cipher-Block Chaining Message Authentication 
Code (CBC-MAC). CBC- MAC specifies that an n block message B = b1, b2..., b n be 
authenticated among parties who share a secret key (K) for the block cipher (E). The 
sender can compute either a 4, 8, or 16 byte MAC. The MAC can only be computed 
by parties with the symmetric key. In this mechanism, the plaintext is XORed with the 
previous cipher text until the final MAC is created where the cipher texts are 
generated by  ci= Ek(bi XOR ci-1) and plaintexts can be generated by bi= Dk(ci  )XOR 
ci-1.The sender appends the plaintext data with the computed MAC.  The receiver 
verifies the integrity by computing its own MAC and comparing it with the received 
MAC. The receiver accepts the packet if both MACs are equal. Figure 4 shows the 
block diagram of a CBC-MAC operation. 

 

Fig. 4. CBC-MAC operation 

Table 2. Security modes in IEEE 802.15.4 

Name Description 

Null No Security 

AES-CTR Encryption only, CTR Mode 

AES-CBC-MAC-128 

AES-CBC-MAC-64 

AES-CBC-MAC-32 

128 bit MAC 

64 bit MAC 

32 bit MAC 

AES-CCM-128 

AES-CCM-64 

AES-CCM-32 

Encryption & 128 bit MAC 

Encryption & 64 bit MAC 

Encryption & 32 bit MAC 
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6.3 AES-CCM 

This security suite addresses a high-level security that includes both data integrity and 
encryption. It first applies integrity protection over the header and data payload using 
CBC-MAC mode and then encrypts the data payload and MAC using AES-CTR 
mode. 

7 Discussion and Recommendations 

In section 5, we explained limitations of body sensors and other challenging practical 
issues faced by WBANs. Body sensors are extremely limited in terms of battery 
power, processing capabilities, memory capacity, buffer size as well as the 
transmission power. In addition, WBANs usually suffer from low values of SNR and 
consequently a high level of packet loss, thus they are very vulnerable to the noise. It 
is clear that, in such networks, traditional and general security approaches are not 
applicable at all. For these kinds of networks, developers have to look for highly 
efficient approaches not only because of the resource constraints but also because of 
application requirements. The cryptographic methods applied in WBANs should be 
lightweight with fast computation, low storage and low transmission overhead. 
Otherwise, the power and storage space of the body sensors could be drained quickly. 
In addition, security mechanisms that can cover major WBAN’s security requirements 
simultaneously are desirable because they can act more efficiency. Moreover, as it is 
explained in section 5, packet loss is one of the major security concerns in WBANs as 
it can cause energy and bandwidth waste, long delays and even blocking the whole 
system. Therefore, a suitable security approach for WBANs should deal with packet 
loss just fine. Applying an efficient and lightweight error recovery mechanism can be 
a possible and suitable measure against packet loss in WBANs. In doing so, Network 
coding seems to be a suitable approach. Network coding is a technique that combines 
different sets of data at relay nodes in such way that they can be decoded at the 
destination [29-30]. Network coding was first introduced by Ahlswede et al [29]. A 
general architecture of network coding is shown in Figure5. This technique uses some 
intermediate nodes (relay nodes) where each node transmits its data to the destination 
through these intermediate nodes. Intermediate nodes combine the incoming packets 
and then transmit a linearly independent of “combination” packet which contains 
information about all the original (incoming) packets where the size of the 
“combination” packet is the same as one incoming packet. An overview of network 
coding is given in [31].  

Generally, network coding has been widely known as a suitable approach to 
improve network performance. It offers several advantages such as delay reduction, 
transmission energy minimization, and improvement of potential throughput [29]. In 
addition to all above benefits and, the advantage of light weight operation and no 
transmission overhead; network coding seems very suitable to satisfy some major 
QoS and security requirements in WSN and especially in WBANs. Several  
papers have considered the use of network coding for wireless body area networks.  
 



 Security and Privacy in Wireless Body Area Networks for Health Care Applications 183 

 

 

Fig. 5. Network coding architecture 

In [32] authors have extended cooperative network coding, from its original 
configuration (one-to-one) to many-to-many as in multiple-input-multiple-output 
(MIMO) systems in order to improve the reliability of WBANs in case of node or 
links failures. Authors in [33] use network coding as an error recovery method in 
WBANs in which corrupted packets can be recovered at the destination. They show 
that, the use of network coding provides WBANs with 10 to 100 times better packet 
loss rate rather than using of a regular redundant sending in order to recover corrupted 
packets. The simulation result also shows an   improvement of packet loss rate by 100 
to 10000 times that of the case without any coding and redundancy. Their work 
proves that network coding can be used as an efficient error recovery mechanism 
where it can significantly improve network reliability at very low computational and 
hardware cost. Therefore, applying network coding in WBANs as an error recovery 
mechanism can reduce packet loss and retransmissions times efficiency, and as a 
result deals with one of the main security and QoS issues in these networks.  

On the other hand, network coding has great potential to be applied as an efficient 
and lightweight encryption mechanism in WBANs. The nature of coding/mixing 
operation of network coding can provide a feasible way to thwart the traffic analysis 
efficiently. In network coding, an unlink ability between incoming packets and 
outgoing packets can be achieved by mixing the incoming packets at intermediate 
nodes. However, a simple deployment of network coding cannot address 
confidentiality since in general deployments of network coding, the mixing operation 
in intermediate nodes is very simple, and there is a linear dependence between 
outgoing and incoming packets which can be easily analyzed. Fan et al in [34] apply 
an efficient network coding based privacy-preserving scheme with a lightweight 
homomorphic encryption to thwart traffic analysis and flow tracing attacks in multi-
hop wireless networks. The proposed scheme offers two significant benefits, packet 
flow untraced ability and message content confidentiality.  
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The above mentioned works prove that network coding has great prospective to be 
used as a light weight and efficient security package in WBANs .We believe that a 
special implementation of network coding can be applied as a strong and lightweight 
encryption mechanism in WBANs to address some major security requirements such 
as confidentiality, integrity, and authentication simultaneously in one package. 
Employing network coding as an encryption mechanism in WBANs is very efficient 
since it does not involve any transmission overhead, the only overhead will be the 
computation overhead in the intermediate nodes to encrypt packets and at the 
destination to decrypt packets. Moreover, since network coding has a high ability to 
recover lost and corrupted packets, therefore, it can be used against potential attacks 
in WBANs such as collision attacks. In addition, network coding can be applied in 
order to improve the reliability of WBANs in case of node or links failures. Table 3 
lists major potentials benefits of using network coding in WBANs. 

Table 3. Potentials benefits of using network coding in WBANs 

Potential Benefit Results 

Efficient and light weight error recovery 

mechanism 

Packet loss reduction 

Retransmission reduction 

Delay reduction 

Transmission energy minimization 

Increase bandwidth utilization 

Avoid blocking the entire network (to 

thwart some attacks such as collision) 

Addresses confidentiality, integrity, and 

authentication simultaneously 

Reduce transmission overhead 

Transmission energy minimization 

Computation energy minimization 

Increase bandwidth utilization 

Reduce the impact of link or node failures Improve the reliability 

8 Open Areas for Research 

The role of WBANS in healthcare applications is becoming more and more prominent. 
As this technology become pervasive, it will be exposed to numerous security and 
privacy threads. It is better to be ready for such situations before the time comes for it. 
Currently, WBANs involve homecare and hospital environment scenarios. In 
homecare and hospital scenarios, body sensors are in direct communication range of 
the PS, and they do not require to route packets. Therefore presently, we don’t need to 
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take care of routing attacks such as selective forwarding, wormhole and sinkhole 
attacks in the intra-BAN level of WBANs. However, in the near future, with the 
deployment of mobile and wireless networks, WBANs can play a critical role in 
treatment of victims in disaster events. In disaster scenarios, body sensors might  
need to send their data to other devices outside their immediate radio range.  
Therefore, routing protocols with strong security features will become crucial service 
for end-to-end communications in the intra-BAN level of WBANs.  

The second issue that definitely will become more important in the coming future 
is lack of cohesive policy sets to protect the patient’s privacy. As WBANs become 
pervasive, more parties such as pharmacies and insurance companies will be involved 
in the system. Therefore, patient related data will be accessed by more parties, and 
more attacks on patient privacy are possible. Privacy attacks make people pessimistic 
about WBANs, and will force major obstacles to growth and development of this 
technology. We feel that without taking care of current and future privacy issues, 
WBANs will not be accepted by the public. Strong set of regulations and policies 
should be formalized and implemented. In new policies sets, all possible future parties 
and privacy threads associated with them should be considered in which all involved 
parties feel it difficult to abuse from patient dada.  

The next generation of WBANs could benefit from the advantage of cloud 
computing technology. Combining mobile cloud computing and WBANs is a very 
new and interested topic [35]. With the support of mobile cloud computing, WBANs 
can be greatly improved for the deployment of innovative healthcare monitoring 
applications with richer multimedia contents, more reliable quality of service and 
more types of convergence services. This combination will involve new security 
threads that need to be consider. 

The growth of WBAN is rapid and fast. Along with current security and privacy 
issues, new threads will be raised in this area in the near future, in this section we just 
mentioned to few of them. 

9 Conclusion 

A WBAN is expected to be a very useful technology with potential to offer a wide 
range of benefits to patients, medical personnel and society through continuous 
monitoring and early detection of possible problems. Security is a fundamental feature 
for the deployment of wireless body area networks. The deployment of WBANs must 
satisfy the stringent security and privacy requirements. However, the limitations of 
body sensors and typical characteristics of WBAN’s environment make the design of 
security procedures complicated. The general security approaches are not applicable 
for WBANs. A suitable security mechanism in WBANs should be lightweight and 
inexpensive in term of resource consumption. Moreover, we have to keep in our mind 
that, however, generally noise issues are related to QoS, but in WBANs they can  
lead to serious security threads. Thus, a suitable security mechanism for WBANs 
should consider vulnerability of these networks to the noise and apply a powerful  
and efficient error recovery technique to thwart this weak point. In this chapter,  
we outlined the main security requirements and attacks in WBANs. We further 
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discussed the major challenging issues for designing security mechanisms in these 
networks. We also pointed out to network coding .Using network coding in WBANs 
as a security package is an attractive solution. Network coding has potential to combat 
packet loss, reduce latency due to retransmissions, avoid single points of failure, and 
improve the probability of successful recovery of the information at the destination. 
Moreover, the nature of coding operation of network coding can provide a lightweight 
encryption mechanism. Therefore, a special implementation of network coding can be 
applied to WBAN to address its major security requirements and threads efficiency. 
WBAN is growing fast but so far there is no strong and integrated security framework 
for this kind of networks. The research in data security and privacy of WBANs is still 
in its infancy now, more researches and studies in this area are needed. 
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Abstract. This chapter presents a detailed survey on various aspects on security 
and privacy issues in Wireless Mesh Networks. The chapter is written both for 
the general readers as well as for the experts in the relevant areas. Future 
research issues and open problems are also mentioned so that the researchers 
could find appropriate directions to go ahead with their research works after 
reading the presented materials in this work. 

1 Introduction 

Wireless mesh networking has emerged as a promising technology to meet the 
challenges of the next-generation wireless communication networks for providing 
flexible, adaptive, and reconfigurable architecture and offering cost-effective business 
solutions to the service providers [1]. The potential applications of wireless mesh 
networks (WMNs) are wide-ranging such as: backhaul connectivity for cellular radio 
access networks, high-speed wireless metropolitan area networks (WMANs), 
community networking, building automation, intelligent transportation system (ITS) 
networks, defense systems, and city-wide surveillance systems etc [2]. Although 
several architectures for WMNs have been proposed based on their applications [1], 
the most generic and widely accepted one is a three tier structure as depicted in Fig. 1. 
At the bottom tier of this architecture are the mesh clients (MCs) which are mobile 
devices (i.e. users) with limited mobility and having resource constraints in terms of 
power, memory and computing abilities. At the intermediate tier, a set of mesh 
routers (MRs) or edge routers form an interconnected wireless back bone – the 
wireless mesh network (WMN). The MRs are wireless routers which wirelessly 
connect with each other and provide connectivity to the MCs. At the top tier of the 
architecture are a group of gateways or Internet gateways (IGWs). Each IGW is 
connected with several MRs using wired links or high-speed wireless links. The 
IGWs are connected to the Internet by wired links. A mesh network thus can provide 
multi-hop communication paths between the wireless clients (i.e., the MCs), thereby 
serving as a community network, or can provide multi-hop connectivity between the 
clients and a gateway router (i.e. an IGW), thereby providing broadband Internet 
access to the clients. Since deployments of WMNs do not need any wired 
infrastructures, these networks provide a very cost-effective alternative to the wireless 
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local area networks (WLANs) for the mobile users for the purpose of interconnection 
and access to the backbone Internet [2]. Wireless technology standards such as IEEE 
802.11 (WLAN), IEEE 802.15 (LoWPAN), IEEE 802.16 (mobile WiMAX), IEEE 
802.10 are adapted for developing a new wireless standard for mesh networking - 
IEEE 802.11s.  

As WMNs become increasingly popular wireless networking technology for 
establishing the last-mile connectivity for home networking, community and 
neighbourhood networking, it is imperative to design efficient and secure communication 
protocols for these networks. However, the broadcast nature of transmissions in the 
wireless medium and the dependency on the intermediate nodes for multi-hop 
communications in such networks lead to several security vulnerabilities. These security 
loopholes can be exploited by potential external and internal attackers causing a 
detrimental effect on the network performance and disruption of services. The external 
attacks are launched by unauthorized users who intrude into the network for 
eavesdropping on the network packets and replay those packets at a later point of time to 
gain access to the network resources [3]. On the contrary, the internal attacks are 
strategized by some legitimate members in the network processing the authenticated 
credentials for accessing the network services. One example of such an attack is an 
intermediate node dropping packets which the node is supposed to forward. The internal 
attacks are more difficult to detect and prevent since the attackers are some members in 
the network having legitimate access to the network resources. Identifying and defending 
against these attacks in WMNs, therefore, is a critical requirement in order to provide 
sustained network services satisfying the quality of services of the user applications [4]. 
Furthermore, since in a WMN, the traffics from the end users are relayed via multiple 
wireless MRs, it is possible for these MRs to make a comprehensive traffic analysis for a 
user, thereby compromising the privacy his/her privacy. Hence, protecting the privacy and 
defending against privacy attacks on user data are critical requirements for most of the 
real-world applications in WMNs [5, 6]. Some security and privacy protection protocols 
for wireless networks are based on the computation and the use of the trust and reputation 
values of the nodes [7, 8]. However, most of these schemes are primarily designed for 
deployment in mobile ad hoc networks (MANETs) [9, 10], and hence these mechanisms 
do not fit well into the network architecture and the requirements of the applications  
in WMNs. 

Keeping in mind the critical requirement of security and user privacy in WMNs, 
this chapter provides a comprehensive overview of various possible attacks on 
different layers of the communication protocol stack for WMNs and their 
corresponding defence mechanisms. First, it identifies the security vulnerabilities in 
the physical, link, network, transport, application layers. Furthermore, various 
possible attacks on the key management protocols, user authentication and access 
control protocols, and user privacy preservation protocols are presented. After 
enumerating various possible attacks, the chapter provides a detailed discussion on 
various existing security mechanisms and protocols to defend against and wherever 
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Fig. 1. The three-tier architecture of a wireless mesh network (WMN) 

possible prevent the possible attacks. Comparative analyses are also presented on the 
security schemes with regards to the cryptographic schemes used, key management 
strategies deployed, use of any trusted third party, computation and communication 
overhead involved etc. The chapter then presents a brief discussion on various trust 
management approaches for WMNs since trust and reputation-based schemes are 
increasingly becoming popular for enforcing security in wireless networks. A number 
of open problems in security and privacy issues for WMNs are subsequently 
discussed before the chapter is finally concluded. 

The chapter is organized as follows. Section 2 presents various possible attacks on 
different layers on the communication protocol stack of the WMNs. Section 3 
discusses various security mechanisms at different layers for defending the attacks 
mentioned in Section 2. Section 4 provides a brief discussion on various trust 
management schemes for enforcing security and collaboration among the nodes in 
wireless networks with particular focus on WMNs. Section 5 highlights some future 
research trends on security and privacy issues in WMNs. Finally, Section 6 concludes 
the chapter.  

2 Security Vulnerabilities in WMNs 

Different protocols for various layers of WMN communication stack have several 
vulnerabilities. These vulnerabilities can be exploited by potential attackers to 
degrade or disrupt the network services. Since many of the protocols assume a  
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pre-existing cooperative relation among the nodes, for successful working of these 
protocols, the participating nodes need to be honest and well-behaving with no 
malicious or dishonest intentions. In practice, however, some nodes may behave in a 
malicious or selfish manner or may be compromised by some other malicious users. 
The assumption of pre-existing trust relationships among the nodes, and the absence 
of a central administrator make the protocols at the link, network and transport layers 
vulnerable to various types of attacks. Furthermore, the application layer protocols 
can be attacked by worms, viruses, malwares etc. Various possible attacks may also 
be launched on the protocols used for authentication, key management, and user 
privacy protection. In this section, we present a comprehensive discussion on various 
types of attacks in different layers of WMN protocol stack. 

2.1 Security Vulnerabilities in the Physical Layer 

The physical layer is responsible for frequency selection, carrier frequency 
generation, signal detection, modulation, and data encryption. As with any radio-
based medium, the possibility of a jamming attack in WMNs is high since this attack 
can be launched without much effort and sophistication. Jamming is a type of attack 
which interferes with the radio frequencies that the nodes use in a WMN for 
communication [11]. A jamming source may be powerful enough to disrupt 
communication in the entire network. Even with less powerful jamming sources, an 
adversary can potentially disrupt communication in the entire network by strategically 
distributing the jamming sources. An intermittent jamming source may also prove 
detrimental as some communications in WMNs may be time-sensitive. Jamming 
attacks can be more complex to detect if the attacking devices do not obey the MAC 
layer protocols [12]. 

2.2 Security Vulnerabilities in the Link Layer 

Different types of attacks are possible in the link layer of a WMN. Some of the major 
attacks at this layer are: passive eavesdropping, jamming, MAC address spoofing, 
replay, unfairness in allocation, pre-computation and partial matching etc. These 
attacks are briefly described in this sub-section.  

(i) Passive Eavesdropping: The broadcast nature of transmission of the wireless 
networks makes these networks prone to passive eavesdropping by the external 
attackers within the transmission range of the communicating nodes. Multi-hop 
wireless networks like WMNs are also prone to internal eavesdropping by the 
intermediate hops, wherein a malicious intermediate node may keep the copy of all 
the data that it forwards without the knowledge of any other nodes in the network. 
Although passive eavesdropping does not affect the network, functionality directly, it 
leads to the compromise in data confidentiality and data integrity. Data encryption is 
generally employed using strong encryption keys to protect the confidentiality and 
integrity of data. 
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(ii) Link Layer Jamming Attack: Link layers attacks are more complex compared to 
blind physical layer jamming attacks. Rather than transmitting random bits constantly, 
the attacker may transmit regular MAC frame headers (with no payload) on the 
transmission channel which conforms to the MAC protocol being used in the victim 
network [13]. Consequently, the legitimate nodes always find the channel busy and 
back off for a random period of time before sensing the channel again. This leads  
to the denial-of-service for the legitimate nodes and also enables the jamming node to 
conserve its energy. In addition to the MAC layer, jamming can also be used to 
exploit the network and transport layer protocols [14]. Intelligent jamming is not a 
purely transmit activity. Sophisticated sensors are deployed, which detect and identify 
victim network activity, with a particular focus on the semantics of higher-layer 
protocols (e.g., AODV and TCP). Based on the observations of the sensors, the 
attackers can exploit the predictable timing behavior exhibited by higher-layer 
protocols and use offline analysis of packet sequences to maximize the potential gain 
for the jammer. These attacks can be effective even if encryption techniques such as 
wired equivalent privacy (WEP) and WiFi protocol access (WPA) have been 
employed. This is because the sensor that assists the jammer can still monitor the 
packet size, timing, and sequence to guide the jammer. Because these attacks are 
based on carefully exploiting protocol patterns and consistencies across size, timing 
and sequence, preventing them will require modifications to the protocol semantics so 
that these consistencies are removed wherever possible. 
(iii) Intentional Collision of Frames: A collision occurs when two nodes attempt to 
transmit on the same frequency simultaneously [15]. When frames collide, they are 
discarded and need to be retransmitted. An adversary may strategically cause 
collisions in specific packets such as acknowledgment (ACK) control messages. A 
possible result of such collision is the costly exponential back-off. The adversary may 
simply violate the communication protocol and continuously transmit messages in an 
attempt to generate collisions. Repeated collisions can also be used by an attacker to 
cause resource exhaustion. For example a naïve MAC layer implementation may 
continuously attempt to retransmit the corrupted packets. Unless these retransmissions 
are detected early, the energy levels of the nodes would be exhausted quickly. An 
attacker may cause unfairness by intermittently using the MAC layer attacks. In this 
case, the adversary causes degradation of real-time applications running on other 
nodes by intermittently disrupting their frame transmissions. 
(iv) MAC Spoofing Attack: MAC addresses have long been used as the singularly 
unique layer-2 network identifiers in both wired and wireless LANs. MAC addresses 
which are globally unique have often been used as an authentication factor or as a 
unique identifier for granting varying levels of network privileges to a user. This is 
particularly common in 802.11 WiFi networks. However, the MAC protocol in 
802.11 standard and the network interface cards do not provide any safeguards against 
a potential attacker from modifying the source MAC address in its transmitted frames. 
On the contrary, there is often full support in the form of drivers from the 
manufacturers to change the MAC address in the transmitted frames. Modifying the 
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Fig. 2. Illustration of MAC spoofing and replay attacks launched by the malicious node M  

MAC addresses in transmitted frames is referred to as MAC spoofing, and it can be 
used by attackers in a variety of ways. MAC spoofing enables the attacker to evade 
intrusion detection systems (IDSs) in the networks. Further, the network 
administrators often use MAC addresses in access control lists. For example, only 
registered MAC addresses are allowed to connect to the access points. An attacker 
can easily eavesdrop on the network to determine the MAC addresses of legitimate 
devices. This enables the attacker to masquerade as a legitimate user and gain access 
to the network. An attacker can even inject a large number of bogus frames into the 
network to deplete the resources (in particular, bandwidth and energy), which may 
lead to denial of services for the legitimate nodes. 
(v) Replay Attack: The replay attack, often known as the man-in-the-middle attack 
[16], can be launched by external as well as internal nodes. As shown in Fig. 2, an 
external malicious node (M) can eavesdrop on the broadcast communication between 
two nodes A and B. It can then replay the (eavesdropped) messages later to gain 
access to the network resources. Generally, the authentication information is replayed 
where the attacker M deceives a node (node B in Fig. 2) to believe that the attacker is 
a legitimate node (node A in Fig. 2). On a similar note, the malicious node M, which 
is an intermediate hop between two nodes A and B, can keep a copy of all relayed 
data. It can then retransmit this data later to gain an unauthorized access to the 
network resources.  
(vi) Pre-computation and Partial Matching Attack: Unlike the above-mentioned 
attacks, where MAC protocol vulnerabilities are exploited, these attacks exploit the 
vulnerabilities in the security mechanisms that are employed to secure the MAC layer 
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of the network. Pre-computation and partial matching attacks exploit the 
cryptographic primitives that are used at the MAC layer for secure communication. In 
a pre-computation attack or time memory trade-off attack (TMTO), the attacker 
computes a large amount of information (key, plaintext, and respective ciphertext) 
and stores that information before launching the attack. When the actual transmission 
starts, the attacker uses the pre-computed information to speed up the cryptanalysis 
process. TMTO attacks are highly effective against a large number of cryptographic 
solutions. On the other hand, in a partial matching attack, the attacker has access to 
some (cipher text, plaintext) pairs, which in turn decreases the encryption key 
strength, and improves the chances of success of the brute force mechanisms. Partial 
matching attacks exploit the weak implementations of encryption algorithms. For 
example, in the IEEE 802.11 standard for MAC layer security in wireless networks, 
the MAC address fields in the MAC header are used in the message integrity code 
(MIC). The MAC header is transmitted as plaintext while the MIC field is transmitted 
in the encrypted form. Partial knowledge of the plaintext (MAC address) and the 
cipher text (MIC) makes IEEE 802.11i vulnerable to partial matching attacks.  

DoS attacks may also be launched by exploiting the security mechanisms. For 
example, the IEEE 802.11i standard for MAC layer security in wireless networks is 
prone to the sensor hijacking attack and the man-in-the-middle attack, exploiting the 
vulnerabilities in IEEE 802.1X, and DoS attack, exploiting vulnerabilities in the four-
way handshake procedure in IEEEE 802.11i.  

2.3 Security Vulnerabilities in the Network Layer 

The attacks on the network layer can be broadly divided into two types: control 
packets attacks and data packets attacks. Furthermore, both these attacks could be 
either active or passive in nature [17]. Control packets attacks generally target the 
routing functionality of the network layer. The objective of the attacker is to make 
routes unavailable or force the network to choose sub-optimal routes. On the other 
hand, the data packet attacks affect the packet forwarding functionality of the 
network. The objective of the attacker is to cause the denial of service for the 
legitimate user by making user data undeliverable or injecting malicious data into  
the network. We first consider the network layer control packets attacks, and then the 
network layer data packets attacks. 

(i) Attacks on the Control Packets: Rushing attacks that target the on-demand 
routing protocols (e.g., AODV), were among the first exposed attacks identified by 
Hu et al. [18] on the network layer of multi-hop wireless networks. Rushing attacks 
exploit the route discovery mechanism of on-demand routing protocols. In these 
protocols, the node requiring a route to the destination floods the route_request 
(RREQ) message, which is identified by a sequence number. To limit the flooding, 
each node only forwards the first message that it receives and drops remaining 
messages with the same sequence number. The protocol specify a specific amount of 
delay between receiving the RREQ message by a particular node and forwarding it, to 
avoid collusion of these messages. The malicious node launching the rushing attack 
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forwards the RREQ message to the target node before any other intermediate node 
from the source to destination. This can easily be achieved by ignoring the specified 
delay. Consequently, the route from the source to the destination includes the 
malicious node as an intermediate hop, which can then drop the packets of the flow 
resulting in data plane DoS attack. 

Hu et al. identified the wormhole attack that has a similar objective as that of the 
rushing attack but it uses a different strategy [19]. During a wormhole attack, two or 
more malicious nodes collude together by establishing a tunnel using an efficient 
communication medium (i.e., wired connection or high-speed wireless connection 
etc.), as shown in Fig. 3. During the route discovery phase of the on-demand routing 
protocols, the RREQ messages are forwarded between the malicious nodes using the 
established tunnel. Therefore, the first RREQ message that reaches the destination 
node is the one forwarded by the malicious nodes. Consequently, the malicious nodes 
are added in the path from the source to the destination. Once the malicious nodes are 
included in the routing path, the malicious nodes either drop all the packets, resulting 
in complete denial of service, or drop the packets selectively to avoid detection. 

 

Fig. 3. Illustration of wormhole attack launched by nodes M1 and M2 

A blackhole attack (or sinkhole attack) [20] is another attack that leads to denial of 
service in WMNs. It also exploits the route discovery mechanism of on-demand 
routing protocols. In a blackhole attack, the malicious node always replies positively 
to a RREQ, although it may not have a valid route to the destination. Because the 
malicious node does not check its routing entries, it will always be the first to reply to 
the RREQ message. Therefore, almost all the traffic within the neighborhood of the 
malicious node will be directed towards the malicious node, which may drop all the 
packets, causing a denial of service. Fig. 4 shows the effect of a blackhole attack in 
the neighborhood of the malicious node where the traffic is directed towards the 
malicious node. A more complex form of the attack is the cooperative blackhole 
attack where multiple nodes collude together, resulting in complete disruption of 
routing and packet forwarding functionality of the network. Ramaswamy et al. have 
 



 Security and Privacy Issues in Wireless Mesh Networks: A Survey 197 

proposed a scheme for prevention of cooperative blackhole attack in which multiple 
blackhole nodes cooperate to launch a packet dropping attack in a wireless ad hoc 
network [21].  

 

Fig. 4. Illustration of blackhole attack launched by node M 

A grayhole attack is a variant of the blackhole attack. In a blackhole attack, the 
malicious node drops all the traffic that it is supposed to forward. This may lead to 
possible detection of the malicious node. In a grayhole attack, the adversary avoids 
the detection by dropping the packets selectively. A grayhole does not lead to 
complete denial of service, but it may go undetected for a longer duration of time. 
This is because the malicious packet dropping may be considered congestion in the 
network, which also leads to selective packet loss. Sen et al. have proposed a 
cooperative detection scheme for grayhole attack in a wireless ad hoc network [22].  

A Sybil attack is the form of attack where a malicious node creates multiple 
identities in the network, each appearing as a legitimate node [23]. A Sybil attack was 
first exposed in distributed computing applications where the redundancy in the 
system was exploited by creating multiple identities and controlling the considerable 
system resources. In the networking scenario, a number of services like packet 
forwarding, routing, and collaborative security mechanisms can be disrupted by the 
adversary using a Sybil attack. Following form of the attack affects the network layer 
of WMNs, which are supposed to take advantage of the path diversity in the network 
to increase the available bandwidth and reliability. If the malicious node creates 
multiple identities in the network, the legitimate nodes, assuming these identities to be 
distinct network nodes, will add these identities in the list of distinct paths available  
to a particular destination. When the packets are forwarded to these fake nodes,  
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the malicious node that created the identities processes these packets. Consequently, 
all the distinct routing paths will pass through the malicious node. The malicious node 
may then launch any of the above-mentioned attacks. Even if no other attack is 
launched, the advantage of path diversity is diminished, resulting in degraded 
performance. 

In addition to the above-mentioned attacks, the network layer of WMNs are also 
prone to various types of attack such as: route request (RREQ) flooding attack, route 
reply (RREP) loop attack, route re-direction attack, false route fabrication attack, 
network partitioning attack etc. RREQ flooding is one of the simplest attacks that a 
malicious node can launch. An attacker tries to flood the entire network with the 
RREQ message. As a consequence, this causes a large number of unnecessary 
broadcast communications resulting in energy drains and bandwidth wastage in the 
network. A routing loop is a path that goes through the same nodes over and over 
again. As a result, this kind of attack will deplete the resources of every node in the 
loop.  

Fig. 5 describes two instances where route re-direction attack has been launched 
by a malicious node M. In case A, the malicious node M tries to initiate the attack by 
modifying the mutable fields in the routing messages. These mutable fields include 
hop count, sequence numbers and other metric-related fields. The malicious node M 
could divert the traffic through itself by advertising a route to the destination with a 
larger destination sequence number (DSN) than the one it received from the 
destination. In case B, route re-direction attack may be launched by modifying the 
metric field in the AODV routing message, which is the hop-count field in this case. 
The malicious node M simply modifies the hop count field to zero in order to claim 
that it has a shorter path to the destination. 

 

Fig. 5. Illustration of the route re-direction attack 

An adversary may fabricate false routing messages in order to disrupt routing in 
the network. For example, a malicious node may fabricate a route error (RERR) 
message in the AODV protocol. This may result in the upstream nodes re-initiating 
the route request to the unreachable destination so as to discover and establish 



 Security and Privacy Issues in Wireless Mesh Networks: A Survey 199 

alternative routes to them leading to energy and bandwidth wastage in the network. In 
a network partitioning attack, the malicious nodes collude together to disrupt the 
routing tables in such a way that the network is divided into non-connected partitions, 
resulting in denial of service for a certain network portion. Routing loop attacks affect 
the packet-forwarding capability of the network where the packets keep circulating in 
loop until they reach the maximum hop count, at which stage the packets are simply 
dropped. 
(ii) Attacks on the Data Packets: The attacks on the data packets are primarily 
launched by selfish and malicious (i.e., compromised) nodes in the network and in the 
network and lead to performance degradation or denial of service of the legitimate 
user data traffic. The simplest of the data plane attacks is passive eavesdropping. 
Eavesdropping is a MAC layer attack. Selfish behavior of the participating WMN 
nodes is a major security issue because the WMN nodes are dependent on each other 
for data forwarding. The intermediate-hop selfish nodes may not perform the packet-
forwarding functionality as per the protocol. The selfish node may drop all the data 
packets, resulting in complete denial of service, or it may drop the data packets 
selectively or randomly. It is hard to distinguish between such a selfish behavior and 
the link failure or network congestion. On the other hand, malicious intermediate-hop 
nodes may inject junk packets into the network. Considerable network resources  
(i.e., bandwidth and packet processing time) may be consumed to forward the junk 
packets, which may lead to denial of service for legitimate user traffic. The malicious 
nodes may also inject the maliciously crafted control packets, which may lead to the 
disruption of routing functionality. The control plane attacks are dependent on such 
maliciously crafted control packets. The malicious and selfish behaviors of nodes in 
WMNs have been studied in [24, 25]. The multi-hop wireless networks such as 
mobile ad hoc networks (MANETs), wireless sensor networks (WSNs), and wireless 
mesh networks (WMN) have many common security vulnerabilities in the network 
layer. Detailed discussions on various attacks on the network layer and their defense 
mechanisms for WSNs and WMNs can be found in [26] and [4] respectively. 
(iii) Attacks on Multicast Routing Protocols: Multicast routing protocols deliver 
data from a source node to multiple destinations which are organized in a multicast 
group. Since many of the applications that use multicast services in a WMN have 
high-throughput requirements, and hop-count does not serve as a good metric for 
maximizing throughput, some protocols [27, 28] focus on maximizing path 
throughput, where paths are selected based on metrics that are dependent on the 
wireless link qualities. In these protocols, nodes periodically send probes to their 
neighbors to measure the quality of the links from their neighbors. Selection of the 
best path for maximizing throughput is done based on collaboration of nodes. An 
aggressive strategy for the best path selection assuming a perfect collaboration among 
all participating nodes provides an easy opportunity to a malicious node to manipulate 
the link metrics to its own advantage. In other words, an attacker may suitably adjust 
the link metrics so that it gets selected on the best routing path for a source-
destination pair. In this way, it draws more traffic towards itself. However, since its 
intention is to disrupt network communication, it starts dropping packets which can 
lead to a possible network partitioning or can help the malicious node to carry out a 



200 J. Sen 

traffic analysis on the network. Roy et al. have proposed a secure multicast routing 
protocol on a tree-based architecture of a WMN using hop-count as the metric for 
path selection [29]. In Section 3.3.11, we have discussed various attacks on the 
multicast routing protocols for wireless networks. 

2.4 Security Vulnerabilities in the Transport Layer 

The attacks that can be launched on the transport layer of a WMN are: (i) SYN 
flooding attack, (ii) de-synchronization attack, and (iii) session hijacking attack.  

SYN flooding attacks are easy to launch on a transport layer protocol like TCP. 
TCP requires state information to be maintained at both ends of a connection between 
two nodes, which makes the protocol vulnerable to memory exhaustion through 
flooding. An attacker may repeatedly make new connection request until the 
resources required by each connection are exhausted or reach a maximum limit. In 
either case, further legitimate requests will be ignored. One variant of such DoS 
attacks is the SYN flooding attack, in which an attacker creates a large number of 
half-open TCP connections with a target node without completing any of these 
requests. In the TCP protocol, two nodes have to successfully complete a three-way 
handshake mechanism before a session can be established between the pair of nodes. 
As shown in Fig. 6, in the first message, the node initiating the communication sends 
a SYN packet to the receiver node along with a sequence number. The receiver node 
sends a SYN/ACK message containing a sequence number and an acknowledgment 
sequence number to the initiator node. The initiator node then completes the 
handshake process by sending an ACK message containing an acknowledgment 
number. An attacker can exploit this protocol by sending a large number of SYN 
packets to a target node and spoofing the return address of the SYN packets. The 
SYN/ACK packets are sent back by the target node to the spoofed return address. The 
target node also waits for the final ACK message from the attacker keeping the half-
open data structure open in its memory. When the number of such half-open 
connections becomes too high to create an overflow in the table which stores these 
data structures in the target victim node, the victim node will not be able to accept any 
further connections requests even from any legitimate nodes in the network, causing 
disruption in the network services.  

 

Fig. 6. Three-way handshake protocol for establishing a TCP session 
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Session hijacking attacks exploits the vulnerability of the transport protocols  
(e.g., TCP) that do not provide any security check during an on-going session. All 
security mechanisms are applied only during the session establishment time. In a TCP 
session hijacking attack, an attacker spoofs the IP address of a victim node, correctly 
determines the current sequence number that is expected to be generated at the victim 
node, and then performs a DoS attack on the victim node.  

A de-synchronization attack refers to the disruption of an existing connection [15]. 
An attacker may, for example, repeatedly spoof messages to an end host causing the 
host to request the retransmission of missed frames. If timed correctly, an attacker 
may degrade or even prevent the ability of the end hosts to successfully exchange data 
causing them instead to waste energy attempting to recover from errors which never 
really exist. Wu et al. have illustrated the de-synchronization attack that leads to TCP 
ACK storm problem [30]. In this attack, an attacker injects false data in an ongoing 
session between two nodes by launching a session hijacking attack. The false injected 
data is received by one of the nodes in the communicating pair and on receipt of the 
data, the node sends an ACK to the other node. Since the node at the other end was 
not expecting the sequence number of this ACK packet, the node tries to re-
synchronize the session with its communicating peer. This cycle goes on indefinitely 
as the ACK packets travelling back and forth in the network causes an ACK storm.  

2.5 Security Vulnerabilities in the Application Layer 

At the application layer, a compromise requires a full knowledge of the 
communicating applications (e.g., application layer formatting for traffic snooping) as 
well as compromising all the lower layers. The impact of such attacks can be 
extremely detrimental. For example, a flooding attack can affect the availability of the 
victim node as well as a large portion of the network. Snooping attack at the 
application layer can affect the integrity of the messages being communicated. 
However, snooping attack at the application has very low likelihood of success due to 
various defense mechanisms which are usually in place for protecting the lower 
layers. The use of encryption and authentication schemes at the higher layers also 
ensures that integrity of the messages is protected. The attacks in the application layer 
are mainly due to the viruses, malwares and worms or the repudiation attacks 
launched by insider nodes [30].  

Mobile viruses and worms contain malicious codes which spread or replicate 
rapidly in a network and in the hosts and launch various types of attacks such as 
memory exhaustion, information leakage, phishing etc. Some types of Internet worms 
can scan the IP address of the nodes in a network and then send probe packets to 
critical UDP and TCP ports which are found in the port scanning process. The worms 
then attack the hosts using some application.  

Repudiation attacks launched in the application layer cannot be detected or 
prevented by deploying firewalls at the network layer or by end-to-end encryption of 
traffic at the transport layer. An attacker getting an access to the information in 
network or in a host by sophisticated techniques can repudiate having conducting 
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such an activity. Detection of such attacks needs sophisticated intrusion detection 
systems at multiple layers. 

2.6 Security Vulnerabilities in the Authentication Protocols 

Several vulnerabilities exist in different authentication protocols used in WMNs. 
Notable among these attacks are: (i) unauthorized access, (ii) spoofing attack, (iii) 
denial of service (DoS) attack, and (iv) compromised or forged MRs.  

In unauthorized access attack, a user who is not authorized to access a resource gets 
access to the network services by masquerading a legitimate user. The masquerader 
gains all the privileges of the legitimate node. Once an attacker is successful in 
launching such an attack, it becomes extremely difficult for a security mechanism to 
detect the attacker. Spoofing is the act of forging a legitimate MAC or IP address of a 
node. IP spoofing is quite common in multi-hop communication networks like WMNs. 
In IP spoofing attack, an adversary inserts a false source address or puts the address of a 
legitimate node on the packets forwarded by it. Using such a spoofed address, the 
malicious attacker can intercept a termination request and hijack a session. In MAC 
address spoofing, the attacker modifies the MAC address in the transmitted frames 
originating from a legitimate node. MAC address spoofing enables attackers to evade 
intrusion detection systems (IDSs) that may be place in different nodes in a WMN. In 
DoS attacks, a malicious attacker sends a flood of packets to an MR, thereby making a 
buffer overflow in the router (i.e. in an MR). In one variant of such an attack, a 
malicious node can send false termination messages on behalf of a legitimate MC, 
thereby preventing a legitimate user from accessing network services. 

In compromised or forged MR attack, an attacker is able to compromise one or 
more MRs in a network by physical tampering or logical break-in. The adversary may 
also introduce rogue MRs to launch various types of attacks in a WMN. The fake or 
compromised MRs may be used to attack the wireless link, thereby implementing 
attacks such as: passive eavesdropping, jamming, relay and false message injection, 
traffic analysis etc. The attacker may also advertise itself as a genuine MR by forging 
duplicate beacons procured by eavesdropping on legitimate MRs in the network. 
When an MC receives these beacon messages, it assumes that it is within the radio 
coverage of a genuine MR, and initiates a registration procedure. The false MR now 
can extract the secret credentials of the MC and can launch a spoofing attack on the 
network. This attack is possible in protocols which require an MC to be authenticated 
by an MR and not the vice versa [31]. 

2.7 Security Vulnerabilities in the Key Management Mechanisms 

Since the robustness and security of the cryptographic protocols used in WMNs are 
dependent on the strength of the keys used, key management is a very critical security 
function in WMNs. The functions of a key management protocol include: key 
generation, storage, distribution, updating, revocation and providing certificate 
services to the legitimate nodes in the network. Sophisticated attacks may be launched 
by malicious attackers to get access to the keys stored in a node or during the transit 
of the key from the key issuing server to the nodes in a WMN. For example, any key 
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exchange protocol based on the Diffie-Hellman (DH) key exchange protocol [32] is 
vulnerable to the man-in-the-middle attack [33]. The key management protocols 
which are based on issuing of certificates to the network nodes by a trusted key 
distribution server or by a trusted third party are all vulnerable to DoS attacks. 

2.8 Security Vulnerabilities in the User Privacy Protection Mechanisms 

Protection of user privacy is an important issue in wireless network communication. 
However, ensuring privacy of the users is difficult to achieve even if the messages in 
the network are protected, as there are no security solutions or mechanisms which can 
guarantee that data is not revealed by the authorized parties themselves [34]. 
Communication privacy cannot be assured with message encryption since the 
attackers can still observe who is communicating with whom as well as the frequency 
and duration of each communication session. In addition, unauthorized parties can get 
access to the location information about the positions of different MCs by observing 
their communication and traffic patterns. Hence, there is a need to ensure location 
privacy in WMNs as well. In Section 3.8, we will see how privacy can be protected 
with respect to message contents, data traffic and location information.  

Table 1 presents a summary of various types of vulnerabilities in different layers of 
the communication protocol stack of a WMN and their possible defense mechanisms. 
The details of the different defense mechanisms are discussed in Section 3.  

Table 1. Summary of different attacks on WMN protocol stack and their countermeasures 

Layer Attacks Defense Mechanisms
 
Physical 

Jamming Spread-spectrum, priority messages, 
lower duty cycle, region mapping, mode 
change

 
MAC 

Collision Error-correction code
Exhaustion Rate limitation
Unfairness Small frames

 
Network 

Spoofed routing
information & selective 
forwarding 

Egress filtering, authentication, 
monitoring 

Sinkhole Redundancy checking
Sybil Authentication, monitoring, redundancy 
Wormhole Authentication, probing
Hello Flood Authentication, packet leashes by using 

geographic and temporal information 
Ack. Flooding Authentication, bi-directional link 

authentication verification
 
Transport 

SYN Flooding
De-synchronization

Client puzzles, SSL-TLS
authentication, EAP

Application Logic errors
Buffer overflow

Application authentication 
Trusted computing, Antivirus 

Privacy Traffic analysis, Attack on 
data privacy and location 
privacy 

Homomorphic encryption, Onion 
routing, schemes based on traffic 
entropy computation, group signature 
based anonymity schemes, use of 
pseudonyms.
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3 Security Mechanisms against Various Attacks in WMNs 

In this section, we present a detailed discussion on the various security mechanisms 
for defending the attacks that we mentioned in the mentioned in Section 2. We 
provide description of various defense techniques at each layer of the protocol stack - 
physical, link, network, transport and application. In addition, some secure 
authentication mechanisms, user privacy protection schemes, and key management 
protocols are also discussed. 

3.1 Security Mechanisms for the Physical Layer 

The jamming attack at the physical layer can be defended by employing different 
spread-spectrum technologies such as frequency hopping and code spreading [15]. In 
frequency hopping spread spectrum (FHSS) [35], signals are transmitted by rapidly 
switching a carrier signal among many frequency channels using a pseudo-random 
sequence which is known to both the transmitter and the receiver. Since it will be 
impossible for an attacker to predict the frequency selection sequence a priori, it will 
be difficult for him/her to jam the frequency being used at a given point of time. The 
interference is also minimized as the signal is spread over multiple frequencies.  

In direct sequence spread spectrum (DSSS), each data bit in the original signal is 
represented by multiple bits in the transmitted signal using a spreading code. The 
spreading code spreads the signal over a wider frequency band which is directly in 
proportion to the number of bits being used. The receiver can use the spreading code 
with the signal to recover the original data.  

Both FHSS and DSSS prohibit an attacker to intercept the radio signals. In order to 
successfully eavesdrop on the signal, the attacker must know the frequency band, the 
spreading code, and the modulation techniques being used. Spread spectrum 
technology also reduces the chance of interference from other radios and 
electromagnetic signals.  

3.2 Security Mechanisms for the Link Layer 

Use of error-correcting codes is a common strategy for defending against frame 
collision attack [15]. However, these codes also add additional processing and 
communication overhead. Although it is reasonably easier to detect any malicious 
collision of frames, no comprehensive defense mechanism against such an attack is 
known to us today. 

A strategy for defending against energy exhaustion attack is to apply a rate 
limiting MAC admission control mechanism. This will allow the network to ignore the 
requests that intend to exhaust the energy of a battery driven mesh client (MC) node. 
Use of time division multiplexing (TDM) can be another effective strategy in which 
each node is allotted a time-slot for transmission of its packets [15]. However, this 
mechanism is vulnerable to the frame collision attack, even when it can ensure that 
there is no possibility of an indefinite postponement of packet transmission in the 
back-off algorithm in the MAC layer.  
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The effect of unfairness caused by a malicious attacker can be partially eliminated 
by using small frames. Use of smaller packets reduces the time for the attacker to 
capture the channel making it harder for the attacker to launch an attack [15]. 
However, this technique often reduces the throughput in the network due to more 
control overhead. In addition, it is susceptible to further unfairness as the attacker may 
try to retransmit quickly instead of waiting for a random interval of time.  

Various other security mechanisms [36, 37] have been proposed for multi-hop 
wireless networks that can be applied to WMNs possibly with slight modifications. 
All of these schemes are based on data confidentiality service, data and header 
integrity services, and robust key management service provided by the underlying 
cryptographic mechanisms. The data confidentiality service provides protection 
against the passive eavesdropping attack. Although, an eavesdropper can still 
intercept the encrypted message, he/she cannot decrypt it for extracting any 
information from the message since he/she does not have any access to the encryption 
key. The data and header integrity services provide protection against MAC spoofing 
attacks. The integrity verification algorithm at the receiver node will be able to detect 
any message with spoofed MAC address since the message will fail integrity 
verification test. Replay attacks in multi-hop wireless networks can be avoided by 
using per-packet authentication and integrity verification [36]. These approaches are 
based on using a fresh key for each packet which is synchronously computed by the 
sender and the receiver before the packet is sent by the sender node. Any replayed 
packet which is encrypted by an outdated key fails the integrity check at the receiver 
node due to key mismatch and automatically gets discarded. Use of a fresh key for 
each message also protects the data from pre-computation and partial matching 
attacks. Since the pre-computed information needs to be applied on every message in 
order to decrypt it, an attack becomes extremely costly [17]. 

In the following sub-sections, we discuss some of the existing security mechanisms 
for the link and the medium access control (MAC) layer of WMNs. 

3.2.1   Application of Synchronous Dynamic Encryption System in Mobile 
Wireless Domains 

Soliman and Omari propose a stream-cipher cryptosystem named synchronous 
dynamic encryption system (SDES) for wireless environment that is based on 
permutation vector generation [36]. The proposed light-weight cryptographic scheme 
has a high level of security. Specifically, the protocol is robust against (i) key 
compromise, (ii) biased bytes analysis (an attack, in which the attacker can analyze 
the byte distribution in the transmitted data to derive the key in a key-stream in a 
stream cipher), (iii) integrity violation. The number of key exchanges between the 
supplicants (SUP), the access points (AP) and the authentication server (AS) is kept 
at the minimum in order to reduce the communication overhead and the possible 
vulnerability during the key exchange process. The SUPs and the APs are always kept 
synchronized with the AS with respect to their shared encryption keys in such a way 
that it is impossible for a malicious intruder to get synchronized with the AS with the 
dynamically changing shared secret key. The node registration process is simple  
and it is carried out only once during the initial registration of the node with the AS. 
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For ensuring security, use of two types of shared keys is proposed: (i) secret 
authentication keys (SAK) and (ii) secret session keys (SSK). The AS generates and 
transmits the initial SAK to each SUP and AP. For all subsequent mutual 
authentication processes with the AS, each SUP and AP uses its shared SAK. Once an 
SUP is initially authenticated by the AS, the AS forwards the SUP’s SAK to the AP 
with which the SUP is associated. This reduces the delay in the authentication 
process. The SSK is generated per-session basis between the APs and the SUPs. The 
validity of an SSK is only during the session for which it is generated. For 
communication between two APs, the generation and distribution of the SSK is done 
by the AS. However, for secure communication between two SUPs, the AP associated 
with the source SUP generates and distributes the SSK to each SUPs. Both the keys 
(SAK and SSK) are used in the process of shuffling the permutation vectors (PVs) 
during the encryption process.  

Since the protocol uses stream ciphers, the encryption and decryption processes are 
fairly simple and light-weight. For encryption, the source node carries out an XOR 
operation between the plaintext data and the corresponding PV to produce the 
ciphertext, and sends the ciphertext to the receiver node. The receiver node performs 
the decryption process by XORing the ciphertext with the same PV (generated at the 
receiver node). For the next cycle of encryption/decryption process, both the nodes 
synchronously generate a new PV based on their shared SAK and SSK. 

Since the keys SAK and SSK serve as the seeds for generation of the stream of PV, 
the security of the protocol depends on the way these keys are generated and 
managed. The authors have proposed three modes for the generation of SAK/SSK, 
each mode providing different levels of security and involving different computing 
overhead. The three modes of operations are: (i) static shared keys, (ii) stream of 
shared keys, and (iii) dynamic stream of shared keys. In the first mode, the secret keys 
at both the communicating nodes are not changed. This makes the scheme vulnerable 
to cryptanalysis and successful key compromise attack. Since the permutation vectors 
may lead to the same stream of keys in successive cycles, it is easy to launch known 
plaintext-ciphertext pair attack. While this mode provides a very low level of security, 
it is computationally efficient since no key management is required. In the second 
mode, the shared keys are dynamically generated and changed after each 
encryption/decryption cycle. This makes the protocol secure against the known 
plaintext-ciphertext pair attack since it is not possible to make an easy cryptanalysis 
on the cipher. In addition, this mode is also secure against biased byte analysis. The 
additional overhead is also very low since it involves only an extra addition operation. 
However, in case of multiple simultaneous sessions between two nodes, due to use of 
the same key streams for all the sessions, breaking of one session will break all the 
sessions. This mode, therefore, fails to provide independent security to multiple 
simultaneous sessions. In the third mode, which provides the highest level of security, 
the data being transmitted is also used in the key generation process. Since the key 
generation process involves the data transmitted in the session, different sets of shared 
keys are generated for multiple simultaneous sessions, thereby eliminating the 
security loophole of the second mode. Another advantage of this approach is that data 
integrity guarantees that keys are not compromised during the transit. If the cipher is 
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manipulated during the transit, it would break the synchronization of the shared keys 
at the two nodes. The additional overhead in this mode is due to two extra addition 
operations. The authors have provided detailed simulation results demonstrating the 
performance of the protocol. 

3.2.2   A Threshold and Identity-Based Key Management and Authentication 
Scheme 

Deng et al. [38] propose a distributed key management and authentication approach in 
multi-hop wireless ad hoc network using the concepts of identity-based authentication 
[39, 40] and threshold secret sharing [41]. The scheme proposed by the authors 
follows a self-organized approach that does not assume any a priori trust association 
between the nodes or any centralized trusted entity in the network. This is in contrast 
to the traditional PKI-based authentication for key distribution and management, 
wherein a trusted server is deployed to generate, distribute and manage the keys. 

The scheme assumes that each node in the network has an IP address or an identity, 
which is unique and remains unchanged throughout the lifetime of the node in the 
network. Each node discovers the identities of its one-hop neighbor by a neighbor 
discovery mechanism. The key generation process has two phases: (i) distributed key 
generation and (ii) identity-based authentication. The key generation phase is 
responsible for distributing the master key and the public/private key pair to each 
node in a distributed manner. The generated private keys are used for authentication. 
Authentication is realized by identity-based mechanism. 

In the threshold cryptography-based solution proposed by the authors, the network 
has a public/private key pair, which is called the master key. The master key is used 
for key generation. The master public key (say, PK) is generated by the key generator 
and it is known to all the nodes in the network. The master private key (say, SK) is 
shared among the nodes in a threshold cryptographic manner. While no node can 
reconstruct the master private key (secret key) alone, any k nodes among the total n 
nodes in the network can jointly reconstruct the key. It is, however, infeasible even 
for k -1 nodes to reconstruct the key by colluding among themselves. At the time of 
joining the networks, a node needs to acquire its private key corresponding to its 
identity by requesting the private key generation (PKG) service from at least k 
neighbor nodes. The identity of the node is used as its public key. The authors have 
proposed the computation of the public key as QID = H (ID || Expire_time), where  
H( ) is a hash function, ID stands for the identity of the node, and the Expire_time is a 
time stamp expressing the time of validity of the public key. When the public key of a 
node expires, the node contacts at least k neighbors and presents its identity and 
requests for the PKG services. In the proposed scheme, since all the nodes have the 
master private key, any of them can act as the PKG node for any other node. Each of 
the k PKG service nodes generates a secret share of the new private key and sends the 
same to the requesting node. In this way, any group of k nodes can act as the PKG 
nodes for rest of the nodes such that a potential adversary who is able to compromise 
less than k nodes cannot get access to a node’s private key. The private key generation 
process is depicted in Fig. 7. 
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The scheme uses each node’s identity as its public key. Since the identity of a node 
can be much shorter than a 1024 bit RSA public key, less communication and storage 
overhead is incurred in transmitting and storing the keys. The communication 
overhead incurred by the scheme is mainly due to the key generation process. In the 
network bootstrapping time, all the n nodes have to participate in the generation of 
master key pair which induces large delay in set up. In addition, each node needs to 
broadcast a key generation request to its k neighbors at the time of joining the 
network. In response, each PKG service node has to send its share of the generated 
private key. All these messages involve appreciable communication overhead. 
However, a trade-off can be made between the level of security and communication 
overhead in the scheme. A lower value of k will reduce the communication overhead 
while providing a lower level of security (since fewer nodes need to be compromised 
by an adversary to get access to the private key of a node). For higher level of security 
requirement, a larger value of k should be chosen. The authors have experimentally 
shown how the master key generation time varies with the size of the network and the 
effect of the value of the parameter k on PKG service time and the ratio of successful 
PKG service. 

 

Fig. 7. The private key generation process of a node in Deng et al.’s scheme [38] 

3.2.3 Wireless Intrusion Detection and Response Mechanisms  
Lim et al. [42] propose an intrusion detection system for wireless networks that 
consists of a number of devices deployed throughout the network. Each device is 
placed near an access point (AP) and all such devices are connected to a standard 
wired network to allow for remote management of the networked system. The 
intrusion detection system works at different levels. At the basic level, the system 
tracks the MAC address of the network adapter. If the MAC address is not found in 
the whitelist, or if it is found in the blacklist, then an alert is flagged. This is known as 
MAC address filtering. 
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The authors have also proposed to detect passive intruders using the IEEE 802.11b 
request to send (RTS) and clear to send (CTS) frames. The RTS frames are normally 
used to check whether the transmission medium is clear and to reserve a time slot for 
transmission of data. The CTS frames are used for acknowledging the RTS frames. 
The relationships between these frames may be used to detect presence of intruders in 
a network. If an active Wardriver is detected, RTS messages are sent to that MAC 
address. If the intruder is passively eavesdropping on the network, the card will 
respond with a CTS message, thereby revealing its presence. Stateful monitoring of 
packets in the network provides further detection of intrusions. Arrival of unexpected 
packets like unsolicited random responses might indicate a possible probing by an 
intruder.  

In the proposed system, several detection devices are deployed that are connected 
to a central server so that it is possible to determine the exact position of an attacker 
or a rogue access point by triangulation. The position information may help in 
determining whether the source is a valid user with a possibly unregistered MAC 
address or a real intruder outside the premises. The central server may be augmented 
with additional authentication mechanisms such as remote authentication dial-in user 
service (RADIUS) authentication to actually identify whether a valid interface card is 
really being used by its assigned user or by some unauthorized person. 

For intrusion response, the authors have suggested techniques like address 
resolution protocol (ARP) poisoning and disassociation-reassociation on the intruder. 
Since DoS attacks against the intruder will have an adverse impact on the overall 
network performance, a possible alternative is to send specially designed malformed 
frames targeted to the intruder. These frames may cause crashing on the intruder’s 
computer. However, these intrusion response mechanisms are computationally 
expensive and their use will surely have an adverse impact on the network services. 

3.2.4 MobiSEC: A Security Architecture for Wireless Mesh Networks 
Martignon et al. have presented a security architecture – MobiSEC – that provides 
access control in a WMN [43]. In this scheme, for authentication and key agreement 
between a node (an MC or an MR) with a mesh access point (MAP), a two-step 
approach is proposed. As shown in Fig. 8, in the first step, the new node (MC or MR) 
authenticates to the nearest MAP using 802.11i protocol [44]. In the second phase, the 
node uses a protocol based on transport layer security (TLS) and a certificate issued 
by a certificate authority (CA) with the AAA server to additionally authenticate as 
router and obtain the keying material required for this role in the WMN. For key 
distribution, use of two protocols is proposed – server driven and client driven. In the 
server driven protocol, each MR contacts a key distribution server for getting a key 
list. In the client driven protocol, the MRs obtains a seed from the server and a hash 
function type to generate the cryptographic keys as done in a hash chain method. Both 
the protocols need a mutual authentication based on certificate exchanges between the 
MRs and the key distribution server. MobiSEC supports mobility for both mesh 
clients and mesh routers. The client mobility is ensured since 802.11i protocol has 
client mobility support and MobiSEC is based on 802.11i authentication. The 
mobility of the routers in the backbone network is ensured by having all the routers 
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using the same keying materials from the key server. Since all the routers in the 
backbone use the same key for authentication, router mobility in the backbone does 
not need any re-authentication process. 

 

Fig. 8. Different phases of the connection process performed by a new mesh router N in 
MobiSEC 

The server driven protocol for key distribution is a reactive process for delivering 
the keys from the key distribution server to the mesh routers. This key is used for 
protecting the integrity and confidentiality of the traffic exchanged in the backbone 
during a specific interval. The protocol ensures that all the routers in the backbone 
have the same key for encryption and integrity protection of the messages transmitted 
in the mesh backbone network. In the client driven protocol, for key distribution, the 
key distribution server provides only a seed and a function type that should be used to 
compute the sequence of keys used by the mesh routers. The generation of the 
sequence of keys is similar to a hash chain computation, in which the computation of 
the next key is based on the output of a hash function to which the input was the key 
used in the previous round.    

MobiSEC addresses access control issues including authentication and key 
establishment for the mesh clients and mesh routers in a WMN. However, the 
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architecture does not explicitly addresses issues like message confidentiality, message 
integrity, and protection against replay attacks. In particular, the proposal only 
supports communications between the mesh clients and the mesh access points and 
between a pair of mesh routers [45]. In addition, use of a network-wide key for the 
protection of all messages in the mesh backbone is another issue which may lead to a 
complete breakdown of the security in backbone if a single mesh router is 
compromised. In addition, an attacker who is in possession of the backbone key can 
insert bogus traffic into the network thereby causing congestion and denial of service 
attack. Furthermore, the use of the mesh access point as the authenticator, implicitly 
assumes that key distribution server will transfer the keying material to the MAP 
during the authentication process. However, the mesh access point and the key server 
do have any shared secret for establishing a secure communication session between 
them, and only way to transfer the key material is to encrypt it using the key in the 
mesh backbone. If the backbone key is used for transferring the key from the key 
distribution server to the mesh access point, any malicious mesh router which is in 
neighborhood of the mesh access point will be able to capture the key. In spite of 
several security loopholes, MobiSEC provides a simple architecture for handling 
access control and mobility management issues in a WMN. 

3.2.5 Other Security Mechanisms for MAC Layer Misbehavior Detection in 
WMNs 

Identifying various possible misbehaviors in the MAC layer and designing detection 
mechanisms for them has been a subject of extensive research in WLANs and ad hoc 
networks [46-48]. Some mechanisms for MAC layer misbehavior detection and their 
defense for WMNs have also been proposed [49-51].  

Kyasanur and Vaidya have argued that the distributed contention resolution 
mechanism used in the MAC layer of IEEE 802.11 protocol is susceptible to abuse by 
a selfish node that does not adhere to the protocol and obtains an unfair share of the 
channel bandwidth [47]. To identify and penalize such selfish node, the authors have 
proposed a modification to 802.11 protocol. In the proposed modification, instead of 
the sender node selecting the random backoff time to initialize the backoff counter, 
the receiver node selects the backoff value and sends it in the clear to send (CTS) and 
ACK packets to the sender. The sender node uses this value of backoff in its next 
transmission to the receiver node. A receiver node can identify whether a sender node 
has deviated from the assigned backoff time by observing the number of idle slots 
between consecutive transmissions from the sender. If the observed number of idle 
slots is less than the assigned backoff, then there is a probability that the sender has 
deviated from the assigned backoff. The magnitudes of the observed deviations over a 
small number of packets transmissions are used to infer sender misbehavior with a 
high probability. If the sender node deviates from the assigned value, it will be 
assigned high backoff values in the next round to compensate for this deviation. 
However, this mechanism will be ineffective in case of a possible collusion between 
the sender and the receiver nodes or if the receiver node itself is a misbehaving node. 
Cardenas et al. have addressed the issue of preventing a possible colluding sender-
receiver pair by ensuring randomness in the MAC protocol [52]. 

Konorski and Kurant have proposed a protocol called R-hash to prevent MAC 
layer misbehavior [53]. In the proposition, the winner of a contention is determined 
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using a public hash function to the feedback each station gets from the contention. 
This confuses a potential misbehaving station is such a way that no modification of 
the probability distribution of transmission delay should be beneficial to these station.  

Raya et al. have shown how a greedy user in a hotspot can substantially increase 
his/her share of bandwidth in the shared wireless medium by slightly modifying the 
driver of the network adapter of the wireless node [54]. A software system - 
DOMINO (Detection Of greedy behavior in the MAC layer of IEEE 802.11 public 
NetwOrks) - is designed that can detect and identify greedy stations without needing 
any modifications in the standard-compliant access points. 

A proposition based on game theory for handling misbehavior in the MAC is been 
presented by Cagalj et al. [55]. The optimum strategy for each node has been derived 
in terms of controlling the cannel access probability by adjusting the contention 
window, so that the equilibrium point is reached in the overall network. The authors 
have also derived conditions under which the Nash equilibrium of the network is 
Pareto optimal for each node in the network as well, when some of the nodes in the 
network are misbehaving.  

Radosavac et al. have proposed a minimax robust MAC layer misbehavior 
detection framework, with the goal of having the optimum performance of the 
network under the worst-case attack scenario [46]. The network performance is 
measured using the required number of observations to arrive at a reliable decision. 
The framework not only captures the presence of an uncertainty in the attacks but also 
pays more attention to the attacks that are most significant in terms of their adverse 
impact on the network performance. It also considers scenarios in which an intelligent 
attacker launches an adaptive attack so that its detection becomes difficult. 

Naveed and Kanhere have studied attacks on dynamic channel assignment in 
802.11-based WMNs, in which a compromised mesh node manipulates control 
messages of the channel assignment protocol in such a way that the mesh links are 
forced to use heavily congested channels [51].    

Table 2 presents a summary of the aforementioned MAC layer security schemes.   

3.3 Security Mechanisms for the Network Layer 

A large number of schemes exist in the literature dealing with the issue of securing 
the network layer of WMNs [56-62]. In this section, we provide an overview of 
various security mechanisms in the network layer. A detailed discussion on these 
schemes can be found in [4]. 

As mentioned in Section 2.3, the attacks on the network layer can be either on the 
route establishment process or on the data delivery process, or on both. The protocols 
Ariadne [56] and SRP [63] intend to secure on-demand source routing protocols by 
using hop-by-hop authentication approach to prevent malicious packet manipulations in 
the route discovery process. On the other hand, SAODV [64], SEAD [57], and ARAN 
[58] use one-way hash chains to secure the propagation of hop counts in on-demand 
distance vector routing protocols. Papadimitratos and Hass have proposed a secure link 
state routing protocol that ensures correctness of the link state updates by using digital 
signatures and one-way hash chains [65]. To ensure correct data delivery, Marti et al. 
have presented two mechanisms - watchdog and pathrater- that can detect adversarial 
nodes by monitoring the packet forwarding behaviours of the nodes in a neighbourhood 
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[59]. SMT [60] and Ariadne [56] use multi-hop routing to prevent malicious nodes from 
selectively dropping data packets. Sen et al. have proposed a co-operative detection 
scheme for identifying malicious packet dropping nodes in an ad hoc network that is 
robust in presence of Byzantine failure of nodes [66]. ODSBR protocol [61, 62] 
provides resilience to colluding Byzantine attacks by detecting malicious links based on 
end-to-end acknowledgment-based feedback technique. HWMP protocol [67, 68] 
allows two mesh points (MPs) to communicate using peer-to-peer paths. This model is 
primarily used if nodes experience a changing environment and no root MP is 
configured. While the proactive tree building mode is an efficient choice for nodes in a 
fixed network topology, HWMP does not address security issues and is vulnerable to a 
numerous attacks such as RREQ flooding attack, RREP routing loop attack, route re-
direction attack, fabrication attack, tunnelling attack and so on [69]. LHAP [70] is a 
lightweight transparent authentication protocol for wireless ad hoc networks. It uses 
TESLA [71] to maintain the trust relationship among nodes. 

In contrast to secure unicast routing, work studying security problems specific to 
multicast routing in wireless networks is particularly scarce. Two notable propositions 
on the secure multicast routing in wireless networks are [29] and [72]. Roy et al. 
propose an authentication framework [29] that prevents outsider attacks in a tree-
based multicast protocol - MAODV [73]. Curtmola and Nita-Rotaru have presented a 
protocol named “BSMR” that addresses insider attacks in tree-based multicast 
protocols in wireless mesh networks [72]. 

Table 2. Summary of some link and MAC layer defense mechanisms for WMN 
communication 

Protocol Salient Features 
SDES [36] It is a stream cipher-based cryptosystem for wireless networks that uses 

permutation vectors. The supplicants and the access points are always 
synchronized with the authentication server with respect to their shared 
keys so that it is impossible for an intruder to dynamically change the 
key and launch an attack. Use of stream ciphers makes the encryption 
and decryption processes fairly simple and light-weight. Two types of 
shared keys are used: (i) secret authentication keys (SAKs) and (ii) 
secret session keys (SSKs). Both these keys are used in the process of 
shuffling the permutation vectors during the encryption process. The 
protocol is robust against key compromise, biased bytes analysis, and 
integrity violation attacks. 

Threshold and 
identity-based  
key  
management  
[38] 

This authentication and key management scheme uses the concepts of 
identity-based authentication and threshold secret sharing. It assumes 
that each node has an IP address which is unique and remains 
unchanged throughout the lifetime of the network. The key generation 
process has two phases: (i) distributed key generation and (ii) identity-
based authentication. In the key generation phase the master key and 
the public/private key pair are distributed to each node. The generated 
private key is used for authentication which is based on identity-based 
cryptography. The scheme is highly secure due to the deployment of a 
threshold authentication mechanism. 
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Table 2. (continued) 

Wireless  
intrusion 
detection and 
response  
system [42] 

The scheme proposes a wireless intrusion detection system (IDS) that 
consists of a number detection devices deployed in strategic points in a 
network. The IDS works at different level. At the basic level, it carries 
out a MAC address filtering if it cannot find the MAC address of a 
device in the white-list. For intrusion response, the system uses ARP 
poisoning and a disassociation-reassociation strategy with the suspected 
node. However, the proposed intrusion response mechanisms are 
computationally expensive and their invocation may adversely affect 
network performance.  

MobiSEC [43] It is an efficient scheme for secure authentication and access control in 
WMNs. It proposes a two-step approach for authentication of an MC 
with its MR. In the first step, the MC authenticates to the nearest MR. 
In the second phase, the MC uses a protocol that is based on the 
transport layer security and uses a certificate issued by a CA with the 
AAA server to additionally authenticate as a router. The key 
distribution may be server driven or client driven. In the server driven, 
each MR contacts a key distribution server for getting the key list, 
while in the client driven protocol, the MR obtains a seed from the 
server and a hash function to generate the key. The mobility of the MRs 
in the backbone is facilitated by having each router using the same key 
for authentication. The protocol addresses access control issues 
including authentication and key establishment. However, it does not 
address issues like message confidentiality, message integrity, and 
protection against replay attacks. 

R-hash [53] The scheme intends to prevent MAC layer misbehavior of nodes by 
using a hash function-based mechanism. The winner of a contention for 
accessing the wireless channel is determined by using a public hash 
function to the feedback that each station gets from the contention. This 
strategy effectively confuses a potential misbehaving station so that no 
possible modification can be made on the probability distribution of 
transmission delay for the contending stations.  

Game theory-
based minimax 
framework [46] 

The goal of this game-theoretic proposition is to have a robust MAC 
layer misbehavior detection for optimizing the network performance 
under the worst-case attack scenario. It captures the presence of an 
uncertainty in the attacks and pays more attention to the attacks that are 
most significant in terms of their adverse impact on the network. The 
framework also considers adaptive strategy followed by sophisticated 
attackers which are very difficult to detect. 

 

A key point to note is that all of the above-mentioned secure protocols for unicast 
or multicast routing use only some basic routing metrics such as hop-count or latency. 
None of them consider routing protocols that incorporate high-throughput metrics, 
which are critical for achieving high performance in wireless networks. On the 
contrary, many of them even have to remove important performance optimizations in 
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the existing protocols in order to prevent security attacks. There are also a few studies 
on secure QoS routing in wireless networks [74, 75]. However, these schemes are 
based on strong assumptions, such as existence of symmetric links, correct trust 
evaluation on nodes, ability to correctly determine link metrics even in an attack 
scenario etc. In addition, none of them consider attacks on the data delivery phase. 
Dong has proposed a scheme that considers both high performance and security as 
goals in multicast routing and deals with attacks on both path establishment and data 
delivery phases [76].  

As mentioned in Section 2.3, wireless networks are also subject to attacks such as 
rushing attacks and wormhole attacks. Defences against these attacks have been 
extensively studied in [77-80]. RAP [18] prevents the rushing attack by waiting for 
several flood requests and then randomly selecting one to forward, rather than always 
forwarding only the first one. Techniques to defend against wormhole attacks include 
packet leashes [77] which restrict the maximum transmission distance by using time 
or location information, Truelink [79] which uses MAC level acknowledgments to 
infer whether a link exists or not between two nodes, and the use of directional 
antennas for detecting wormhole nodes [80].  

In the following sub-sections, we provide brief discussions on some of the existing 
well-known secure routing protocols for WMNs. For more details on several such 
protocols, readers may refer to [4].   

3.3.1 Authenticated Routing for Ad Hoc Networks (ARAN) 
Authenticated routing for ad hoc networks (ARAN) is an on demand routing protocol 
that provides authentication of route discovery, route setup, and route path maintenance 
using cryptographic certificates [58]. It can detect and protect against malicious 
attackers without requiring any pre-deployed network infrastructure. However, it 
assumes a small amount of prior security coordination among the nodes. A trusted 
certificate server is used whose public key is assumed to be known to all nodes. On 
joining the network, each node receives a certificate issued by the trusted server. The 
certificate received by a node contains the IP address of the node, the public key of the 
node, the timestamp of creation of the certificate and the time at which the certificate 
would expire. A node uses its certificate for authenticating itself during the routing 
process. At the time of route discovery, a node broadcasts a signed route discovery 
packet (RDP). The RDP includes the IP address of the destination node, the certificate 
of the source node, a nonce, and a timestamp. The RDP is signed by the private key of 
the source node. Each node in the route discovery path validates the signature of the 
previous node, removes the certificate and the signature of the previous node, and 
records the IP address of the previous node. The node then signs the original contents of 
the packet, appends its own certificate and forwards the message after signing it with its 
private key. When the RDP reaches the intended destination node, the node creates a 
route reply packet (REP) and unicasts it back along the reverse path. The REP includes 
an identifier of the packet type, the IP address of the source, its certificate, the nonce, 
and the associated timestamp that was initially sent by the source node. On receiving the 
REP, the source node verifies the signature of the destination node, and the nonce. An 
error message (ERR) is generated if the timestamp or nonce does not match the 
requirements or if the certificate fails in the authenticity validation process. ARAN is a 
secure protocol that can prevent a number of attacks such as unauthorized participation 
of nodes, spoofed route signaling, spurious routing messages, alteration of routing 
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packets, manipulation of the TTL values in the packets, and replay attacks. However, it 
is vulnerable to DoS attacks which are launched by flooding the network with bogus 
control packets. Since signature verification for each packet is required, the attacker can 
force a node to discard some of the control packets if the node cannot verify the 
signatures at the rate which is equal to or greater than the rate at which the attacker is 
injecting the bogus control packets.  

3.3.2 Secure Efficient Ad Hoc Distance Vector (SEAD) Routing Protocol 
The secure efficient ad hoc distance vector (SEAD) [57] is a secure and proactive ad 
hoc routing protocol based on the destination-sequenced distance vector (DSDV) 
routing protocol [81]. The protocol deploys a one-way hash function for computing 
the hash chain elements which are used to authenticate the sequence numbers and the 
metrics of the update messages of the routing tables. The protocol ensures a mutual 
authentication between a source and a destination pair. The source of each routing 
table update message is also authenticated so as to prevent creation of any possible 
routing loop by an attacker which may try to launch an impersonation attack. 
Although the hash chains are useful for authenticating the metric and the sequence 
number, they are not sufficient for defending against a malicious node which can 
advertise the same distance and sequence number that the node has received. To 
defend against such malicious nodes, hash tree chains are used in conjunction with 
packet leashes [77], in which the address of the authenticator is tied with the address 
of the sender node. This prevents an attacker from replaying to an authenticator that it 
hears in its neighborhood. The protocol uses TESLA TIK [71] for shared key 
distribution among each pair of nodes in the network. SEAD can defend against 
routing loop attack if the loop does not contain more than one attacker. The protocol 
is simple and easy to implement by making a slight modifications to the DSDV 
protocol. The use of one-way hash chain for authentication reduces the computational 
complexity. The main drawback of the protocol, however, is the requirement of a 
trusted entity for distribution and maintenance of the verification element of each 
node. The trusted entity can also be a single-point-of-failure in the protocol operation.   

 

Fig. 9. Illustration of the use of trust metrics of nodes in SAR protocol 
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3.3.3 Security-Aware Ad Hoc Routing (SAR) Protocol 
The security-aware ad hoc routing (SAR) protocol uses security as one of the key 
metrics in the route discovery and maintenance operations, and provides a framework 
for enforcing and measuring the attributes of the security metric [82]. Unlike 
traditional routing protocols which utilize distance (measured by the hop-counts), 
location, power and other metrics for routing path determination, SAR uses security 
attributes (such as trust values and trust relationships among nodes) in order to define 
a routing metric. SAR extends on-demand ad hoc routing protocols such as AODV 
[83] or DSR [84] in order to incorporate the security metric into the route discovery 
messages. The protocol ensures that an intermediate node that receives an RREQ 
packet can process or forward it only if the node can provide the required security or 
has the required authorization and trust level. If the node cannot provide the required 
security, the RREQ packet is dropped. If an end-to-end path with the required security 
attributes can be found, a suitably modified RREP message is sent from an 
intermediate node or the destination node. The security metric of SAR can be 
specified by a hierarchy of trust among the nodes. In order to define the trust levels, a 
key distribution or secret sharing mechanism is utilized in which the nodes belonging 
to a particular trust level share a key among them. Since the nodes of different 
security levels do not share any key, they cannot decrypt or process routing packets. 
SAR allows an application to choose its required level of security. However, the 
protocol needs different keys for different levels of security. Hence, with the increase 
in the number of security levels to be maintained, the number of keys to be managed 
also increases leading to an increase in storage and computational overheads.  

Fig. 9 illustrates how trust metric is used in SAR. As shown in Fig. 9, the packets 
from the source node N1 have two paths to travel to the destination node N2. The 
shorter among these two paths, however, passes through nodes P1 and P2, whose trust 
levels are low. Hence, the protocol chooses a longer but secure path that passes 
through the trusted nodes I1, I2, and I3.  

3.3.4 Secure Ad Hoc On-Demand Distance Vector (SAODV) Routing Protocol 
The secure ad hoc on-demand distance vector (SAODV) routing protocol [64] is a 
secure extension of the AODV protocol [83]. The main objective of SAODV is to 
ensure integrity, authentication, and non-repudiation of the messages used in the 
AODV protocol. SAODV uses two mechanisms to secure routing messages: (i) 
digital signatures to authenticate the non-mutable fields of the messages, and (ii) hash 
chains to secure the hop count field which is the only mutable information in the 
packets. Since the protocol uses asymmetric cryptography for digital signatures, a key 
management mechanism is needed for enabling a node to acquire and verify the 
public key of other nodes in the network. SAODV uses the following additional fields 
in a routing packet header: (i) the hash function field identifies the one-way hash 
function used for securing the hop-count information, (ii) max hop count is a counter 
that specifies the maximum number of nodes a packet is allowed to go through, (iii) 
top hash field is the result of the application of the hash function on the max hop 
count times to a randomly generated number, and (iv) hash field is the random 
number used for routing. Each time a node sends an RREQ or an RREP message,  
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it generates a random number and sets the value of the max hop count field same as 
the time to live (TTL) field in the IP header. The node then sets the hash field with the 
random number and also sets the identifier field of the hash function. Finally,  
the node computes the top hash by hashing the random number max hop count times. 
The protocol enables the receiver node to verify the hop count of each message by 
applying the hash function (maximum hop count – hop count) times to the value in the 
hash field. If the computed hash value and the value in the top hash field match, the 
hop count is successfully verified. Each time an RREQ message is re-broadcasted or 
an RREP is forwarded, the node has to apply the hash function to the hash field. 
Digital signatures are used to sign every field except the hop count and the hash field. 
Although the use of hash function and digital signature makes the scheme secure, the 
intermediate nodes cannot reply to an RREQ message if they have a fresh route to the 
destination node in their caches. In order to overcome this problem, the authors 
propose two solutions. The first solution does not allow the intermediate nodes to 
respond to a RREQ message and make then simply forward the RREQ message, since 
they cannot sign the message on behalf of the destination node. The second solution 
involves addition of a signature that can be used by intermediate nodes to reply to an 
RREQ by the node that originally created the RREQ. The route error (RERRs) 
messages are secured using digital signatures. A node that generates or forwards an 
RERR message, signs the whole message (except the destination sequence number) 
using its shared key with its neighbor node. Since the destination node does not 
authenticate the destination sequence number, a node should not update the 
destination sequence numbers of the entries in its routing table based on the RERR 
messages. The performance characteristics of SAODV are similar to those of the 
AODV protocol. However, the communication overhead in SAODV increases very 
rapidly with increase in mobility of the nodes due to the use of expensive asymmetric 
cryptographic operations.  

3.3.5 Secure Routing Protocol (SRP) 
The secure routing protocol (SRP) [63] is a secure extension that can be applied to 
many of the existing routing protocols especially to the DSR protocol [84]. The 
protocol requires the existence of a security association (SA) between a source-
destination pair. This security association is utilized to establish a shared secret key 
between the two nodes. The protocol appends a header to each routing packet. The 
source node sends an RREQ with a query sequence (QSEQ) number which is used by 
the destination node to check whether the RREQ is outdated or valid, a random query 
identifier (QID) that identifies the specific request, and the output of a keyed hash 
function. The input to the function is the IP header, the header of the base protocol, 
and the shared secret key between the pair of nodes. The RREQ message generated by 
the source node is protected by a message authentication code (MAC) computed 
using the shared key between the source-destination pair. The RRQEs are broadcast to 
all the neighbors of the source node. Each neighbor that receives the RREQ for the 
first time appends its identifier to the RREQ and further broadcasts it in the network. 
All nodes maintain a priority ranking of its neighbors based on the rate at which the 
queries are generated from them. Higher priorities are assigned to nodes which 
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generate queries at lower rates. The destination node checks the validity of the query 
and verifies its integrity and authenticity by computing and matching the keyed hash 
value. If the query is found to be valid and if it passes the integrity and authentication 
verification tests, the destination node generates a number of replies (RREPs) using 
different routes. This protects against attacks from malicious nodes that may attempt 
to modify the RREPs. An RREP includes the entire path from the source to the 
destination, the query sequence (QSEQ) number, and the query identification (QID) 
number. The integrity and authenticity of an RREP message is done using message 
authentication code in the same manner as in case of an RREQ message. Route 
maintenance is done using route error messages. The route error messages are source-
routed along the path which is reported to be broken by an intermediate node. When 
the notified node receives a route error packet, it compares the route followed by the 
packet with the prefix of the corresponding route as reported in the route error packet. 
However, this approach has a security loophole since a fabricated route error attack 
can be easily launched by a malicious node. SRP is a light-weight protocol that can be 
easily implemented on a base routing protocol. However, as mentioned earlier, it 
cannot prevent unauthorized modifications of routes by malicious nodes.  

3.3.6 ARIADNE: A Secure On-Demand Routing Protocol for Ad Hoc 
Networks 

Ariadne [56] is a secure on-demand routing protocol that is an extension of the 
dynamic source routing (DSR) protocol [84]. In contrast to the SEAD protocol [57] 
which is based on hop-by-hop authentication and message integrity, Ariadne assumes 
an end-to-end security approach. The protocol assumes the existence of a shared 
secret key between a pair of nodes and uses a message authentication code (MAC) for 
authenticating messages using this secret key. In fact, Ariadne proposes three schemes 
for authentication of messages: (i) authentication between two nodes using their 
shared secret key, (ii) shared secrets between communicating nodes combined with 
broadcast authentication using TESLA [71, 85], and (iii) digital signatures. In 
TESLA, a sender node generates a one-way key chain and defines a schedule based 
on which the keys are disclosed in the reverse order of their generation [71, 85]. This 
makes time synchronization a critical requirement for Ariadne. In the route discovery 
phase, the source node sends an RREQ message that includes the IP address of the 
source node, an ID that identifies the current route discovery process, a TESLA time 
interval for indicating the expected arrival time of the request to the destination, a 
hash chain that includes the address of the source node, the destination node address, 
the ID of the destination, and two empty lists – a node list and a MAC list. A 
neighbor, node on receiving the RREQ message, first checks the validity of the 
TESLA time interval so that the time interval is not too far in the future and its 
corresponding keys are not disclosed yet. A request with an invalid time interval is 
dropped by the neighbor nodes. If the time interval is valid, then the neighbor node 
inserts its address in the node list, replaces the hash chain with a new one that 
contains the address of the neighbor nodes along with the addresses of the nodes in 
the previous hash chain, and appends a message authentication code (MAC) of the 
entire packet to the MAC list. The MAC is computed using the TESLA key that 
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corresponds to the time interval of the RREQ message. The neighbor node then 
broadcasts the RREQ message further in the network. The destination node buffers 
the RREQ and checks for its validity. An RREQ is considered to be valid if the keys 
with respect to the specified time interval have not yet been disclosed, and if the 
included hash chain can be verified. If the RREQ message is found to be valid, the 
destination node generates and broadcasts an RREP message. An RREP message 
contains all the fields of an RREQ message. In addition, it also contains a target MAC 
field and an empty key list. The target MAC field is filled in using the computed 
MAC of the preceding fields of the RREP message and the key that the destination 
shares with the initiator node. The RREP message is forwarded back to the initiator 
along the reverse path included in the node list as specified by the DSR protocol. An 
intermediate node, on receiving the RREP message, waits until the specified time 
interval allows it to disclose its key. On expiry of the specified time interval, the 
intermediate node discloses the key and appends the RREP to the key list and 
forwards the message to the next node. Upon receiving an RREP message, the 
initiator node verifies the validity of each key in the key list, checks the authenticity 
of the target MAC, and each MAC in the MAC list. The route maintenance in Ariadne 
is done in a similar manner as in DSR protocol. A node forwarding a packet to the 
next hop along the source route returns an RERR message to the packet’s original 
sender if it is unable to deliver the packet to the next hop after a limited number of 
retransmission attempts. The most critical requirement for the operation of the 
Ariadne protocol is the existence of a clock synchronization mechanism. The base 
Ariadne protocol is vulnerable to wormhole attack. Hu et al. have proposed a security 
solution to defend against the wormhole attack using a mechanism called packet 
leashes [77]. 

3.3.7 Security Enhanced AODV Protocol 
Li et al. have proposed a security enhanced AODV (SEAODV) routing protocol [69] 
that employs Bloom’s key pre-distribution scheme [86] to compute pair-wise transit 
key (PTK) through the flooding of enhanced hello message. The protocol uses the 
established PTK to distribute the group transit key (GTK). The PTKs and GTKs are 
used for authenticating unicast and broadcast routing messages respectively. A unique 
PTK is shared between each pair of nodes, while the GTK is shared secretly between 
a node and all of its one-hop neighbors. A message authentication code (MAC) is 
attached as the extension to the original AODV routing message to guarantee the 
authenticity and integrity of the messages in a hop-by-hop manner. In order to ensure 
hop-by-hop authentication, each node must verify the incoming messages from its 
one-hop neighbors before re-broadcasting or unicasting the messages. The route 
discovery process in SEAODV is similar to that in AODV except for a minor 
difference. In SEAODV, an MAC extension is appended to the AODV routing 
packet. The MAC is computed based on the GTK of the node that broadcasts an 
RREQ message in its neighborhood. A neighbor node, on receiving the RREQ 
message, computes the MAC of the received message using the GTK. If the computed 
MAC matches with the received one, the received RREQ is considered to be 
authentic. The neighbor node then updates the hop-count of the RREQ message and 
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its routing table. Further, it sets up a reverse path back to the source node by 
recording the node from which it has received the RREQ message. Finally, the node 
computes a message authentication code of the updated RREQ using the GTK and 
appends the MAC to the RREQ before re-broadcasting the RREQ. The destination 
node on receiving an RREQ generates an RREP message and unicasts it back to the 
source node along the reverse path. Since the RREP message is authenticated at each 
hop using the PTKs, an adversary can no way re-direct the traffic to some other route. 
A node generates a route error (RERR) message if it receives a packet for which it 
does not have an active route in its routing table, or the node possibly detects a broken 
link for the next hop of an active route. Although SEAODV is a secure extension of 
the AODV protocol, it is vulnerable to RREQ flooding attack. However, since the 
protocol provides authentication for RREQs from nodes that are in the list of active 
one-hop neighbors, such an attack would be detected very quite early before it can 
cause a serious damage in network communication. 

3.3.8 Secure Link State Routing Protocol (SLSP) 
The secure link state routing protocol (SLSP) [65] is a secure proactive routing 
protocol for multi-hop wireless networks like MANET and WMNs. Its major goal is 
to enable a secure topology discovery and distribution of link state information across 
a wireless network. The critical requirement of SLSP protocol is the existence of an 
asymmetric key pair for every network interfaces of a node. The participating nodes 
in the network are identified by the IP addresses of their respective network 
interfaces. The key management is done by a group of nodes or by the use of 
threshold cryptography [41, 87]. The operation of SLSP can be logically divided into 
three parts: (i) public key distribution and management, (ii) neighbor discovery, and 
(iii) link state updates. The nodes broadcast their public key certificates within their 
zone using public key distribution (PKD) packets. The nodes verify the subsequent 
packets from the source node by matching its signed PKD packet. The link state 
information is also broadcasted periodically using neighbor lookup protocol (NLP) 
[65]. The NLP protocol uses signed HELLO messages which include the sender’s 
MAC address and the IP address for the current network interface. NLP can inform 
SLSP about any suspicious observations (e.g. two different IP addresses having the 
same MAC address, or a node claiming the MAC address of the current node etc.) by 
generating notification messages. SLSP discards suspicious packets for which it has 
received a notification message. The hop count information in a packet is 
authenticated using hash chains. The link state update (LSU) packets are identified by 
the IP address of the initiating node [65]. The hash chains are authenticated using a 
digitally signed part of the LSU message. When a node receives an LSU it verifies the 
attached signature using a public key that it received earlier in the public key 
distribution phase of the protocol. To protect against DoS attacks, the nodes maintain 
a priority ranking of each neighboring node based on the rate of out-bound traffic. 
Nodes with lower rates of LSU generation are assigned higher priorities. This 
prevents a possible attack by a malicious node that may attempt to flood the network 
with spurious control packets, since the node will be always assigned a very low 
priority due its high rate of traffic generation. SLSP protocol provides security in the 
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neighbor discovery process and uses NLP to identify spoofing attack by detecting 
discrepancies between the IP and the MAC addresses. However, the protocol is 
vulnerable to colluding malicious nodes that fabricate spurious links between 
themselves and flood this information in their neighborhood. Further, due to the use 
of asymmetric key cryptography, the protocol involves higher computational 
overhead. 

3.3.9 Secure Optimized Link State Routing (SOLSR) Protocol 
Secure optimized link state routing (SOLSR) protocol [88] is a secure extension of the 
base optimized link state routing (OLSR) protocol [89]. OLSR is a proactive link state 
routing protocol that employs an optimized flooding mechanism for diffusing link-
state information. The optimization in OLSR is achieved by the use of multi point 
relays (MPRs). Fig.10 illustrates how the use of MPRs drastically reduces the 
overhead of control message communication. 

 

Fig. 10. OLSR: (a) Each2-hop neighbor broadcasts. (b) Only MPRs transmit the broadcast [87]. 

In OLSR, each node selects MPRs from among its neighbors in such a way that a 
message emitted by a node and further forwarded by the MPR nodes will be received 
by all nodes which are two-hops away from the source. Each node maintains its MPR 
selector set. On receiving an OLSR control message, a node consults its MPR selector 
set for deciding if the message is to be retransmitted. If the last hop of the control 
message is an MPR selector, then the message is to be retransmitted; otherwise, it is 
not retransmitted. If a message is to be broadcasted network-wide, it is sufficient to 
send it to a subset of the neighbors of the source node. This subset consists of the 
MPR set of the source node. In this way, OLSR optimizes message communication in 
a multi-hop wireless network. However, the OLSR protocol has a number of security 
vulnerabilities which can be exploited by a malicious node to launch attacks such as: 
(i) incorrect control traffic generation, (ii) incorrect HELLO message generation by 
identity spoofing or link spoofing, (iii) incorrect topology control (TC) message 
generation by identity spoofing or link spoofing, and (iv) incorrect control traffic 
relaying. The SOLSR protocol defends against such attacks by providing 
authentication for the OLSR signalling packets. The protocol uses message 
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authentication codes (MACs) in every hop to ensure integrity and authentication of 
the routing messages. Every message is also time-stamped in order to ensure the 
freshness of the message. To prevent false message injection by malicious nodes, a 
signature is generated by the source node of each control message and the signature is 
appended with the control message. The receiver node checks the authenticity of the 
signature and the integrity of the message. Depending on the level of security desired, 
either an asymmetric key cryptographic method or a shared secret key cryptographic 
method is used for signature generation and verification and message integrity 
checking. The time stamps in the control messages are used to defend against replay 
attack. For each message that is generated by a source node, a unique timestamp is 
included in the message. If the difference between the time at which a message is 
received by a receiver and the timestamp of generation of the message at the source 
node does not exceed a threshold value than the message is considered to be fresh and 
it is accepted by the receiver provided it passes the authentication and integrity 
verification. There are various approaches for timestamp generation: (i) synchronous, 
real-time timestamps, (ii) non-volatile timestamps, and (iii) timestamps obtained 
using a challenge-response mechanism [88]. SOLSR involves more communication 
overhead than the base OLSR protocol. However, the computational overhead may be 
reduced by the use of symmetric key cryptography for message authentication and 
integrity verification purposes. The protocol is ideally suited to networks with low 
mobility like the WMNs. However, with a large network, it exhibits a scalability 
problem in its performance. 

3.3.10 Hybrid Wireless Mesh Protocol (HWMP) 
Bahr has proposed a hybrid wireless mesh protocol (HWMP) [90]. It is the default 
routing protocol for IEEE 802.11s WLAN mesh networking. Every IEEE 802.11s 
compliant device is able to use this protocol for selecting routing paths. HWMP has 
both reactive and proactive routing capabilities. It is based on the adaptation of 
AODV routing protocol [83] into a novel protocol called radio-metric AODV (RM-
AODV) [91]. Unlike the AODV protocol that works on the network layer using the IP 
addresses, RM-AODV works on the MAC layer using the MAC addresses. RM-
AODV uses a radio-aware metric for routing that helps in path selection. A mesh 
portal (a mesh point that has a connection to a wired network and acts as a bridge 
between the mesh network and the wired network) is configured to periodically 
broadcast mesh portal announcements to set up a tree with the mesh portal acting as 
the root of the tree. The created and maintained tree allows proactive routing with the 
mesh portal acting as the destination node. The proactive extension of HWMP uses 
the same distance vector routing strategy as RM-AODV and utilizes the routing 
control messages of RM-AODV for routing purpose. HWMP uses destination 
sequence numbers for detecting expired and outdated routing information. Routing 
packets with newer sequence numbers are always considered for routing and the 
packets with older sequence numbers are discarded. All routing table entries have 
specified validity time. The lifetime associated with a routing path is reset every time 
data frames are transmitted over that path. 
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The reactive components of HWMP uses a route discovery process which is 
similar to that used in the AODV [83] and the DSR [84] protocols. A source mesh 
points that needs to discover a path towards a destination mesh point broadcasts a 
route request (RREQ) packet. The destination mesh point or an intermediate mesh 
point that has a fresh route information to the destination node replies with a unicast 
route reply (RREP) message. However, the route discovery process in HWMP is 
adapted to the requirements of the IEEE 802.11s path selection protocol, and hence 
the MAC addresses of the nodes are used in routing and radio-aware links metrics are 
used for determining the optimal route path. The protocol uses the airtime link metric 
as defined by IEEE 802.11s standard [92] for this purpose. 

HWMP has a proactive routing component as well. In deployment scenarios (for 
instance in a wireless mesh network that provides access to the Internet), large 
proportion of the traffic in a mesh network are destined for only one or a few mesh 
points. Since a proactive routing strategy to the mesh portal will be more efficient for 
such scenarios [90], the mesh portals are configured to periodically broadcast mesh 
portal announcements through wireless mesh network. A tree with the mesh portal as 
the root is constructed and a distance vector-based routing strategy as used in RM-
AODV is adopted. The messages of RM-AODV are gainfully utilized in proactive 
routing. 

The use of the proactive extension of RM-AODV and the reactive component of 
HWMP can be configured in the mesh portal node. This implies that the proactive 
component is optional in a mesh portal. For operation of the proactive component, a 
mesh portal is to be configured so that it can periodically broadcast mesh portal 
announcements. This triggers a root selection and routing tree construction process 
for the operation of the proactive routing protocol. 

3.3.11 Byzantine-Resilient Secure Multicast Routing (BSMR) Protocol 
In multicast routing, data is delivered from a source node to multiple destination 
nodes which belong to a multicast group. Multicast routing protocols for wireless 
multi-hop networks use various approaches such as flooding, gossiping, geographical 
positions and are based on various communication structures such as meshes or trees. 
Designing a secure multicast routing protocol for wireless networks is more difficult 
than designing a unicast routing protocol due to several unique challenges that 
multicast communications bring in [72]. Curtmola and Nita-Rotaru have proposed a 
secure multicast routing protocol, named BSMR, that is resilient against Byzantine 
attacks [72]. The authors have first identified various possible attacks on multicast 
routing such as: Byzantine behavior of malicious nodes either alone or in collusion, 
which may lead to packet dropping, false packet injection, modification or replaying 
of packets etc at the network layer, intentional collision of frames at the MAC layer, 
and jamming at the physical layer. Further, in a multicast routing protocol, an 
adversary can attack the control messages for route discovery, route setup, and tree 
construction and management etc, and the data packets. In addition to attacks such as 
false route advertisement, generation of malicious route error messages may lead to 
network or multicast tree partitioning. Attacks on data packets include eavesdropping, 
modification, replay, false data injection, selective packet forwarding etc. Many of 



 Security and Privacy Issues in Wireless Mesh Networks: A Survey 225 

these attacks such as selective packet forwarding and DoS attacks cannot be 
prevented by use of cryptographic mechanisms only.  

In the BSMR protocol [72], multicast data is communicated from the source to the 
members of a multicast group even if there are Byzantine attackers in the network as 
long as the multicast group members can be reached from the source node using paths 
that do not contain any adversarial node. An authentication mechanism is used that 
ensures that only authenticated nodes are allowed to perform certain critical 
operations such as joining in the multicast tree using valid group certificates. BSMR 
is also robust against a possible attack by a malicious node that may attempt to 
prevent a legitimate node from establishing a route to the multicast tree by flooding 
spurious route request or route reply messages. Selective packet forwarding attack is 
mitigated by using a reliability metric that detects adversarial behavior. The metric 
uses a list of link weights. A link with higher weight has lower reliability. Each node 
maintains its list corresponding to the weights of its links. This list is appended in 
each route request sent by the node so that the adversarial links are always avoided 
due to their higher weights when a new route to the tree is established. The reliability 
of a link is determined by the throughput of the link, and the nodes dynamically 
update their weight lists based on the link reliabilities. The authentication framework 
involves the use of a tree token by each of the authenticated members in the multicast 
tree. The tree token is periodically refreshed and distributed by the multicast group 
leader. The tree token is encrypted using the pair-wise shared keys established 
between each pair of neighbor nodes in the multicast tree. To allow any node in the 
network to verify whether the tree token possessed by a tree node is really a valid one, 
the group leader periodically broadcasts a tree token authenticator. The tree token 
authenticator can be expressed as f (tree token), where f is a collision-resistant one-
way trap door function. Any node can check the authenticity of a given tree token by 
applying the function f on it and checking the result with the value received from the 
tree token authenticator. 

In order to prevent a node from falsely claiming that it is at a smaller hop distance 
from the group leader node than actually it is, the authors have proposed a technique 
based on one-way hash chains. The last element of the hash chain is referred to as the 
hop count anchor, which is periodically broadcasted in the network by the group 
leader thereby preventing a node to make any false claim about its distance from the 
group leader.  

For joining a multicast group, a node needs to make a route discovery to the 
multicast tree. To prevent any possible attack, all route discovery messages are 
authenticated using the public key corresponding to the group certificate. All tree 
nodes use tree token to prove their membership in the current multicast group. For 
joining a multicast group, the requesting node first broadcasts an RREQ message that 
includes the node identifier, its weight list, the multicast group identifier, the last 
known group sequence number, and a request sequence number. The RREQ is 
flooded in the network till it reaches a tree node that has a group sequence number 
which is either greater than or equal to the group sequence number in the RREQ 
message. On receiving the RREQ message, the tree node initiates a response.  
The RREP message includes the node identifier, its recorded group sequence number, 
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the requester’s identifier, a response sequence number, the group identifier, and the 
weight list from the RREQ. To prove its current tree node status, the node also 
includes the current token encrypted with the requester’s public key in the RREP 
message. The RREP is also flooded in the network till it reaches the requester node. 
The BSMR protocol uses a robust multicast tree maintenance strategy which is 
activated on occurrence of events such as pruning, link breaks, and network tree 
partitioning. The pruning messages are authenticated using the pair-wise keys shared 
between the tree neighbors. Even if a malicious node that has a sub-tree under it 
prunes itself, the legitimate nodes in the sub-tree will be able to reconnect to the tree 
using a procedure proposed in the protocol.  

3.3.12 Secure On Demand Multicast Routing Protocol (SODMRP) 
Dong et al. have proposed a secure version (SODMRP) [93] of the on demand 
multicast routing protocol (ODMRP) [94]. Before discussing the salient features of 
SODMRP, we first provide a brief overview of ODMRP. 

ODMRP is an on-demand multicast routing protocol for multi-hop wireless 
networks. The protocol uses a mesh of nodes that constitutes a multicast group. Nodes 
are added to multicast groups using a route selection and activation protocol. The 
source node periodically reconstructs the mesh by flooding a JOIN QUERY message 
in the network so that membership information and the routing information are 
updated regularly. The interval between two successive mesh constructions is known 
as a round. JOIN QUERY messages are flooded in the network using a basic flood 
suppression mechanism which only allows the processing of the first received copy of 
a flooded message. When a JOIN QUERY message reaches a receiver node, the latter 
activates the path from itself to the source node by constructing a JOIN REPLY 
message and then broadcasting it. The JOIN REPLY message contains entries for 
each multicast group it wants to join. Each entry has a next hop field which is filled 
with the corresponding upstream node. When an intermediate node receives a JOIN 
REPLY message, it checks whether it is on the path to the source or not by verifying 
if the next hop field of any of the entries in the message matches with its own 
identifier. If the node finds that it lies on a path to the source, it makes itself a part of 
the mesh (the FORWARDING GROUP), and creates a new JOIN REPLY message 
using the matched entries. The node then broadcasts the JOIN REPLY message. As 
the JOIN REPLY messages reach the source node, the multicast receivers become 
connected to the source through a mesh of nodes (the FORWARDING GROUP) 
which guarantees delivery of multicast data. As long as a node is in the 
FORWARDING GROUP, it rebroadcasts any non-duplicate multicast data packets 
that it receives from its neighbors. To leave a multicast group, the receiver nodes just 
do not reply to the JOIN QUERY messages. They are not required to explicitly send 
any messages for this purpose. The participation of a node in the FORWARDING 
GROUP expires if its forwarding-node status is not updated in each time interval.   

For enhancing the throughput of the ODMRP protocol Dong et al. first propose a 
high throughput algorithm called ODMRT-HT [93]. The fundamental differences 
between ODMRP and ODMRP-HT are: (i) unlike ODMRP which chooses links with 
minimum delay for routing, ODMRP-HT selects routes based on link quality metrics for 
achieving high throughput, and (ii) ODMRP-HT uses a weighted flood suppression 
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mechanism to flood JOIN QUERY messages instead of a basic flood suppression 
mechanism [93]. Each node measures the link quality of each of the links with its 
neighbors based on a probing mechanism. The source node floods the JOIN QUERY 
message periodically which contains a route cost field based on the cumulative costs of 
the links of the route on which the message has travelled. When a node receives a JOIN 
QUERY message, it updates the route cost field by adding the metric of the last link 
over which the message has travelled. JOIN QUERY messages are flooded using a 
weighted flood suppression mechanism. In this approach, a node processes duplicate 
messages received over a fixed interval of time and rebroadcasts flood messages that 
advertise a better metric as indicated in the route cost field in the messages. Each node 
also records the node in the upstream path to the source node from which it has received 
the best link quality metric in the JOIN QUERY message. The receiver node, as in case 
of ODMRP, constructs a JOIN REPLY packet which is forwarded towards the source 
node through the best path as determined by the metric. The nodes on this best path are 
chosen as the members of the FORWARDING GROUP. 

Dong et al. have identified various metric manipulation attacks that may be 
launched on ODMRP-HT protocol [93]. These attacks have been broadly categorized 
into two groups: (i) local metric manipulation (LMM) and (ii) global manipulation 
(GMM) [93]. Both these attacks types are Byzantine in nature since they may be 
launched by legitimate member nodes in the network which possess the necessary 
credentials. In the LMM attack, a malicious node intentionally increases the quality of 
its adjacent links and thereby creates a false perception among its neighbor about the 
link qualities. These falsely advertised good quality links have higher chances of 
being chosen by the neighbors and in this way the malicious node gets included on the 
selected routes. The GMM attack, on the other hand, involves a malicious node that 
arbitrarily changes the cumulative value of the route metric in a flooded packet before 
rebroadcasting it. In this way, the malicious node is able to not only manipulate its 
own contribution to the path metric in terms of its advertised link quality, but it can 
also adjust the contributions of the previous nodes on the routing path. Both these 
attacks are epidemic in nature and can have a detrimental effect on the performance of 
the throughput of the multicast routing.  

To defend against the LMM and GMM attacks, Dong et al. have proposed the 
SODMRP protocol [93]. SODMRP uses an authentication framework which ensures 
that each node in the mesh network has a public-private key pair. In addition, each 
node possesses a client certificate that binds its public key to its one unique identity. 
Every packet is authenticated so that it is not possible for an outsider to inject any 
spurious packet in the network. For detection of attacks, two reactive approaches have 
been proposed: (i) a measurement-based attack detection protocol, and (ii) an 
accusation-based reaction protocol. The measurement-based attack detection strategy 
is based on the ability of the honest nodes in the network to detect discrepancy 
between the expected packet delivery ratio (ePDR) and the perceived packet delivery 
ratio (pPDR). The ePDR of a route is estimated from the value of the metric of the 
route, while the pPDR of a route can be determined by measuring the throughput 
along the route. Both the FORWARDING GROUP members and the received nodes 
monitor the pPDR along their routes. An alert is raised if the deference between the 
ePDR and pPDR exceeds a threshold value. In the accusation-based reaction, a node 
on detecting malicious behavior of another node, accuses the suspected node and 
floods the network with an ACCUSATION message. The ACCUSATION message 
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contains the identity of the accuser as well as that of the accused node. The metrics 
advertised by the accused node are ignored and the accused node is not considered for 
inclusion in any subsequent FORWARDING GROUP selection. To prevent any 
possible bad-mouthing attack, a node is not allowed to issue any further accusation 
before the expiry of its previously made accusation. Any possible metric poisoning 
effect caused due to a metric manipulation attack is prevented by refreshing the 
metrics in the network immediately after an attack is detected. This is achieved by 
automatic and periodic broadcasting of JOIN QUERY messages.  

SODMRP can defend against metric manipulation attack in wireless mesh 
networks and ensures high throughput in multicast communications. Since it uses 
asymmetric key cryptography, the computational overhead on the nodes and 
communication overhead in the network are higher which can be justified for 
applications which need high security and sustained high throughput.  

Table 3 presents a summary of some of the aforementioned security schemes in the 
network layer of a WMN communication protocol stack. 

Table 3. Summary of some network layer security schemes for WMNs 

Protocol Salient Features 
ARIADNE 
[56] 

It is an on-demand routing protocol that assumes clock synchronization and 
the existence of a shared secret between each pair of nodes. It also assume 
an authentic TESLA key for each node in the network and an authentic route 
discovery chain element for each node for which this node will forward 
RREQs. TESLA keys are distributed to the participating nodes via an online 
key distribution center. Freedom from routing loop is guaranteed. Routing 
metric is the routing path length. In routing, shortest path identification is 
not done. Intermediate nodes are not allowed to reply to RREQs. It is 
resistant to: replay, DoS, routing table poisoning attacks. It is vulnerable to: 
location disclosure, black hole, wormhole attacks.  

SRP [63] It is an on-demand routing protocol that assumes the existence of a security 
association between each source and destination node. Malicious nodes are 
assumed not to collude. Freedom from routing loops guaranteed. Path length 
is the routing metric. The shortest path identification is not done. 
Intermediate nodes are allowed to optionally reply to RREQs. It is resistant 
to: replay, DoS, routing table poisoning attacks. It is vulnerable to: location 
disclosure, black hole, wormhole attacks. 

SAODV 
[64] 

It uses an on-demand routing approach that assumes the presence of an 
online key management scheme for association and verification of the public 
keys. Freedom from routing loops is guaranteed. Routing metric is the 
routing path length. It does not identify the shortest path in routing. 
Intermediate nodes are allowed to optionally reply to RREQs. It is resistant 
to replay, routing table poisoning attacks; and vulnerable to location 
disclosure, black hole, wormhole, DoS attacks.  

SEAD 
[57] 

It follows a table-driven (reactive) routing approach and assumes the 
existence of a clock synchronization, or a shared secret between each pair of 
nodes. Freedom from routing loop is guaranteed. Routing metric is the path 
length. It does not identify the shortest path in routing. Intermediate nodes 
are not allowed to reply to RREQs. It is resistant to replay, DoS, routing 
table poisoning attacks; vulnerable to location disclosure, blackhole, 
wormhole attacks.  
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Table 3. (continued) 

ARAN 
[58] 

It is an on-demand routing protocol that requires the presence of an online 
certification authority. Each node knows the public key of the CA a priori. 
Freedom from loops is guaranteed. Selection of the shortest path in routing 
is not mandatory. Intermediate nodes are not allowed to reply to RREQs. It 
is resistant to replay, routing table poisoning attacks; vulnerable to location 
disclosure, black hole, wormhole, DoS attacks. 

SMT 
[60] 

It is an on-demand routing protocol that assumes an initial trust between 
source and destination using public key cryptography. It also assumes a 
shared finite field for purposes of data dispersion in pre-computed set of 
columns. Freedom from routing loop is guaranteed. Selection of the shortest 
path in routing is not mandatory. Intermediate nodes may optionally reply to 
RREQs. It is resistant to replay, routing table poisoning attacks; vulnerable 
to location disclosure, black hole, wormhole, DoS attacks.  

SAR 
[82] 

This on-demand routing protocol assumes the existence of a key distribution 
or secret sharing mechanism. Freedom from routing loops not guaranteed- 
depends on the selected security requirements. Shortest routing path 
selection is not possible. Intermediate nodes are not allowed to reply to 
RREQs. It is resistant to replay, routing table poisoning attacks; vulnerable 
to location disclosure, black hole, wormhole, DoS attacks.  

SEAODV 
[69] 

It is an on-demand routing approach that assumes the presence of an online 
key management scheme for the association and verification of the public 
keys. Freedom from routing loops is guaranteed. Routing metric is the 
routing path length. It does not identify the shortest path in routing. 
Intermediate nodes are allowed to optionally reply to RREQs. It is resistant 
to replay, routing table poisoning attacks; vulnerable to location disclosure, 
blackhole, wormhole, DoS attacks. 

SLSP [65] It is a table-driven (proactive) protocol and assumes that the nodes have 
their public keys certified by a trusted third party (TTP). Malicious nodes 
are assumed not to collude. Freedom from loop is guaranteed. Routing 
metric is the routing path length. It does not involve any shortest path 
identification. Intermediate nodes are not allowed to reply to RREQs. It is 
resistant to replay, DoS, routing table poisoning attacks; vulnerable to: 
location disclosure, black hole, wormhole attacks.  

SOLSR 
[88] 

It is a table-driven (proactive) link state routing protocol and assumes a loose 
clock synchronization for time-stamping the messages. A key distribution 
center is also assumed to be present to manage the public keys or generation of 
the secret keys for message authentication, integrity and other security-related 
operations. Freedom from routing loop is guaranteed. Routing metric is the 
routing path length. It does not involve any shortest path identification. 
Intermediate nodes are not allowed to reply to the RREQs. It is resistant to 
replay attack, routing table poisoning attack, incorrect control traffic 
generation, incorrect HELLO message generation by identity spoofing or link 
spoofing, incorrect topology control (TC) message generation, incorrect 
control traffic relaying attacks; vulnerable to blackhole, wormhole, DoS and 
location disclosure attacks.  
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Table 3. (continued) 

SODMRP 
[93] 

It is an on-demand multicast routing protocol and assumes a public key 
cryptographic framework in place. It also assumes that each node possesses 
a client certificate that binds its public key to its unique identity. Freedom 
from routing loop is guaranteed. It ensures high throughput in multicast 
communications to support rich user experience. It is resistant to local 
metric manipulation (LMM) and global metric manipulation (GMM) 
attacks; vulnerable to minor bad mouthing (false accusation) by malicious 
nodes. 

TESLA 
[71, 85] 

It is a source authentication scheme for multicast communication which is 
based on loose time synchronization between the sender and the receivers 
followed by a delayed release of the authentication key by the sender. The 
sender attaches a MAC to each packet using the key which initially is known 
to the sender only; the receiver buffers it without being able to authenticate 
the packet. A short while late, the sender discloses the key and the receiver 
is then able to authenticate the packet. A single MAC per packet is able to 
ensure source authentication if the receiver has a synchronized clock which 
is ahead in time as that of the sender. TESLA is light-weight, scalable and 
can be used in the network or in the application layer. For security, the 
sender and the receiver must have a loose time synchronization in which the 
receiver needs to know an upper bound on its deviation from the sender’ 
clock although precise time synchronization is not required. It is resistant to 
DoS attack on the sender if indirect time synchronization is used. However, 
it is prone to DoS attack on the sender if direct time synchronization is used. 
A powerful buffer overflow attack on the receivers and DoS attacks on the 
authentication key chains are also possible.  

Packet 
Leashes 
[77] 

It is a mechanism to defend against the wormhole attack in which an 
attacker records a packet at one location in a network and tunnels the data to 
another location and replays the packet there. The attacker can perform  
the attack even if cryptographic services providing confidentiality, 
authentication and integrity protection are available in the network. The 
scheme assumes that each node can obtain an authenticated key from any 
other node. A trusted entity is also assumed that signs the public-key 
certificates for each node. Two types of leashes are distinguished- 
geographical leashes and temporal leashes. In temporal leashes, an 
extremely precise clock synchronization mechanism is assumed to be 
present. In the geographical, the scheme assumes geographical location 
information and loosely synchronized clocks. Geographical leashes are less 
efficient, since they require broadcast authentication. The scheme is 
particularly designed to defend against wormhole attack to which most of 
the wireless routing protocols are vulnerable. 

HWMP 
[67,68] 

It is a hybrid routing protocol that has both reactive and proactive routing 
capabilities. It assumes the existence of a mesh portal that is configured to 
periodically broadcast beacons. Routing metric is the routing path length. 
The intermediate nodes can optionally respond to the RREQs. The route 
discovery process is adapted to the IEEE 80.11s path selection protocol in 
which MAC addresses of the nodes are used in routing. Optimal routing path 
is determined based on radio-aware link metrics. It is resistant to replay, 
routing table poisoning attacks; vulnerable to location disclosure, blackhole, 
wormhole, DoS attacks. 
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Table 3. (continued) 

Secure 
MAODV 
[29] 

It is a secure multicast on-demand routing protocol in which each node 
(multicast group members as well as non-members) possesses a pair of 
public/private keys and a certificate signed by a CA. The certificate binds 
the public key of a node to its IP address. A group member has a group 
membership certificate which binds the group member’s public key and IP 
address with the IP address of the multicast group. Each node in a multicast 
tree establishes pairwise shared keys with its neighbor. The multicast group 
leader digitally signs the group HELLO packets to prevent spoofing. Tree 
key credentials are used for distinguishing between tree nodes and other 
nodes. The hop counts are authenticated using one-way has chains. It is 
resistant to outsider attacks and insider attacks such as attacks on route 
discovery process by a non-tree or a tree node, attacks on link activation, 
attacks on multicast tree maintenance – on the tree pruning process, on the 
link repair process, and on the partition merge process. It is vulnerable to 
DDoS attack. 

ODSBR 
[61, 62] 

It is an on-demand (reactive) routing protocol that assumes bi-directional 
communication links and requires pairwise shared keys among the nodes 
which are established on-demand. The services of a public key infrastructure 
(PKI) are assumed to be available for key distribution, management and 
revocation. The protocol establishes a reliability metric based on the 
behavioral analysis of the nodes and selects the best path based on it. The 
metric is represented by a list of link weights. It is resistant to Byzantine 
attacks by insider nodes, such as creation of routing loops, routing packets 
via non-optimal paths, selectively dropping packets etc; vulnerable to DoS 
and wormhole attacks.  

BSMR 
[72] 

It is a multicast routing protocol that assumes a public key infrastructure to 
enable public key cryptographic operations. For multicast communication, a 
multicast tree is constructed. For joining a multicast group a new node 
makes a route discovery to the multicast tree by broadcasting RREQ 
messages. Tree maintenance algorithms are invoked on occurrence of events 
such as pruning, link breaks, and network tree partitioning. It is resistant to 
Byzantine attacks by insider nodes, packet dropping, false packet injection, 
modification or replaying of packets, false route advertisement, generation 
of malicious route error message that leads to network or multicast tree 
partitioning, intentional collision of frames at the MAC layer and jamming 
at the physical layer. However, it is vulnerable to DDoS attacks. 

3.4 Security Mechanisms in the Transport Layer 

Secure socket layer (SSL) [95], transport layer security (TLS) [95] and private 
communications transport (PCT) [95] protocols are usually used for securing the 
transport layer in wireless networks including the WMNs. SSL/TLS uses asymmetric 
key cryptographic techniques to ensure secure communication sessions. It can also 
help in protecting against masquerading attack, man-in-the middle attack, rollback 
attack, replay attack and buffer overflow attack.  

For securing the transport layer in WMNs, an upper layer authentication protocol - 
extensible authentication protocol encapsulating transport layer security (EAP-TLS) 
protocol - is proposed by Aboba and Simon [96]. Although EAP-TLS offers mutual 
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authentication between a mesh router (MR) and a mesh client (MC) or between a pair 
of MCs, it introduces high latency in WMNs because each terminal acts as an 
authenticator for its previous neighbor before the authentication request reaches an 
authentication server (AS). Furthermore, for nodes with high mobility, frequent re-
authentications due to handoffs can have a very adverse impact on the quality of 
service of the applications. As a result, variants of EAP-TLS have been proposed to 
adapt IEEE 802.1X authentication model for multi-hop WMNs [3]. 

3.5 Security Mechanisms in the Application Layer 

The most usual ways of securing the application layers is the use of firewalls and 
intrusion detection systems (IDS). In a wireless network with a firewall installed, the 
firewall provides easy controls for achieving access control, user authentication, 
packet filtering, and logging and accounting services etc. Application-level firewalls 
provide protection against various attacks such as detection of malwares, spywares 
etc. However, the access control policies in a firewall are static in nature which makes 
a firewall unable to detect a new attack based on an anomaly-detection technique. 

For detecting more sophisticated novel attacks, intrusion detection systems (IDSs) 
are used as the second line of defense along with firewalls. Interested readers may 
refer to [97, 98] for a comprehensive discussion on IDSs in wireless networks. An 
architecture of a cooperative, distributed IDS based on clustering of nodes for a multi-
hop wireless network (CWIDS) that can detect attacks at multiple layers (including 
the application layer) is presented in [99]. An agent-based IDS for the network layer 
is proposed that can be adapted to large-scale distributed WMNs [100].  

Table 4 presents a list of vulnerabilities in different layers of the protocol stack of 
WMNs and the corresponding security schemes for defending these attacks.  

Table 4. Summary of various attacks and their defense mechanisms for WMN communications 

Attack Targeted layer in 
the protocol stack 

Protocols 

Jamming  Physical and MAC 
layers 

Frequency hopping spread spectrum (FHSS) [35], 
Direct sequence spread spectrum (DSSS) [35] 

Wormhole Network layer Packet Leashes [77]  
Blackhole Network layer SAR [82]  
Grayhole Network layer GRAYSEC [22], SAR [82] 
Sybil Network layer SYIBSEC [23]  
Selective packet 
dropping 

Network layer SMT [60], ARIADNE [56], Sen [7], Sen[9], Sen [66] 

Rushing Network layer ARAN [58], SAR [82], SEAD [57], ARIADNE [56], 
SAODV [64] , SRP [63], SEAODV [69 ] 

Byzantine Network layer ODSBR [61, 62]  
Resource depletion Network layer SEAD [57]  
Information disclosure Network layer SMT [60]  
Location disclosure Network layer SRP [63]  
Routing table 
modification 

Network layer ARAN [58], SAR [82], SRP [63], SEAD [57], 
ARIADNE [56], SAODV [64], SEAODV [69]  

Multicast routing 
metrics manipulation 
attack 

Network layer SODMRP [93] 
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Table 4. (continued) 

Byzantine multicast 
routing insider attack 

Network layer BSMR [72] 

SYN flooding Transport layer SSL [95], TLS [95], EAP-TLS  
Session hijacking Transport layer SSL [95], TLS [95], PCT [95], EAP-TLS[96] 
Repudiation Application layer ARAN [58 ], CWIDS [99] 
Denial of service  Multi-layer SRP [63], SEAD [57], ARIADNE [56] 
Impersonation Multi-layer ARAN [58], SEAD [57], SEAODV [69] 

3.6 Secure Authentication Mechanisms 

Robust authentication and authorization mechanisms provide adequate safeguards 
against fraudulent access by unauthorized users in WMNs. Authentication ensures 
that an MC and the corresponding MR can mutually validate their credentials with 
each other before the MC is allowed to access the network services. Since secure 
authentication is a critical requirement for real-world deployments of WMNs, an 
extensive work has been done by researchers on this topic. In the following, we 
present a brief discussion on some of the secure authentication mechanisms and then 
provide a detailed discussion on four such propositions. 

Mishra and Arbaugh propose a standard mechanism for client authentication and 
access control to guarantee a high-level of flexibility and transparency to all users in a 
wireless network [16]. The users can access the mesh network without requiring any 
change in their devices and softwares. However, client mobility can pose severe 
problems to the security architecture, especially when real-time traffic is transmitted. 
To cope with this problem, proactive key distribution approach is proposed [101,102]. 

Providing security in the backbone network for WMNs is another important 
challenge. Mesh networks typically employ resource constrained mobile clients. It is 
sometimes difficult to protect these devices against removal, tampering, or replication 
attacks. If a device can be remotely managed, a distant hacking into the device would 
work perfectly [103]. Accordingly, several research works have been done to 
investigate the use of cryptographic techniques to achieve secure communication in 
WMNs. Cheikhrouhou et al. have proposed a security architecture [104] that is 
suitable for multi-hop WMNs employing PANA (Protocol for carrying Authentication 
for Network Access) [105]. In the scheme proposed by the authors, the wireless 
clients are authenticated on production of the cryptographic credentials necessary to 
create an encrypted tunnel with the remote access router to which they are associated. 
Even though such framework protects the confidentiality of the information 
exchanged, it cannot prevent adversaries to perform active attacks against the network 
itself. For instance, a malicious adversary can replicate, modify and forge the 
topology information exchanged among mesh devices, in order to launch a denial of 
service attack. Moreover, PANA necessitates the existence of IP addresses in all the 
mesh nodes. This poses a serious constraint on deployment of this protocol. 

Prasad et al. have presented a lightweight authentication, authorization and 
accounting (AAA) infrastructure for providing continuous, on-demand, end-to-end 
security in heterogeneous networks including WMNs [106]. The notion of a security 
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manager is used by deploying an AAA broker. The broker acts as a settlement agent, 
providing security and a central point of contact for many service providers. 

Lee et al. propose a distributed authentication scheme for minimizing authentication 
delay in a wireless network [107]. In this scheme, multiple trusted nodes are distributed 
over a WMN which act on the behalf of an authentication server. Deployment of 
multiple authentication servers makes management of the network easy, and it also 
involves less storage overhead in the MRs. However, the performance of the scheme 
will degrade when multiple MCs send out their authentication requests, since the 
number of trusted nodes acting as the authentication server is limited compared to the 
number of access routers.  

The authentication schemes for MANETs can also be adapted in WMNs. Sen and 
Subramanyam have proposed and evaluated the performance of a distributed 
certificate authority based on threshold cryptography [108]. The scheme is an 
extension of the MOCA protocol [109] in which a collection of nodes selected on 
several parameters acts as the certificate authority and provides an attack resilient and 
robust certificate distribution and verification service.  

In the following sub-sections, we provide a brief discussion on a few 
authentication schemes for WMNs. For a more comprehensive discussion on this 
topic, interested readers may refer to [3]. 

3.6.1 ARSA: An Attack-Resilient Security Architecture for Multihop WMNs 
Zhang and Fang have proposed an attack-resilient architecture for large-scale WMNs 
that deploys three categories of network entities: (i) brokers, (ii) users, and  
(iii) network operators [110]. In this architecture, each WMN domain is assumed to 
be operated by an operator, and it consists of a certain number of mesh routers. The 
mesh routers are assumed to be powerful in computing and communication 
capabilities. Hence, the packets transmitted by a mesh router reach their intended 
mesh client nodes (in the coverage area of the mesh router) in a single hop. On the 
other hand, the communication from the mesh clients to their mesh router may be 
multi-hop in nature because of the limited computing and transmission power of the 
mesh clients. Each user (i.e., mesh client) acquires a universal pass form the network 
operator which allows it to get ubiquitous access to the network. Multiple network 
operators need to have bilateral service level agreements (SLAs) between them. 
Instead, each network operator only needs to have an agreement with one or more 
brokers. The number of brokers is far less than the number of network operators since 
the WMN is very large in scale. For authentication purpose, the mesh clients need to 
locally communicate with its serving WMN domain without requiring any 
communication with the corresponding broker. This approach reduces authentication 
delay and signaling overhead in the authentication process. In addition, ARSA also 
provides efficient mechanisms for mutual authentication between any pair of node 
belonging to the same WMN domain. The scheme is not only efficient but also has 
been shown to be secure against various kinds of attacks such as: attack on location 
privacy, DoS attacks, bogus beacon flooding attack, bandwidth exhaustion attack etc 
[110]. 
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ARSA assumes multiple trust domains in the mesh network, each domain being 
managed by a broker or a network operator. For accessing network services, each 
mesh client has to first register with at least one broker. Upon successful registration, 
the broker issues an electronic universal pass to the client. Each network operator 
also needs to establish trust relationship with one or more brokers. A network 
operator allows network access to a mesh client which has a valid universal pass 
issued by a broker with which the network operator has pre-established trust 
relationship. The passes are the important components in the authentication process in 
ARSA. In order to minimize the bandwidth and signaling overhead in the 
authentication process, the size of the passes is made as small as possible utilizing the 
concept of identity-based cryptography (IBC). Although the concept of IBC was first 
introduced by Shamir [39], a fully functional IBC scheme was not established till 
Boneh and Franklin applied Weil pairing to construct a bilinear map [40]. Use of IBC 
in ARSA requires the presence of one network entity in each trust domain. This 
entity, known as the domain administrator, performs some essential trust domain 
initialization activities [110].  

ARSA uses three types of passes: (i) router passes which are issued by a network 
operator to its mesh routers, (ii) client passes which are provided by a broker to its 
registered clients, and (iii) temporary client passes which are issued by a network 
operator to the mesh clients present in its domain. ARSA utilizes router passes and 
client passes to realize authentication and key agreement between a mesh router and a 
mesh client and also between a pair of mesh clients. The authentication may be either 
inter-domain or intra-domain. In case of inert-domain authentication, a mesh client 
migrates from one WMN domain to another. In intra-domain scenario, a mesh client 
changes its association from its current mesh router to a new mesh router in the same 
domain. While inter-domain authentication is a more expensive operation than 
authentication in intra-domain, it occurs less frequently. ARSA provides a very 
efficient way for client-client authentication by using temporary client credentials for 
clients which are associated with the same mesh domain. In summary, the protocol 
provides an efficient, secure and ubiquitous network access to the users of a WMN 
and is ideally suited for large-scale networks with limited client mobility. 

3.6.2 AKES: An Efficient Authenticated Key Establishment Scheme for 
WMNs 

He et al. have proposed a distributed authenticated key establishment scheme (AKES) 
that is based on hierarchical multi-variable symmetric functions (HMSF) [111]. In the 
proposed scheme, MCs and MRs can mutually authenticate each other and establish 
pair-wise communication keys without the need of any interaction with a central 
authentication server. This leads to reduced communication overhead and delay in the 
authentication process.  

The WMN architecture assumed in the scheme is same as that used in ARSA 
scheme discussed in Section 3.6.1. The mesh network is divided into a number of 
domains. Each mesh client (MC) registers itself in its home domain. Each domain is 
managed by an Internet service provider (ISP) which relies on an authentication 
authorization and accounting (AAA) server for managing the entities in its domain. 
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There are a few Internet gateways (IGWs) and mesh routers (MRs) and a large 
number of mesh clients (MCs) in a domain managed by an ISP. The scheme assumes 
pre-existing security frameworks for communications between AAAs and IGWS, 
between MRs and IGWs and between the MRs themselves. The goal of the scheme is 
to secure the communication sessions between the MCs and between the MRs and the 
MCs. In designing the proposed scheme, the authors have utilized the concept of 
polynomial-based key generation concept proposed by Blundo et al. [112]. Using the 
polynomial-based key distribution scheme an authorized server (e.g., AAA server) 
distributes a small piece of information (e.g., coefficients of polynomials) among a 
group of users in such a way that each user can compute a shared key with every other 
user in the group by only exchanging their IDs. These shared keys are used for pair-
wise authentication and encryption of messages among the users. The proposed 
authentication scheme extends the concept of polynomial-based key generation so 
that it can be applied for asymmetric mutual authentication and key establishment. 
The need for asymmetric mutual authentication arises since the MRs and MCs in a 
WMN are unequal entities. Using the symmetric polynomial and asymmetric 
function, the authors have designed a “hierarchical multi-variable symmetric function 
based authenticated key establishment scheme” [111] that finally enables generating 
the MR-MC keys, MC-MC keys, and pair-wise session keys.  

The robustness of the pair-wise keys is dependent on selection of the pair-wise 
master key generation functions [111]. In fact, it has been proved that for a 
polynomial of degree t, the polynomial-based key distribution scheme will be t-secure 
[113]. A t-secure key distribution scheme is robust against collusion attacks by a 
maximum of t nodes. Therefore, the robustness of the keys can be increased by 
increasing the value of t in the polynomial used for key generation. Since MCs 
authenticate locally with the MRs, spoofing attacks and DoS attacks in the wireless 
backbone involving the IGWs and AAA servers are very difficult to launch. The 
computation overhead of the scheme depends on the function used in the key 
generation.   

3.6.3 SLAB: A Secure Localized Authentication and Billing Scheme for 
WMNs 

Zhu et al. have proposed a secure localized authentication and billing (SLAB) 
scheme for wireless mesh networks to address security requirements and performance 
efficiency in terms of reducing inter-domain handoff authentication latency, and 
computation load on the roaming broker [114].  

Most of the security solutions for WMNs are based on authentication, 
authorization and accounting (AAA) architecture [115], in which the authentication 
request from a mobile user (MU) is sent through the serving mesh access point 
(sMAP) and the mesh gateway (MGW) to a centralized authentication server  
(e.g., RADIUS server) that can grant access to the MU after verifying the authenticity 
of the MU. Since such lengthy authentication processes involve unacceptable delay in 
real-time applications, faster solutions are in demand. One approach that is followed 
for fast inter-domain authentication (authentication of an MU when it is roaming in a 
domain other than its home domain) is to have a pre-established trust among different 
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wireless Internet service providers (WISPs) by deploying a centralized roaming 
broker (RB) trusted by all the WISPs [116]. In this approach, the foreign WISP, in 
whose domain the MU is currently roaming, forwards the current AAA session of the 
MU to the home WISP of the MU for authorization via the RB. For enhanced 
security, the RB may be configured not only as a trusted third party (TTP), but it also 
serves as a centralized certificate authority (CA) that issues public key certificates to 
the WISPs and MUs. This enables faster trust establishment among the WISPs or 
between a WISP and MUs since it only requires verification of the public key 
certificates (PKCs) issued by the RB [110, 117]. 

In designing the proposed scheme, the authors have observed that from the point of 
view of the WISPs, an inter-domain handoff can be considered as an inter-WISP 
payment, while from the point of view of the MUs, an MU can roam into another 
WISP domain only if it has enough credits remaining with it. From this perspective, a 
WISP can issue a digital signature based on PKI which is equivalent to a digital 
currency for inter-domain roaming payment with another WISP. This transaction does 
not involve any intervention of the RB. Moreover, this digital signature can also be 
taken as an authentication credential of the MU to which it is issued. The authors have 
called such digital signature as D-coin (digital coin). 

The authors have also observed that if the mesh access points (MAPs) are pre-
loaded with necessary cryptographic mechanisms, some important security-related 
operations - e.g., roaming/handoff authentication and billing -- can be performed in a 
localized manner with much better scalability and efficiency, thereby solving the 
scalability problem with respect to a centralized RB. However, this localized 
approach to authentication leads to security issues. The MAPs are low cost devices 
and susceptible to easy compromise [103]. An attacker can retrieve the cryptographic 
keys from a compromised MAP and launch some serious attacks such as coin fraud 
attacks (arbitrary issue of D-coins to an illegal MU or accepting D-coin from an MU 
and not providing service against it) [114].  

SLAB exploits the advantages provided by localized authentication approach while 
providing adequate security protections against the vulnerabilities associated with the 
MAPs. To thwart coin fraud and overcharging attacks [114], a local voting  
strategy and threshold digital signature mechanism are adopted in designing the 
authentication scheme [118]. Local voting strategy enforces a requirement that the 
issued D-coin is not only endorsed by the serving MAP (sMAP) but also by  
the neighboring MAPs (nMAPs) to avoid a possible single-point-of-compromise at 
the sMAP. A local user accounting profile (LUAP) for the MU is maintained both at 
the sMAP and the nMAP for recording each network access and roaming operation 
performed by the MU. Since LUAPs for each MU are maintained, the on-line billing 
can be done easily. SLAB also enables inter-domain handoff authentication and 
billing to be done in a peer-to-peer manner without any intervention of the RB when 
an MU performs an inter-domain handoff. The RD is involved only during the 
“clearance phase” in which a WISP submits its collected d-coin issued by the other 
WISP for receiving payment against the D-coin. This operation is performed off-line 
and does not put much load on the RD. However, to further reduce the load on the RD 
during the off-line clearance phase, SLAB exploits the use of short and aggregate 
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digital signature to minimize the overhead due to the verification and storage of the 
D-coin [119]. 

In summary, SLAB has five phases in its operation: (i) signing key distribution, (ii) 
secure session maintenance and LUAP generation phase, (iii) localized LUAP transfer 
during intra-domain handoff phase, (iv) D-coin issuance and inter-domain handoff 
authentication phase, and (v) clearance phase.  

In the signing key distribution phase, for issuing a D-coin on behalf of the MGW, 
each of the MAPs first obtains its own share (i.e., partition) of the signing key using 
the threshold digital signature technique. In the secure session maintenance and 
LUAP generation phase, the sMAP of an MU collaborates with some of the nMAPs 
to generate and maintain the LUAP of the MU in order to track the spending 
information of the MU. In order to ensure the authenticity of the LUAP information 
exchange over a secure session, the MUs are mandatorily required to submit non-
repudiation proof of the previous spending information so that the session consistency 
is maintained. The localized LUAP transfer during intra-domain handoff phase is 
involved in ensuring that every new nMAP of the MU can obtain a copy of the MU’s 
authentic LUAP. During an intra-domain handoff, an MU roams within a common 
WISP resulting in a switch of the sMAP and the corresponding nMAPs. SLAP 
reduces signaling overhead during intra-domain handoff by invoking a localized 
LUAP transfer algorithm based on a local voting strategy. The algorithm accepts an 
LUAP as a valid one only if more than k valid LUAP copies from the nMAPs are 
found to be consistent. In the D-coin issuance and inter-domain phase, the MU roams 
in domains managed by different WISPs. Inter-domain handoff involves mutual 
authentication between the MU and the target WISP and the inter-domain WISP 
payment-related issues. SLAB handles inter-WISP authentication and billing using  
D-coin. In the clearance phase, the RB handles the inter-WISP payments in an 
efficient manner. An event-driven clearance procedure is used in which D-coin is 
regarded as an event. Since the processing is done in a batch mode, the D-coin can be 
only submitted to the RB when a given size of D-coin has been gathered or a 
specified time interval has elapsed. The batch processing enables the RB to verify the 
gathered D-coin and perform aggregate signature [119] simultaneously so that 
transmission and verification cost is minimized. 

3.6.4 LHAP: A Lightweight Hop-by-Hop Authentication for Ad Hoc 
Networks 

Zhu et al. have proposed a light-weight hop-by-hop access protocol (LHAP) for 
authenticating data packets and preventing resource consumption attacks [70, 120]. 
The protocol uses a light-weight hop-by-hop authentication approach in which 
intermediate nodes authenticate the data packets they receive before forwarding them 
to the next hop node. LHAP employs one-way hash chains [121] for traffic 
authentication and the TESLA [71, 85, 122] protocol for bootstrapping and 
maintaining trust between the nodes. 

A one-way hash chain is a chain of keys generated through repeated application of 
a one-way hash function on a random number. For example, if a node needs to 
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generate a key chain of size N, it first chooses a key - K(N) - randomly. The node, 
then, successively computes the remaining keys in reverse order so that K(N – 1) = 
F(K(N)), K(N – 2) = F(K(N – 1))… till it get K(0) = F(K(1)). To use one-way hash 
chain for the purpose of authentication, a sender node first signs the last value in the 
chain (i.e., K(0)) with its private key so that another node that has the knowledge of 
its public key can verify the signature and the authenticity of K(0). The sender,  
then, discloses the successive keys in the chain in the reverse order in which  
they were generated. The receiver can verify the authenticity of K(j) by checking  
K(j – 1) = F(K(j)). 

LHAP uses the TESLA protocol [71, 85, 122]. TESLA is a broadcast 
authentication scheme that uses a one-way hash chain and an approach of delayed key 
disclosure. After bootstrapping an authentic key derived from a one-way hash chain, 
the sender digitally signs it and sends it to the receivers. TESLA computes the 
message authentication codes (MACs) in the subsequent broadcast authentications 
but discloses the key at the receivers with a delay. In the basic scheme of TESLA, the 
sender node uses a key K from its hash chain as the MAC key to compute a MAC 
over packet P(i), and then appends the MAC to P(i). The key K is disclosed in the 
next packet P(i + 1), which allows the receiver nodes to verify the authenticity of the 
key K and hence the MAC of P(i). If both K and the MAC are verified to be correct, 
and if the packet P(i) is guaranteed to be received before the packet P(i + 1) was sent, 
the receiver nodes conclude that the packet P(i) is authentic. A critical requirement of 
TESLA is a receiver’s ability to determine the sending time of each packet. This 
requirement is met by periodic key disclosure and loose time synchronization [85]. 

LHAP assumes that each node in the network has a public key certificate signed by 
a trusted certificate authority (CA), and the public key of the CA is known to all the 
nodes in the network. A loose time synchronization scheme is also assumed to be 
available so that the TESLA protocol can be used. 

Since LHAP authenticates all traffic packets at each node on the route from the 
source to the destination, it is mandatory that the authentication protocol should be 
lightweight. In the LHAP data packet authentication, each source node generates a 
one-way hash chain of keys which are used by its immediate neighbor nodes. The 
keys generated from this one-way hash chain are termed as “TRAFFIC KEYs”. Each 
neighbor of a node obtains an authentic key in this TRAFFIC KEY chain when it first 
establishes a trust relationship with the node. A node transmitting a packet will 
append a new TRAFFIC KEY to the packet. All the neighboring nodes that receive 
this packet can verify the its authenticity by checking the validity of the attached 
TRAFFIC KEY. 

One naïve way of bootstrapping trust among the node is to exchange TRAFFIC 
KEYs using public key encryption in which each node signs its most recently released 
TRAFFIC KEY and sends it to each of its neighbors. However, this approach lacks 
scalability in a large-scale dense wireless network. To solve this problem, LHAP uses 
TESLA to minimize the number of signature operations. EACH node only uses digital 
signatures to bootstrap a TESLA key chain, and the TESLA keys are used to generate 
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subsequent authentic TRAFFIC keys. To maintain the trust relationship, each node 
broadcasts its latest TRAFFIC KEY at periodic intervals. The broadcast TRAFFIC 
KEYs are authenticated using the TESLA keys of the node. After the updated 
TRAFFIC KEY from a node is received, all of its neighbors drop any packets they 
receive which are authenticated by the older TRAFFIC key. This periodic broadcast 
of KEYUPDATE messages ensures that the protocol is secure against any possible 
replay attack.  

Security analysis of LHAP shows that the protocol is robust against various 
outsider and insider attacks [70, 120]. Among the outsider attacks, the protocol is 
resistant to attacks such as: impersonation attack, wormhole attack, hidden terminal 
attack etc. LHAP is also resistant to insider attacks such as: insider-clone attack. 
However, it cannot defend against multiple insider attacks launched by multiple 
insider compromised nodes. 

3.6.5 A Localized Two-Factor Authentication Scheme for WMNs 
Lin et al. have proposed a two-factor localized authentication scheme for inter-
domain handover and mobility management in IEEE 802.11 standard compliant 
WMNs [123]. The localized authentication scheme is based on Rabin cryptosystem 
[124]. Rabin cryptosystem has asymmetric computational overheads – while the 
encryption and signature verification operations are very fast, the decryption and 
signature generation operations are computationally intensive [125].This asymmetric 
property of Rabin cryptography makes it particularly suitable for scenarios like inter-
domain handover in wireless networks where the access points (APs) have high 
computational power and the mobile stations (MSs) have limited resources. 

The authentication scheme is designed for a standard wireless network depicted in 
Fig.11 that consists of four types of entities: (i) the mobile units (MUs), (ii) a trusted 
third party (TTP), (iii) the wireless Internet service providers (WISPs), and (iv) the 
hotspots. As shown in Fig.11, several hotspots may be under the operation of a single 
WISP, and these hotspots may not necessarily be adjacent to each other. Each hotspot 
is assumed to have one AP. The use of the terms AP and hotspot can be 
interchangeable. Before an MU can access the network services, it has to first 
subscribe to the TTP. The TTP and each of the WISPs have mutual agreement such 
that an MU after subscribing to the TTP can access the hotpot operated by the 
corresponding WISP. The TTP also acts as the certificate authority (CA) that issues 
certificates to the MUs and WISPs. The issued certificates are essentially the public 
keys of the MUs and the WISPs which are digitally signed by the TTP. After 
successful registration, each MU is also issued a smart card that contains the 
authentication credentials of the MU. The smart card serves as an electronic pass for 
the MU for roaming across different WISPs.  

The authentication protocol has three phases: (i) the initialization phase, (ii) the 
login and mutual authentication phase, and (iii) the handoff phase. 
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Fig. 11. WMN architecture and different network entities in the local authentication protocol 
[122] 

In the initialization phase, various operations are performed by different entities in 
the network. The TTP generates its public-private key pair and publishes its public 
key while keeping the private key secret. Each WISP sets up a mutual agreement with 
the TTP such that a registered and authenticated MU can log in and access the 
network services provided by the WISP. For this purpose, each WISP sends a chosen 
identity of it to the TTP and also generates its private key. The TTP checks the 
validity and uniqueness of the identity. If the validation process passes correctly, TTP 
signs the public key of the WISP and also sets up a linkage between the public key 
and the identity of the WISP. The TTP sends this signed public key of the WISP and 
the linkage of the public key with the identity of the WISP to the concerned WISP. 
After the initialization of the WISP is complete, its starts the initialization process for 
the hotspots operated by it. Each hotspot generates its own private key and its service 
set identifier (SSID). The hotspot sends its SSID to its home WISP for verification 
and keeps its private key secret. The home WISP checks for uniqueness of the SSID. 
If the SSID provided by the hotspot is found to be unique, the home WISP create a 
signature on the public key of the hotspot and also sets up a linkage between the 
public key of the hotspot and its SSID. The home WISP sends the signed public key 
of the hotspot and the linkage of the public key and the SSID to the concerned hotspot 
thereby completing the initialization of the hotspot.  

The next step of the initialization process involves registration of the MUs. For this 
purpose each MU generates a unique identity of it and sends the identity to the TTP 
through a secure channel. After checking for the uniqueness of the identity of the MU, the 
TTP provides a smart card to the MU which can be used as an electronic pass by the MU. 
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To provide enhanced security, the scheme uses two-factor authentication for a 
roaming MU. In order to defend against scenarios where the confidential security 
credentials of an MU might have been leaked, the second factor using a smart card is 
adopted. If an attacker has to successfully impersonate a legitimate user, the attacker 
must not only know the authentication credentials of the user, but also capture or 
replicate the corresponding smart card. Two-factor authentication provides increased 
robustness to the localized authentication approach. 

In the login and mutual authentication phase, the MU and the hotspot (i.e., the AP) 
mutually authenticate each other using a robust challenge and response mechanism [123]. 

The handoff procedure is performed between an MU and APs when the MU moves 
from the current AP to an adjacent AP. In order to minimize the delay in handoff, the 
proposed localized authentication scheme adopts an approach in which the session key 
is cached in the current network domain. When an MU sends a handoff request to an AP 
with which the MU shares a valid shared session key, an authenticated symmetric key 
agreement protocol is invoked instead of a full authentication procedure that involves 
asymmetric key cryptographic operations. This makes the handoff operation fast while 
compromising on the security in the authentication process. 

The security analysis of the localized authentication scheme has shown that it is 
resistant to replay attack, impersonation attack, password guessing attack, and attack 
on the privacy of the users (i.e. MUs). 

Table 5 provides a brief summary of a few authentication mechanisms for WMNs. 

3.7 Security Mechanisms against Attacks on Key Management Protocols 

Several key management protocols for wireless networks exist in the literature. Due to 
the computational resource constraints in the mobile hand-held devices, schemes 
which involve high computational overhead for security-related operations are not 
particularly suitable for wireless networks. Again, the Diffie-Hellman key exchange 
protocol [32] and many of its variations do not fit to the requirement of an online 
certificate authority (CA) that computes the shared keys between the nodes on-
demand in a WMN. In this section, we provide a brief overview of a few key 
management protocols in wireless networks which can be adapted to WMNs. For a 
detailed discussion on these schemes, the readers may refer to [177]. 

Capkun et al. have proposed a public key infrastructure (PKI)-based key 
management approach for wireless multi-hop networks [126]. The proposed scheme 
does not use any trusted third party or a CA for key distribution and management 
purposes. Instead, it follows an approach of using self-signed certificates as in pretty 
good privacy (PGP) [127]. Based on their individual experiences, the users (i.e., 
nodes) issue public key certificates to each other. Each node maintains a repository of 
certificates that it has issued to others and that have been issued to it by other nodes. 
The certificate revocation process can be explicit or implicit. In explicit revocation 
process, the issuer of the certificate explicitly informs other nodes about the 
certificates being revoked. In the implicit revocation approach, the nodes use expiry 
time for each certificate. The certificates which have not been renewed before the 
expiry of their time of validity are assumed to be revoked. In this scheme, if node  
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A wants to communicate to node B, the two nodes first merge their certificate 
repositories before node A tries to find a public key certificate chain that has a path 
from node A to node B. The chain is constructed progressively in such a way that the 
first certificate can be verified using node A’s public key, and each of the subsequent 
certificates can be verified using the key included in the previous certificate in the 
chain. The last certificate must include the public key of the node B so that the 
verification process is successfully completed. The authors have introduced trust-
based confidence metrics which are included in each certificate so as to defend 
against any possible attacks by malicious nodes that may issue false certificates. 

Table 5. Summary of some authentication schemes for WMN communication 

Protocol Salient Features 
ARSA [110] This efficient authentication architecture assumes a WMN to 

be consisting of multiple trust domains, each domain being 
managed by a broker. Each client registers with a broker 
which issues an electronic universal pass to the client. The 
pass serves as the authenticated credential. ARSA supports 
inter-domain and intra-domain mobility of the clients 
efficiently by providing efficient and ubiquitous network 
access to the clients. It is resistant to attacks on location 
privacy of the users, DoS attacks, bogus beacon flooding 
attack and bandwidth exhaustion attack. 

AKES [111] It is a distributed authenticated key establishment scheme for 
WMNs. The WMN consists of a number of domains each 
having an AAA server for managing the entities. A 
hierarchical multi-variable symmetric function-based 
authenticated key establishment scheme is used for 
generating the MR-MC keys, MC-MC keys, and the pair-
wise session keys. The robustness of the pair-wise keys 
generated depends on the selection of the pair-wise master 
key generation functions. Due to the localized authentication 
used by the MCs with the MRs, spoofing attacks and DoS 
attacks in the wireless backbone network is very difficult to 
launch on this scheme. The computational overhead depends 
on the polynomial function used in the key generation. 

SLAB [114] This authentication scheme exploits the advantages provided 
by localized authentication approach while providing adequate 
security protections against the vulnerabilities associated with 
the mesh access points (MAPs). The scheme works in five 
phases: (i) distribution of keys, (ii) secure session maintenance 
and local user accounting profile (LUAP) generation phase, 
(iii) localized LUAP transfer during intra-domain handoff 
phase, (iv) D-coin issuance and inter-domain handoff 
authentication phase, and (v) clearance phase. SLAB provides 
a strong authentication framework while supporting user 
mobility by reducing the delay in handoff.  
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Table 5. (continued) 

LHAP [70, 120] It is a light-weight hop-by-hop access control and 
authentication protocol for data packets that is resistant to 
resource consumption attack. It uses one-way hash chains for 
data traffic authentication and the TESLA protocol for 
bootstrapping and maintaining trust between the nodes. It 
assumes that each node has a public key certificate signed by 
a trusted CA, and the public key of the CA is known to all the 
nodes. A loose time synchronization scheme is also assumed 
to be available to support TESLA. The protocol is robust 
against various outsider and insider attacks such as: 
impersonation, wormhole, hidden terminal, insider-clone 
attacks. However, it is vulnerable to cooperative insider 
attacks launched by multiple insider compromised nodes. 

Localized two-
Factor 
Authentication 
[123] 

This authentication scheme supports inter-domain handover 
and mobility in IEEE 802.11 compliant WMNs. It utilizes the 
asymmetric property of Rabin cryptosystem in mobility 
management issues where APs have high computational 
power and the MSs are resource-constrained. For providing 
enhanced security, it uses two-factor authentication for 
roaming mobile users. The scheme is resistant to attacks such 
as: replay, impersonation, password guessing and attack on 
the privacy of the users. 

 
Based on the concept of self-certified key (SCK) [128], Li and Garcia-Luna-Aceves 

have proposed a protocol named NIKAP for facilitating key agreement processes in 
WMNs [129]. In the NIKAP protocol, pair-wise keys are computed between two 
nodes in a non-interactive manner. The services of a CA are needed only during the 
initial phase of the network bootstrapping. The non-interactive progression capability 
of NIKAP makes it particularly suitable for WMNs in which a pair of nodes needs to 
establish pair-wise shared keys without any negotiation over an insecure channel.   

Zapata has proposed a key management system named simple ad hoc key 
management (SAKM) that allows the nodes of an ad hoc network to use asymmetric 
key cryptography for providing security and robustness to multi-hop routing used in 
such networks [130]. 

Key distribution protocols using ID-based cryptography [40] or the combination of 
threshold and ID-based cryptography [131] have the same advantage as SCK because 
IDs are used to obtain the corresponding public keys of nodes, instead of using a 
certificate to bind the ID and its public key. However, online CA services must exist 
for such protocols to work. The requirement of an online CA service is the drawback 
of an ID-based cryptosystem and a threshold cryptography-based system [132]. 

An approach to combine threshold secret sharing and probabilistic key sharing is 
proposed by Zhu et al. [133]. In this scheme, a source node splits its shared secret key 
with the destination node into several parts and sends the parts to the destination node 
in such way that the destination node can reconstruct the full key from the individual 
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parts with a high probability. However, in addition to having high overhead of 
communication (due to transmission of several parts of the key) and intensive 
computation overhead (in splitting and recovering the shared secret key), the protocol 
fails in its operation if at least a threshold minimum number of parts do not reach the 
destination node. 

In group key agreement protocols [134, 135], usually a shared key is distributed 
among all the members of a multicast group. While these protocols have low storage 
complexity compared to the schemes that use pair-wise keys for each node pair in a 
network, the cost of re-keying operations in these protocols is very high because of 
leaving and joining of nodes in the multicast group. Moreover, if a group key is 
compromised, it will lead to a complete collapse of security in the group as opposed 
to a possible compromise of a pair-wise secret key which will affect only the 
concerned node pair. 

In order to increase the efficiency and robustness in the certificate construction 
process by combining the secret shares in a threshold cryptography-based system, 
Joshi et al. propose to allocate each designated distributed CA node more than one 
share of the CA’s secret [136].  

Signature aggregation [137] mechanism aggregates all the certificates in a chain of 
certificates into a single short signature so as to reduce the size of the certificate 
chain. The resultant smaller certificate incurs less communication overhead and 
consumes less bandwidth. The basic principle of signature aggregation is based on the 
idea that if N distinct messages are signed by N distinct signing authorities  
(i.e. nodes), then it is possible for a trusted node in the network to aggregate all these 
N signatures into a single signature in a secure way such that a verifier node at the 
receiver side can securely verify that each user indeed signed its own message.  

3.8 Security Mechanisms against Attacks on Privacy Protection Schemes 

The issue of user privacy in WMNs has attracted serious attention from the research 
community. Several propositions have been made in the literature for protecting 
privacy of user data, location and other sensitive information in wireless 
communication networks.  

Wu et al. propose a light-weight privacy preserving solution to achieve a well-
maintained balance between network performance and traffic privacy preservation 
[5]. At the center of the scheme is an information-theoretic metric called traffic 
entropy, which quantifies the amount of information required to describe the traffic 
pattern and to characterize the performance of traffic privacy preservation. The 
authors have also presented a penalty-based shortest path routing algorithm that 
maximally preserves the traffic privacy by minimizing the mutual information of 
traffic entropy observed at each individual relaying node while controlling the 
possible degradation of network within an acceptable region. Extensive simulation 
results demonstrate the effectiveness of the solution and its resilience to a possible 
collusion between two malicious nodes. However, one of the major problems of the 
solution is that the algorithm is evaluated in a single-radio, single channel WMN.  
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The performance of the algorithm in multiple radios, multiple channels scenario will 
be a really questionable issue. Moreover, the solution has a scalability problem.  

Wu and Li have proposed a mechanism with the objective of hiding an active node 
that connects to a gateway router, where the active mesh node has to be anonymous 
[6]. A communication protocol is designed to protect the node’s privacy using both 
cryptography and redundancy. The protocol uses the concept of onion routing [138]. 
A mobile user who requires anonymous communication sends a request to an onion 
router (OR). The OR acts as a proxy to the mobile user and constructs an onion route 
consisting of other ORs using the public keys of the routers. The onion is constructed 
in such a way that the inner most part is the message for the intended destination and 
the message is wrapped by encrypting it using the public keys of the ORs in the route. 
The mechanism protects the routing information from insider and outsider attack. 
However, it has a high computation and communication overhead. 

Sen proposes a reputation-based trust management system has been combined with 
a privacy preservation scheme for designing a secure and efficient searching protocol 
for unstructured and de-centralized peer-to-peer networks [139]. The scheme utilizes 
network topology adaptation by constructing an overlay of trusted peers where the 
nodes in a neighborhood are selected based on their trust ratings. The overlays of 
trusted peers are utilized to achieve a user-preserving searching protocol. 

To control the misuse of personal information and to prohibit disclosure of 
personal data, different types of information hiding mechanisms like anonymity, data 
masking can be implemented in WMN applications. The following approaches can be 
useful in information hiding, depending on what is needed to be protected: 

• Anonymity: This is concerned with hiding the identity of the sender or receiver of 
the message or both of them. In fact, hiding the identity of both the sender and 
the receiver of the message can assure communication privacy. Thus, the possible 
attackers who may monitor the messages being communicated could not know 
who is communicating with whom.  

• Confidentiality: It is concerned with hiding the transferred messages by using 
suitable data encryption algorithms. Instead of hiding the identity of the sender 
and the receiver of a message, the message itself is hidden in this approach. 

• Use of pseudonyms: This is concerned with replacing the identity of the sender 
and the receiver of the message by pseudonyms which function as identifiers. The 
pseudonyms can be used as a reference to the communicating parties without 
infringing on their privacy. This ensures that the users in the WMNs cannot be 
traced or identified by malicious adversaries. However, it is important to ensure 
that there is no indirect way by which the adversaries can link the pseudonyms 
with their corresponding real world entities.  

In the following sub-sections, we provide a brief discussion on some well-known 
scheme for privacy protection in WMNs. 

3.8.1 Traffic Privacy Preservation Using Penalty-Based Multipath Routing 
Privacy is a critical issue in the context of WMN-based Internet access by users in 
their residences where users’ traffic is forwarded via multiple mesh routers [5].  
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Since the inbound and outbound traffic of a residence can be easily observed by the 
mesh routers residing at the neighboring locations, there is no privacy protection of 
the users. In order to provide protection to traffic privacy of the users in a community 
mesh network, Wu et al., propose a privacy-preservation scheme which is resistant to 
any traffic analysis of the users’ sensitive personal communications [5]. The scheme 
exploits the intrinsic redundancies in WMNs by routing traffic from a source node to 
a destination node through multiple paths. The traffic is split in a random manner both 
in spatial and temporal domains so that the intermediate nodes can only have limited 
knowledge of the traffic pattern. This traffic concealment mechanism makes traffic 
analysis an impossible proposition. More formally, in this scheme, the data packets 
are routed in such a way that the statistical distributions of the traffic data as observed 
in each intermediate node on the routing path are independent of the actual traffic data 
between the source-destination pair. An information theoretic metric -traffic entropy- 
is defined that quantitatively identifies the amount of information required for 
profiling a traffic pattern. Based on the computation of traffic entropy, a penalty-
based routing is proposed that minimizes the mutual information of traffic entropy 
observed at each intermediate node on the multiple routing paths. 

The scheme assumes a three-tier architecture of WMN, in which the client devices 
communicate with stationary mesh routers. Multiple mesh routers communicate with 
each other to form a wireless backbone and a group of mesh routers are connected to 
an Internet gateway by wired links (or high-speed wireless links). Each mesh node 
and the gateway node have a public-private key pair. The gateway maintains a 
directory of certified public keys of all mesh nodes. Each mesh node knows the public 
key of the gateway. Before the start of each session, a pair of mesh nodes first 
establishes a secret key (derived using the public keys of the node pairs and the public 
key of the gateway). The shared secret key is used to encrypt all messages in that 
session. When an IP packet is sent from a source node (s) in the Internet to a client (d) 
in the mesh network, the packet is encrypted at the gateway using the shared key 
between the gateway (g) and the client (d). If i is the mesh router of the client d, to 
route the encrypted packet to destination node d , the gateway g prefixes to the packet 
the source route from the gateway g to the mesh router i. The encapsulated packet is 
then forwarded by relaying routers in the WMN. Since the source address and all 
higher layer information including the port numbers are encrypted, the intermediate 
routers cannot access any information about the source with which the client is 
communicating. However, this encryption scheme can only provide data 
confidentiality and it is easy to make traffic analysis on the scheme. Since the source 
route is transmitted in clear text form in an encapsulated packet, the mesh routers can 
observe the traffic pattern of a mesh client node. To address this problem, traffic from 
the gateway to the mesh routers is routed through multiple paths in such a way that 
for each individual packet the chosen route provides traffic information to routers in 
the route that is independent of the overall traffic.  

The penalty-based routing algorithm for traffic privacy preservation executes in 
three phases: (i) path pool generation, (ii) candidate path selection, and (iii) 
individual packet routing. 
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In the path pool generation phase, a large number of paths from the gateway node 
(g) to the destination node (x) are identified. The paths are identified in such a way 
that the majority of them are disjoint paths, i.e., they do not have any common nodes. 
The set of these paths is denoted as Spaths. Each node is assigned a penalty weight. The 
weight of a link is the average of the penalty weights at its two end nodes. The weight 
(i.e. cost) of a path is the sum of the penalty weights of all the edges that constitute 
the path. The path pool generation algorithm works iteratively. At the beginning of 
the first iteration, each node is assigned a penalty weight of 1. The Dijkstra’s shortest 
path algorithm [140] is utilized to identify the shortest path between the gateway (g) 
and the destination node (x). Once, the first shortest path is identified, the penalty 
weights associated with each nodes on this route are increased arbitrarily so that these 
nodes do not become potential candidates in the next round of execution of the 
algorithm. The algorithm is executed iteratively to find the optimum paths in 
successive iterations. The iteration continues till the set Spaths has acquired sufficient 
number of candidate paths. 

In the candidate path selection phase, a subset Sselected is chosen from the set Spaths. 
The elements of Sselected are chosen randomly from the set Sselected. After a path is 
selected in the set Sselected, to reduce its probability of getting selected again in the next 
round, a suitable factor is employed. The use of this probability factor prevents 
selection of multiple identical paths in the set Sselected. 

In the packet routing phase, for each packet, one path from Sselected is randomly 
chosen and the packet is routed through that path. Every time a particular path is 
chosen for routing a packet, the value of a counter corresponding to that chosen path 
is increased by one. If the value of this counter for a path reaches a threshold value, 
then the entire Sselected set is assumed to have expired and a new Sselected  is chosen by 
invoking the candidate path selection phase once again. Since each packet is routed 
through a randomly selected path, and the candidate paths are mostly disjoint, the 
probability that the packets are routed through the same path will be negligibly small. 
The algorithm seeks to achieve a tradeoff between routing efficiency (i.e. routing 
through the shortest path between a source-destination pair) and traffic pattern 
privacy (routing through disjoint multipaths). 

The authors have also shown that the proposed mechanism is robust against 
collusion attack by two neighboring nodes which exchange their knowledge (colluded 
traffic mutual information) about the same destination. However, the traffic splitting 
increases delay in communication and hence this mechanism lacks scalability. It  
may not, therefore, be suitable for large-scale WMN deployment scenarios delivering 
real-time applications.  

3.8.2 PEACE: Privacy-Enhanced Yet Accountable Security Framework 
Ren et al. have proposed a novel privacy and security scheme named PEACE 
(Privacy-Enhanced yet Accountable security framework) for WMNs [141]. The 
authors have assumed a three-tier architecture of a WMN under the control of a 
network operator (NO). At the top level, there are gateways connected to the public 
Internet, at the next level there are access points (APs) and mesh routers (MRs) which 
are connected to the Internet gateways by either high-speed wireless links or  
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high-speed wired link. The MRs and APs are also interconnected among them by 
high-speed wireless links forming a WMN. At the lowest level of the architecture, 
there are wireless mobile devices which are connected to the MRs and APs by lower-
speed wireless links. The security associations between the gateways and the MRs 
and APs are assumed to be already in place. The goal of PEACE is to secure the 
communication between the mobile devices with the MRs and APs. In view of this, 
the security objectives of PEACE are to achieve the following: (i) authentication and 
key management between the user devices and the routers, (ii) mutual authentication 
and key agreements among the users (i.e., mobile devices), (iii) user privacy 
protection, (iv) user accountability, and (v) membership maintenance.  

To protect user privacy, one essential requirement is that the user information 
should be well protected from network communications against an adversary and 
even a network operator (NO). To satisfy this requirements, PEACE aims to achieve 
the following: (i) no communication sessions should reveal any information related to 
the identity of a user except that the user is a legitimate member in the network, (ii) 
no adversary and NO should be able to link two different communication sessions to a 
particular specific user in the network, and (iii) a given communication session under 
the audit by an NO can only be linked to the attributes of the user without disclosing 
his/her full identity, (iv) each user is assumed to belong to a user group and each user 
group is supposed to be managed by a group manager. The full identity of a user can 
be identified only by the joint effort from the user group manager and the NO and not 
by any of them individually. 

To address the aforementioned security and privacy requirements, PEACE 
proposes a trust and key management model. The high-level trust model includes four 
network entities: (i) the network operator, (ii) user group managers, (iii) user groups, 
and (iv) a trusted third party (TTP). Each user group consists of a set of users 
according to certain aspects of their non-essential attributes. Each group has one 
group manager who is delegated with the responsibility of adding or removing users 
from that group. The manger of a group knows the essential and non-essential 
attributes of each of the members in his group since these information is shared by the 
users to the manager at time of their joining the network. Each group manager 
subscribes to the network operator on behalf of its group members. The network 
operator allocates a set of group secret keys to the user group after successful 
registration of the group. Each group secret key is divided into two parts before they 
are distributed by the network operator. One part of the key is sent to the 
corresponding group manager and the other part is communicated to the TTP. To 
access network services, each user sends two requests: one request to its group 
manager and the other to the TTP for recovering the complete group secret key. On 
receiving the key parts, the user sends signed acknowledgments to the group manager 
and the TTP. This principle of key management which is based on separation of 
powers enables PEACE to achieve a high level of robustness in its security and 
privacy protection strength. From the network operator’s point of view, access 
security is guaranteed since each user has to gather a valid complete group secret key 
and generate a valid access credential based on that key. User privacy is highly 
enhanced since the user identity information and the corresponding key information 
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are divided among three autonomous network entities – the group manager, the TTP 
and the network operator. Although the network operator has the access to the 
complete user secret key, it does not have any information about how these keys are 
mapped to the essential attributes of the users. On the other hand, the group manager 
and the TTP both know the essential attributes of the users, but none of them have 
complete information about the secret key. Unless two among the three entities 
(network operator, TTP and group manager) collude, PEACE makes it impossible for 
any of them to have access to a user’s essential attributes from the access credentials 
submitted by the user. However, the accountability of a user is fully ensured since in 
case of any possible incident, a legal authority can collect information from the 
network operator, the group manager, and the TTP to precisely identify the user.  

Since the conventional blind signatures and ring signature schemes can only 
provide irrevocable anonymity, and PEACE requires revocable anonymity to 
guarantee user accountability, the authors have developed a variation of the short 
group signature scheme proposed in [142] to meet the requirement. PEACE also 
provides a robust mechanism for dynamic addition and deletion of users and mesh 
routers to and from the network. A comprehensive security analysis has shown that 
the scheme is resistant to bogus data injection attacks, data phishing attacks and DoS 
attacks [141].  

3.8.3 SAT: A Security Architecture for Achieving Anonymity  
and Traceability 

Sun et al. present a security architecture named “SAT” [143, 144]. The system uses 
ticket-based protocols for resolving the conflicting security requirements of 
unconditional anonymity for honest users and traceability of misbehaving users in a 
WMN. By using the tickets, self-generated pseudonyms, and the hierarchical identity-
based cryptography, the architecture has been demonstrated to achieve the desired 
security objectives while maintaining the performance efficiency at a high level. The 
system uses a blind signature technique from payment systems [145-148] to achieve 
anonymity by delinking user identities from their activities. The pseudonym technique 
also renders user location information unexposed. The pseudonym generation 
mechanism does not rely on a central authority unlike the broker in ARSA [110], the 
domain authority in [149], the transportation authority or the manufacturer in [150], 
and the trusted authority in [151], who can derive the user’s identity from his/her 
pseudonyms and illegally trace on an honest user. However, the system is not 
intended for achieving routing anonymity. Hierarchical identity-based cryptography 
(HIBC) for inter-domain authentication is adopted to avoid domain parameter 
certification in order to ensure anonymous access control. 

Fig. 12 depicts the architecture of a WMN on which the SAT scheme is 
implemented. The scheme assumes a wireless mesh backbone consisting of the mesh 
routers (MRs) and the gateways (GWs) which are connected by wireless links. The 
MRs and GWs serve as the access points for individual WMN domains such as 
hospital, campus etc. It is assumed that each domain is managed by a trusted 
authority (TA). Each TA is connected to its GWs by high-speed links. The TAs and 
the GWs are powerful computing devices and these devices are physically protected 
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from any possible attacks. The scheme assumes the existence of a mechanism that 
distributes pre-shared keys and establishes secure communication channels between 
the TAs, the GWs, and the MRs at the backbone. SAT, however, focuses on the 
authentication and the key establishment problems during the network access of the 
MCs. It adopts the hierarchical ID-based signature scheme (HIDS) [152] for inter-
domain authentication of clients which are affiliated to a home TA and are currently 
visiting a foreign TA. For trust domain initialization, the authors have proposed the 
use of hierarchical identity based cryptography (IBC) [152]. SAT uses a ticket-based 
security architecture for client authentication, data integrity, and confidentiality in 
communications both in the home domain and in inter-domain. The ticket-based 
architecture is responsible for ticket issuance, ticket deposit, fraud detection, and 
ticket revocation protocols. When a client joins the network, the TA issues a ticket to 
it. The client needs to reveal its real ID to the TA at this time so that TA can verify the 
authenticity of the client. The client employs some blinding techniques to transform 
the ticket so that it cannot be linked to a specific execution of the ticket generation 
algorithm while the verifiability of the ticket is maintained. This ensures that the TA 
cannot link the issued ticket to the real identity of the client. The authors have 
proposed use of a partially restrictive blind signature scheme [153, 154] in the ticket 
generation algorithm. The TA publishes the domain parameters to be used by the 
clients in its trust domain following the standard IBC domain initialization process. 
After obtaining a ticket, a client may deposit the ticket anytime for accessing network 
services before the ticket expires. The ticket is to be deposited only once to the first 
encountered gateway that provides the network access. The gateway (also called the 
deposit gateway) verifies the signature and the integrity of the deposited ticket and 
generates a signature on the client’s pseudonym along with the ID of the deposit 
gateway (DGW). This signature is required so that the other access points in the trust 
domain can determine whether and where to forward the client’s access request, in 
case the deposited ticket is to be further used from other access points. The client is 
not allowed to change its pseudonym, since the DGW will refuse network access to 
the client if the current pseudonym does not match with the one that was initially 
recorded with the ticket. The real ID of a client has to be revealed to the home TA at 
the time the ticket is issued due to the requirement of client authorization. However, if 
the privacy of the client is to be protected, this ID is hidden from the access point. 
Unless the access point colludes with the home TA, user identity privacy cannot be 
compromised. For obtaining new tickets, the client simply deposits the old ticket 
using the ticket deposit protocol and gets the new ticket. The request for ticket is sent 
to the home TA in encrypted form.  

The ticket revocation protocol is used for two purposes: (i) revocation of new 
tickets and (ii) revocation of deposited tickets. The client may have some unused 
tickets which have not been deposited before. For revoking these tickets, the client 
sends a signed and time-stamped request for revocation to a GW. The GW 
authenticates the client and records the ticket serial number as revoked. For revoking 
already deposited tickets, the client sends an authenticated revocation request to the 
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Fig. 12. The WMN architecture used in SAT scheme [144] 

DGW. The DGW verifies the authenticity of the client and marks the associated ticket 
as revoked. A GW after successfully executing a revocation request, reports the 
revocation details to the home TA. The home TA updates and distributes the 
revocation list for all GWs in the trust domain. 

When a client attempts to access network services from a foreign (visiting) trust 
domain, two possible scenarios of authentication for the client may arise. In the first 
case, the client does not have any available ticket for accessing the network from the 
foreign domain. In this case, a foreign mesh router (MR) forwards the client’s new 
ticket request to the home domain of the client. In the second scenario, the client has 
available new tickets issued by its home TA. In this case also the foreign mesh router 
forwards the tickets to the home domain for verifying the authenticity of the available 
tickets. In SAT, the clients use a robust and efficient way for generating their 
pseudonyms. The method of self-generation of pseudonym is similar to that proposed 
by Rahman et al. in [155]. Self-generation of pseudonyms by clients incurs very low 
overhead and hence, the clients can use it frequently to regenerate their pseudonyms. 
This increases the strength of the anonymity and privacy protection. 

3.8.4 An Efficient and User Privacy Preserving Routing Protocol for WMNs 
Sen has proposed an efficient and secure routing protocol for WMNs for handling 
stringent quality of service (QoS) requirements of real-time applications while 
ensuring protection of user privacy [156]. The scheme assumes a three-tier 
architecture of WMNs in which the top level contains the Internet gateways (IGWs) 
which are connected to the wired Internet forming the backbone of the WMN. At the 
next level of the architecture are the wireless mesh routers which are connected to the 
IGWs and among each other forming a wireless mesh. The mesh clients (i.e., the 
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wireless mobile user devices) are at the lowest level of the architecture which can 
connect to the MRs using wireless networking for accessing the Internet services. The 
author has identified several challenges in designing an efficient routing protocol such 
as: (i) accurate measurement of link reliabilities, (ii) robust estimation of the end-to-
end delay in routing, (iii) reducing control overhead to maximize throughput in the 
network. To address these challenges the proposed protocol has incorporated several 
salient features such as: (i) designing a robust estimate for reliability of each routing 
path for a source-destination pair, (ii) exploiting the network topological information 
for efficient route discovery, (iii) developing a reliable model for estimating the end-
to-end delay along a routing path, (iv) use of multi-point relay (MPR) nodes to reduce 
the control overhead in routing, (v) accurately estimating the available bandwidth in a 
wireless link and along a wireless path for a source-destination pair, (vi) routing 
through a path in the fixed network through wired IGWs, (vii) identification of selfish 
nodes, (viii) protecting the user privacy. In the following, these features are described 
very briefly. A more detailed discussion can be found in [156]. 

In the protocol, every node computes the reliability of each of its out-bound 
wireless links. For computing the reliability of a link, the number of control packets a 
node receives during a given time interval is used as the base parameter. An 
exponentially weighted moving average (EWMA) approach is use to update the link 
reliability estimate for a link [156]. Each node maintains and periodically updates a 
link reliability table after computing the reliability metric for each of its out-bound 
wireless links. The reliability for an end-to-end routing path is computed based on the 
average of the reliabilities of all the links constituting the path. 

The protocol also exploits the knowledge of network topology by using a strategy 
of selective flooding of control messages, and hence avoids broadcast of control 
messages. If a source-destination pair is under the control of the same MR, the 
flooding of the control message are made only within the part of the network served 
by the MR. To further reduce the overhead of control messages, the nodes accept 
broadcast control messages from only those neighbors which have link reliabilities 
greater than a threshold minimum value. The paths with less reliability values are not 
discovered and hence not considered for routing.  

For achieving an accurate estimation in end-to-end delay over a routing path, the 
protocol uses probe packets during the route discovery phase. In this approach, when 
a source node receives the RREP packet from a destination in response to an RREQ 
message, it constructs a table and stores all the RREP packets that have been received 
along with the routes through which the RREP messages have arrived. The source 
node then sends some probe packets to the destination through the (reverse) path 
along which the first RREP message arrived from the destination. This ensures that 
the probe packets are sent along the path which is likely to induce the minimum end-
to-end delay. The number of probe packets is kept limited to 2H for a path of H hops 
to make a tradeoff between the control overhead and the measurement accuracy. The 
destination node computes the average delay experienced by all the probe packets it 
has received, and sends the computed value to the source node piggybacking it on an 
RREP message. If the computed average delay is less than the maximum delay that 
can be tolerated to satisfy the application QoS, the source node selects the route. 
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Otherwise, the source tries with the next path in its table till it finds a path that 
satisfies the delay tolerance.  

For further reducing the control overhead, the protocol selects MPR nodes as in 
optimized link sate routing (OLSR) protocol, and routes the control packets through 
these nodes. In addition to the computation of path reliability and use of MPR nodes 
to minimize the overhead due to flooding, the protocol uses a robust estimation of the 
available bandwidth of the wireless paths used in routing by computing the packet 
loss due to congestion in the wireless links [156].  

The efficiency in routing is further improved by occasional routing of packets 
through the fixed wired network backbone. Every MC knows its hop distance from its 
IGW. This hop count information is included in the RREQ messages from the MC. 
When the destination MC receives the RREQ, since it also knows its hop distance 
from its gateway, it checks which path is better from routing – the path through the 
WMN or the path through the fixed network. If the destination node finds that the 
better route is through the fixed network, it sends the RREP message through wired 
backbone network. Therefore, in such situations, the forward route is established 
between the source and the destination through the wired network, while the reverse 
route is setup through the WMN. Since the nodes in the forward and the reverse 
routes are on node-disjoint paths, they do not contend for accessing the wireless 
medium resulting in an improved throughput and reduced end-to-end delay. For 
handling any possible selfish behavior of nodes (a selfish node utilizes network 
resources for routing its own packet but avoids forwarding packets for other nodes to 
conserve its energy), the protocol employs a simple mechanism to discourage selfish 
behavior and encourage cooperation among nodes. Each node forwards routing 
packets to only to those neighbors which have link reliability greater than a threshold 
value. Since the link reliabilities for the selfish nodes are all zero (the selfish nodes do 
not forward any packets), these nodes never get any opportunity to participate in 
routing. Hence, packets originating from these nodes are always dropped. The link 
reliability metric serves the dual purpose of enhancing the reliability and enforcing 
cooperation among the nodes. 

The protocol also ensures user anonymity and privacy protection by using a novel 
approach that extends the ring signature authentication scheme [157]. A security 
analysis of the protocol has shown that the protocol ensures: (i) user anonymity, (ii) 
anonymous authentication of a user with an authentication server (AS) and also 
anonymous authentication among a pair of users, (iii) forward secrecy (forward secrecy 
of a scheme refers to its ability to defend against leaking of its keys of the previous 
sessions when an attacker is able to catch hold of the key of a particular session). Since 
forward secrecy is ensured, the protocol is resistant to any replay attack [156]. 

Table 6 presents a summary of some privacy protection schemes in WMN 
communication. 

3.9 Cross-Layer Security Mechanisms 

Kidston et al. have proposed a cross-layer architecture for security in multi-hop 
wireless networks [158]. The authors argue that by utilizing the metrics from the 
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security services at one layer, such as authentication systems and intrusion detection 
systems (IDS), robustness in the security services being provided at other layers can 
be increased. For example, application layer security services such as secure 
authentication and IDSs can provide real-time attack profiles into an integrated cross-
layer security service. These profiles may be used by the lower layers to improve their 
detection efficiencies since the lower layers don’t have to compute any security 
metrics at all. While the computational complexity in a node increases for using this 
cross-layer security services, the communication overhead in the network is reduced 
to a large extent. In the proposed cross-layer architecture, the authors have used a 
publish-subscribe system that acts a vertical interface between all the layers of the 
communication protocol stack [158]. This interface is used as a real-time messaging 
framework by the layers for communicating critical security metrics. Other layers 
subscribe to the metrics. An independent cross-layer service may also be designed 
that will exclusively subscribe to the security metrics. Each protocol stack focuses 
only on its core security functionality while subscribing to the value-added metrics 
published by other layers. The per-layer information is combined to build a 
consolidated security picture that can assist the operator of the network in designing 
an automated response system for responding to any possible attack.  

Table 6. Summary of some privacy preservation schemes in WMN communication 

Protocol Salient Features 
Penalty-
based 
multipath 
routing [5] 

This mechanism aims to achieve a balance between network performance and 
traffic privacy in a WMN. It utilizes a novel concept called traffic entropy that 
quantifies the amount of information required to describe the traffic pattern 
and to characterize the performance of traffic privacy preservation. The 
scheme uses a penalty-based shortest path routing algorithm that maximally 
preserves the traffic privacy by minimizing the mutual information of traffic 
entropy observed at intermediate node while ensuring that network 
performance is maintained at high level. The scheme is effective in preserving 
traffic privacy and resilient against colluding malicious nodes. However, it 
has a scalability problem. 

PEACE 
[141] 

It is a privacy architecture for WMNs that assumes three-tiers with the 
gateways connected to the Internet at the topmost level, MRs at the second 
level and user mobile devices at the lowest level. The security associations 
between the gateways and the MRs are assumed to be in place. The protocol 
has the following objectives: (i) ensure authentication and robust key 
management between the user devices and the MRs, (ii) provide mutual 
authentication and key distribution among the mobile user devices, (iii) 
protect the privacy of the users, (iv) ensure user accountability in the system, 
and (v) maintain the node membership in the system. The protocol has a 
robust trust and key management system to satisfy its security and privacy 
requirements. In addition to providing revocable anonymity, the protocol is 
resistant to bogus data injection attack, data phishing attacks and DoS attacks. 
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Table 6. (continued) 

SAT [143, 
144] 

The protocol uses tickets, self-generated pseudonyms, and a hierarchical 
identity-based cryptographic structure to achieve the conflicting tradeoff 
between security and user privacy while maintaining the performance 
efficiency at a high level. The pseudonym generation technique does not rely 
on a central authority and provides user location privacy while avoiding any 
single point of failure in the system architecture. The protocol provides 
anonymous access control to the users but cannot ensure routing anonymity. 
The ticket-based security architecture provides client authentication, data 
integrity, and confidentiality in communications both in the home domain and 
in inter-domain. A blinding technique is used by a client to transform the 
issued ticket by the TA (trusted authority) so that the TA cannot link the 
issued ticket to the real identity of the client. 

Privacy 
preserving 
routing 
[156] 

It is a secure routing protocol that can handle stringent quality of service 
(QoS) requirements of real-time applications while ensuring protection of user 
privacy. Various modules of the protocol perform the following functions: (i) 
accurate measurements of wireless link reliabilities, (ii) robust estimation of 
end-to-end delay in routing, (iii) reducing the control packet overhead and 
maximizing the throughput in the network, (iv) use of multi-point relay 
(MPR) nodes to reduce control overhead, (v) accurate estimation of the 
available bandwidth in the wireless links on the routing path for a source-
destination pair, (vi) identification of selfish nodes, (vii) protection of user 
privacy. User anonymity and privacy is ensured by a novel scheme that 
extends the ring signature authentication scheme. 

Privacy in 
P2P 
networks 
[139] 

This protocol is designed to combat the problem of unauthentic file 
downloads as well as to improve the search scalability and efficiency in an 
unstructured peer-to-peer network while protecting the privacy of the users. 
The adaptive trust-aware protocol is based on the construction of an overlay 
of trusted peers where neighbors are selected based on their trust ratings and 
content similarities. The semantic communities of peers also enable the 
protocol for form a neighborhood of trust that is utilized to protect user 
privacy. 

Anonymity 
using 
onion 
routing [6] 

The objective of this mechanism is to hide an active node that connects to a 
gateway router for accessing the Internet, where the active mesh nodes are to 
be kept anonymous. The communication protocol uses the concept of onion 
routing (OR) to protect the privacy of the node. The mobile user who requires 
anonymous communication sends a request to the onion router which 
constructs an onion route consisting of the public keys of the routers. The 
onion is constructed in such a way that the inner most part is the core message 
which is wrapped by encrypting it using the public keys of the ORs on the 
route. The mechanism, however, has a high computing and communication 
overhead.   
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4 Trust Management in WMNs 

The use of trust and reputation-based frameworks for enforcing security and 
collaboration among nodes in wireless multi-hop networks is a very popular 
approach. A trust-based scheme can protect against attacks that are sometime beyond 
the capabilities of cryptographic mechanisms. For example, issues like judging the 
quality and reliability of wireless links for establishing routing paths in high-
throughput multicast routing, robust key management, reliable packet forwarding over 
multiple hops etc. can be elegantly addressed by utilizing the services of a trust-based 
framework. Several trust- and reputation-based frameworks for mobile ad hoc and 
wireless sensor networks exist in the literature [8]. Most of these schemes can be 
easily adapted to WMNs. 

Pirzada and McDonald propose an approach to building trust among the nodes in 
an ad hoc network that can be deployed in a WMN which does not have a centralized 
trusted entity [159]. In this scheme, the nodes passively monitor the packets received 
and forwarded by their neighbors. The receiving and forwarding of packets are 
considered as events. The events are assigned different weights based on the 
applications and the forwarding behaviors of the nodes. The weights reflect the 
significance of the concerned event with respect to the associated applications.  
The trust values associated with all the events of a node are combined to arrive at an 
aggregate trust metric for the node. The computed trust values of a pair of nodes are 
used for deriving the trust value of the link connecting those nodes. The links which 
have higher trusted values are assigned smaller weights and a shortest-path algorithm 
is utilized to find the most trusted path (i.e., the path with the minimum weight) 
between a pair of nodes.  

Yen et al. propose a security solution for ad hoc networks that is based on a trust 
framework to ensure data protection, secure routing, and message authentication 
[160]. In this scheme, logical and computational trust analysis and evaluation 
methodologies are applied in each node. Each node then evaluates the trust metric for 
each of its peers using factors such as experience statistics, data value, intrusion 
detection results, and recommendations from its neighbors leading to a robust trust 
management framework. 

Sen et al. have proposed a trust establishment mechanism among nodes in a 
MANET [161]. The proposed framework is a probabilistic solution based on a 
distributed trust model. A secret dealer is introduced during the network 
bootstrapping phase to initiate the trust establishment process. Subsequently, the 
nodes use a self-organized certificate distribution and management procedure based 
on threshold cryptography. The mechanism has been shown to be very effective in a 
large-scale dynamic ad hoc network.  

In a multi-operator WMN deployment, the major issue is the lack of trust between 
the heterogeneous network entities belonging to different service providers and 
network operators. In such scenarios, reputation-based systems are useful for 
establishing and sustaining trust between mobile users and different network 
operators and service providers. Ben Salem et al. have addressed the issue of 
interoperability for trust building in a wireless network [162]. The authors argue that 
since the home network of a service provider can be the home network for some 
mobile nodes and a foreign network for some other mobile nodes, the home network 
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of a service provider cannot always be trusted by all mobile nodes. The proposed 
reputation-based system allows mobile nodes to evaluate the trustworthiness of a 
service provider based on the latter’s behavior. At the same time, the system also 
allows a service provider to authorize mobile users to access its network services 
based on their trust levels with the service provider.    

Jarrett and Ward have presented a trusted computing-based routing protocol- 
trusted computing ad hoc on-demand distance vector (TCAODV) [163] – that extends 
the base ad hoc on-demand distance vector (AODV) [83] routing protocol. In 
TCAODV, each node has its public key certified by a certificate authority (CA) and 
the public key certificate of each node is stored within a trusted root. The source node 
broadcasts its public key certificate with its HELLO message. Each of the neighbor 
nodes, on receiving the certificate, first verifies the authenticity of the certificate and 
then stores it as the broadcaster’s public key. The RREQ packet sent by each node is 
signed using the integrity metric from the routing module of the sender. Each 
neighbor, on receiving the RREQ message, verifies the signature using the previously 
stored broadcaster’s key and determines whether the provided integrity measurements 
are trustworthy. The intermediate nodes on the path from the source to the destination 
strip off the signature in the RREQ message and put their own signatures and integrity 
measurements. A per-route symmetric encryption key is also established for allowing 
only the trusted nodes along the route to use the route. All traffic sent along this route 
is encrypted using this symmetric key.  

Sen presents a reputation- and trust-based security framework for mobile ad hoc 
networks (MANETs) that can detect packet dropping attacks by malicious insider 
nodes [164]. The mechanism uses a trust model that computes the reputation metrics 
for all nodes in the network based on their packet forwarding statistics. The 
proposition includes a robust trust metric computation, propagation and update 
process which involves low computation and communication overheads. Moreover, it 
can be easily adapted to WMNs which do not have any centralized point of 
administration or a certificate authority (CA) for key management or a deployed 
trusted third party (TTP). 

Tang and Wu propose a trust-delegation-based efficient mobile authentication 
scheme (EMAS) that uses the elliptic curve discrete logarithm problem [165]. Lee et 
al. have presented a distributed authentication model for reducing the authentication 
delay by deploying multiple trusted nodes which serve the role of an authentication 
server in a WMN [107]. Zhang et al. propose an attack resilient security architecture 
(ARSA) for WMNs that aims at providing secure roaming in multi-domain WMNs 
using a user-broker-operator trust model [110]. Lin et al. have presented an 
authentication scheme for WMNs that utilizes the services of a trusted third party 
(TTP) which also acts as a trusted certificate authority (CA) for issuing certificates to 
service providers and mobile users [123].  

For establishing a trust relationship among different wireless Internet service 
providers (WISPs) in a multi-operator WMN, an approach of deploying a centralized 
roaming broker (RB) has been proposed by Leu et al. [116]. The RB is trusted by all 
the participating WISPs. In this approach, when a mobile user (MU) roams into the 
domain of a foreign network, the foreign WISP forwards the AAA session of the MU 
to its home WISP for authorization verification via the RB. In the scheme proposed 
by Long et al., the RB not only acts as TTP, but also as a certificate authority that 
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issues public key certificates to the WISPs and the MUs [117]. The trust relationships 
among the WISPs or between a WISP and MUs can be easily established by 
validating the public key certificates by the RB. The foreign WISP reports the 
accounting information of the roaming MU to its home WISP at the completion of the 
session. Although, the deployment of an RB effectively reduces handoff 
authentication delay, unfortunately, it becomes a point of performance bottleneck and 
single-point-of-failure. Zhu et al. have presented a digital signature-based inter-
domain roaming and billing architecture wherein a WISP not only accepts a valid 
public key certificate issued by another WISP but also accepts the digital signature 
issued by that WISP as a payment technique [166]. Hence, inter-domain 
authentication and billing are performed simultaneously by verifying and validating a 
digital signature. The scheme assumes that every access point (AP) is enough 
trustworthy is authorized to issue digital signatures on behalf of its WISP. However, 
this assumption may not be realistic in large-scale distributed WMNs in which some 
of the mesh access points (MAP) may be easily compromised.  

Several other trust and reputation-based schemes are available for wireless multi-
hop networks such as: Watchdog and Pathrater [59], CONFIDANT [167], CORE 
[168], RFSN [169], DRBTS [170], OCEAN [171]. The interested readers may refer to 
[8] for further details on these schemes.  

5 Security in WMNs – Open Problems and Future Research 
Challenges 

WMNs have become the focus of research in wireless networks in the recent years 
owing to their great promise in realizing numerous next-generation wireless services. 
Driven by the demand for rich and high-speed content access with stringent QoS 
requirements, recent research on WMNs has focused on developing high performance 
communication protocols, while the security and privacy issues of these protocols 
have received relatively less attention. However, given the wireless and multi-hop 
nature of communication in WMNs, these networks are vulnerable to a wide variety 
of attacks at all layers of the communication protocol stack. Although, the researchers 
have made substantial contributions in the areas of security and privacy in WMNs, 
there are still many challenges that remain to be addressed. Some of these challenges 
and a few future research directions in security for WMNs are briefly discussed in the 
following. 

Existing authentication schemes for WMNs under high mobility conditions involve 
large delay and latency that sometimes adversely affect the QoS of the applications 
and network services. Efficient, lightweight and robust authentication protocols for 
MRs and MCs with high mobility need to be designed that minimize authentication 
and handoff delay. For this purpose, scalable key management systems are also 
required. Similarly, for reliable routing in wireless environment that involves high 
rate of packet drops, energy-aware, efficient multipath routing schemes are also in 
demand for high throughput applications. 
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For strategic deployments of WMNs, robust hop integrity verification protocols 
need to be designed. In addition, due to hardware/software compatibility and 
efficiency considerations, it may be a challenging issue to design a strategic plan for 
deploying the hop integrity verification protocols in the nodes in a WMN. While the 
deployment of an integrity verification protocol in each MR may be a very secure 
strategy, from efficiency point of view this may not be an optimal one. An adaptable 
strategy that can be varied based on the requirements of the applications will be ideal.  

Existing security schemes for deployment in hybrid WMNs are also inadequate. In 
hybrid WMNs, the networks are designed to be integrated with other types of 
networks, such as wired networks and cellular wireless networks. Such networks are 
vulnerable to a wide range of attacks which are not present in the individual network 
components. For instance, a mesh network for wireless Internet access can be targeted 
with DoS attacks launched from the Internet [172]. The scarcity of bandwidth 
resource on the wireless network makes the attack more difficult to defend and the 
existing defense mechanisms for DoS attacks will be ineffective in this scenario. On 
the other hand, hybrid networks also present additional resources and opportunities 
for defending against attacks. For example, for defending attacks on a WMN 
connected to a wired network, it is possible to leverage the high bandwidth, low 
latency wired links, and powerful computers in the wired network for handling 
security issues in the wireless networks. 

Authentication and key management in WMNs with highly mobile MCs and MRs 
pose particularly difficult challenges. Owing to the very limited coverage of IEEE 
802.11-based MRs (e.g., 100 meters), high mobility users migrate very fast from the 
coverage area of an MR to another. It is not acceptable for a user to authenticate and 
negotiate the key with each MR. Novel solutions possibly by using group keys are 
needed for this purpose. A very interesting research direction in this regard is to 
investigate whether an approach of signature aggregation [137] can be utilized for 
developing an efficient key management scheme for WMNs. This can be extremely 
useful for group key establishment leading to reduction in the overhead incurred in 
the group key creation and re-keying process.   

Use of novel approaches like dynamic topology-aware adaptations and dynamic 
network coding for securing multicast messages in WMNs are very interesting 
emerging trends [172]. The essential principle of dynamic topology adaptation is to 
improve network performance by dynamically adjusting the protocol structures based 
on the variations of the wireless links. On the other hand, dynamic network coding 
exploits the broadcast nature of the wireless medium and makes use of the common 
occurrence of packet overhearing in wireless networks with the ultimate goal to 
improve network performance. Ahlswede et al. have proposed the use of network 
coding for secure routing in wireless networks [173]. However, the existing network 
coding systems are vulnerable to a wide range of attacks besides the most well-known 
packet pollution attacks [174]. Many of the weaknesses of the existing systems lie in 
their single focus on performance optimizations. A more balanced approach, which 
can provide improved security guarantees, is crucial for the actual adoption of 
network coding in real-world applications. A future direction of research is to uncover 
the security implications of different design and optimization techniques, and explore 
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balanced system designs with network coding that achieve appropriate tradeoffs 
between security and performance that is suitable for different applications’ 
requirements. 

Cross-layer security approach is another possible future direction of research for 
wireless networks. While cross-layer protocols for wireless networks have been 
widely researched in the literature [175], their applications in security domain have 
found very limited attention. As mentioned in Section 3.9, cross-layer approach to 
security could lead to efficient and proactive intrusion and anomaly detection in some 
mission-critical wireless network deployments.   

For user privacy preservation, optimized deployments of emerging techniques like 
fully homomorphic encryption [176] in WMNs can be another very interesting 
direction of research. 

6 Conclusion 

WMNs have become an important focus area of research in the recent years owing to 
their great potentials in realizing numerous next-generation wireless services with 
stringent QoS guarantees and with high mobility support for the users. Driven by the 
increasing demand for rich, high-speed and bandwidth intensive content access, 
recent research has focused on developing high performance communication 
protocols for such networks, while issues like security, privacy, access control, 
intrusion detection, secure authentication etc. have taken the back seat. However, 
given the inherent vulnerabilities of the wireless medium due to its broadcast nature 
and multi-hop communications in WMNs, these networks are subject to a wide range 
of threats. This chapter has made a comprehensive presentation on the various attacks 
on different layers of the communication protocol stack of WMNs. While 
highlighting various vulnerabilities in the physical, link, network, transport and 
application layers, this chapter has also focused its attention on how attacks can be 
launched on authentication, privacy and key management protocols on WMNs. After 
identifying various security threats, the chapter has presented a comprehensive state 
of the art survey on various defense mechanisms for defending those attacks. Some of 
these defense mechanisms are also compared with respect to their different 
approaches towards security and their performance efficiencies. Finally, some of the 
emerging trends in research and future research issues related to security and privacy 
in WMNs are presented.  
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Abstract. Establishment of trust is amongst the most critical aspects of any 
system's security. For any network, trust refers to a set of relationships amongst 
the entities participating in the network operations. Trust establishment plays a 
key role in prevention of attacks in VANET. The nodes involved in defense of 
the network against such attacks must establish mutual trust for the network to 
operate smoothly. It is a major challenge as a receiving node needs to ensure 
authenticity and trust-ability of the received messages before reacting to them. It 
is assumed that each node in a VANET is equipped with a trust system to take 
such decisions. There are two options for trust establishment (1) Based on static 
infrastructure, (2) Dynamic establishment of trust in a self organized manner. 
Trust based on static infrastructure is more efficient and robust than dynamic 
infrastructure. The only concern using static infrastructure is the unavailability of 
fixed infrastructure in some locations. The main objective of this paper is to 
describe various trust establishment approaches for VANET. If all the nodes 
establish trust with other nodes in VANET, probability of occurrence of attacks 
can be drastically reduced. 

Keywords: VANET, Trust, PKI, OBU, RSU. 

1 Introduction 

Vehicular Ad hoc network (VANET) is a specific type of Mobile Ad-Hoc Network 
(MANET) that provides communication between (1) nearby vehicles and (2) vehicles 
and nearby roadside equipments. These networks have no fixed infrastructure and rely 
on the vehicles themselves for implementing any network functionality. A VANET is a 
decentralized network as every node performs the functions of both host and router. 
The main benefit of VANET communication is the enhanced passenger safety by virtue 
of exchanging warning messages between vehicles. VANET differs from MANET as it 
provides higher mobility of nodes, larger scale networks, geographically constrained 
topology and frequent network fragmentation. 

VANET Security is crucial because a poorly designed VANET is vulnerable to 
network attacks and this in turn compromises the safety of drivers. Security systems 
should ensure that transmission comes from a trusted source and is not tampered 
en-route by other sources. Trust and security are two interdependent concepts that 
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cannot be de-segregated. For example, cryptography is used for implementing security 
in network system but it is dependent on trusted key exchange. In the same way, trusted 
key exchange cannot take place without requiring security services. While defining a 
secure system, these two terms can be used interchangeably due to their 
interdependency. 

As VANET has an open and shared wireless ad hoc environment, it is possible that 
some nodes can be compromised. It is very important for a security solution to identify 
these malicious nodes and exclude them from the network. If the trust relationships are 
clarified in real time, it's easy to take appropriate security measures and take correct 
decisions regarding any security issue. A trust based model is required which can 
manage nodes dynamically and evaluate node’s activities efficiently in a distributed 
manner. Illegitimate nodes can be detected based on their trust evaluations so that they 
cannot be used in any communication within the network. Thus trust values 
determination plays a very important role for improvement of the network security and 
reliability. 

In this tutorial, we focus on various trust establishment techniques in VANET. Trust 
establishment process can be partitioned into two classes: Infrastructure based trust and 
self organized trust. We review these approaches and discuss the optimal approach that 
best fits VANET environment. 

The rest of chapter is organized as follows. Various types of attacks are discussed in 
section 2 followed by trust establishment and evaluation approach in Section 3. 
Infrastructure based trust establishment is described in detail in Section 4. Dynamic 
trust establishment techniques are presented in section 5. Section 6 reviews trust 
establishment models in VANET. Open research issues are briefly discussed in Section 
7 followed by concluding remarks in Section 8. 

2 Attacks on Vehicular Networks 

Due to the large number of autonomous network members and the presence of human 
factor, misbehavior of nodes in future vehicular networks cannot be ruled out. Several 
types of attacks have been identified and classified [3] on the basis of layer used by the 
attacker. At the physical and link layers, attacker can disturb the network system by 
overloading the communication channel with junk messages. Attacker can inject false 
messages [18] or rebroadcast an old message also. Some attackers can tamper with an 
On-Board Unit (OBU) or destroy Road-Side Unit (RSU). At network layer, an attacker 
can insert false routing messages or overload the system with routing information. 
Privacy of drivers can be disclosed by revealing and tracking the position of drivers. 
Some of these attacks are briefly explained:  

1. Bogus Information:  Attackers in this case are insiders, rational, and active. 
They can send wrong information in the network so that it can affect the behavior 
of other drivers. For example, an adversary can inject wrong information about a 
non-existent traffic jam or an accident diverting vehicles to other routes and 
freeing a route for itself. 
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2. Cheating with Sensor Information: This attack is launched by an attacker who is 
insider, rational and active. He uses this attack to alter the perceived position, 
speed and direction of other nodes in order to escape liability in case of any 
mishap. 

3. ID Disclosure: An attacker is insider, passive and malicious. It can monitor 
trajectories of a target vehicle and can use this information for determining the ID 
of a vehicle. 

4. Denial of Service: Attacker is malicious, active, and local in this case. Attacker 
may want to bring down the network by sending unnecessary messages on the 
channel. Example of this attack includes channel jamming and injection of dummy 
messages.  

5. Replaying and Dropping Packets: An attacker may drop legitimate packets. For 
example, an attacker can drop all the alert messages meant for warning vehicles 
proceeding towards the accident location. Similarly an attacker can replay the 
packets after that event has been occurred to create the illusion of accident. 

6. Hidden Vehicle: This type of attack is possible in a scenario where vehicles 
smartly try to reduce the congestion on the wireless channel. For example, a 
vehicle has sent a warning message to its neighbors and it is awaiting a response. 
After receiving a response, a vehicle realizes that its neighbor is in a better position 
to forward the warning message and stops sending this message to other nodes. 
This is because it assumes that its neighbor will forward the message to other 
nodes. If this neighbor node is an attacker, it can be fatal for the system. 

7. Worm Hole Attack: It is challenging to detect and prevent this attack.  
A malicious node can record packets at one location in the network and tunnel 
them to other location through a private network shared with malicious nodes. 
Severity of the attack increases if the malicious node sends only control messages 
through the tunnel and not data packets. 

8. Sybil Attack: In this attack, a vehicle forges the identities of multiple vehicles. 
These identities can be used to play any type of attack in the system. These false 
identities also create an illusion that there are additional vehicles on the road. 
Consequence of this attack is that every type of attack can be played after spoofing 
the positions or identities of other nodes in the network. 

3 Trust Establishment 

Trust [20] refers to the confidence of an entity of VANET on another entity. It is based 
on the expectation that the other entity will perform a particular action 
believed/expected/accepted by the originator. Trust is based on the fact that the trusted 
entity will not act maliciously in a particular situation. As no one can be absolutely sure 
of this fact, trust is completely dependent on the belief of the trustor. An entity is a 
physical device that participates in the communication process e.g. OBUs (On Board 
unit) and RSUs (Road side Unit) used in VANET. Trust represents the degree to which 
a node should be trustworthy, secure or reliable during any interaction with other 
nodes. A node can participate in the communication process of VANET only if this 
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node is trustable for other nodes and satisfies the trust requirement. A node can have 
different trust values when evaluated by different nodes because requirement of trust 
evaluation may be different for individual nodes. Trust is time dependent as it can grow 
and decay over a period of time. Trust levels are determined by particular actions that 
the trusted party can perform for the trustee. 

Suppose T(i,j) is a trust relationship between node i and j. If one node trusts another 
node to perform the expected operation, the trust relationship between these nodes can 
be established reliably from initiator’s point of view. If node i wants some action 
performed by node j and if j is successfully performing this action, j is a trusted for node 
i. Node i will increase the trust value of j for its good behavior. So trust value keeps on 
increasing for each activity performed by a node that was expected by the initiator. 

Number of node’s activity is referred as node’s trust evidence and it 
increases/decreases once it cooperates successfully with the communication initiator or 
not. Trust relations are based on the evidence created by the previous interactions of the 
entities within the application.  

The specification, generation, distribution, discovery and evaluation of trust evidence 
are collectively called trust establishment. Trust establishment and management are 
essential components [7, 20, 25, 26] of a security framework of VANET. In wired 
networks, trust is achieved using indirect trust mechanisms. Establishing indirect trust 
requires some initial authentication mechanism like certification authorities authorizes all 
the communicating nodes. Establishing trust in ad hoc networks is a challenging task. It is 
based on establishing trust relationships with neighboring nodes. These trust relationships 
originate, develop and expire very frequently. Process of trust establishment is virtually 
impossible [17] due to absence of fixed trust infrastructure, short duration of links, shared 
wireless medium and physical vulnerability. For overcoming these problems, trust is 
established in ad hoc networks [7] using some assumptions like pre-configuration of 
nodes with secret keys and presence of centralized authority. 

 

Fig. 1. Trust Management Approach for Ad hoc Networks 
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Trust management scheme for ad hoc networks is shown in figure 1. Initially, 
trustworthiness of all the nodes in network is set to some default value. This value is 
modified whenever a node obtains some information regarding its trustworthiness in 
terms of both direct and indirect observations. Whenever a node observes any type of 
misbehavior from neighboring node, it reduces its trust value according to the 
punishment factor. This punishment factor is different for different misbehaviors. 
Misbehavior includes dropping, modification and misrouting of packets at network 
layer and sending false RTS/CTS in the MAC layer etc. Most of the security schemes 
depend on predefined threshold or training data to build up the malicious behavior of 
attackers. However, it is very difficult to set thresholds and collect training data sets of 
attacks in ad hoc networks. 

Since malicious nodes can participate in the trust management scheme by indirect 
observations, a proper method is required to combine multiple indirect observations 
from both trusted and untrusted neighbors. Two approaches [13] can be used to 
integrate multiple indirect observations in to direct information that each node directly 
observes. These are Bayesian approach and Dempster-Shafer Theory (DST) of 
evidence. There are two differences between these approaches- 1) DST approach does 
not regard negative evidence of an incident if there is no knowledge about it while 
Bayesian approach regards evidences either as positive or negative. 2) If there are two 
incidents inconsistent with each other, they will be considered either positive or 
negative according to Bayesian approach but DST approach can hold uncertain opinion 
toward any incident. DST approach is more suitable when there is uncertainty or no 
prior knowledge for the event. 

There are two approaches for trust establishment (1) on the basis of static 
infrastructure, (2) dynamic establishment of trust in a self organized manner. Static 
infrastructure based trust relies on common, global, trusted parameters e.g. CA 
(Centralized Authority). This can be used for authentication of message. Trust 
knowledge is shared among all the nodes of network by using CA. In dynamic trust 
establishment, there is no global knowledge and point of control for controlling the 
whole system.  

Safety related applications are very important in VANET. For example, vehicle on 
highway receives one safety message like change route in case of an accident. This 
vehicle forwards this safety message to other cars on same highway. After receiving 
this safety message, the vehicles need to check the trustworthiness of this safety 
message. Hence Trust management is required in safety applications. It is also required 
for detection of malicious nodes in case of any type of attack in VANET. 

3.1 Requirement Analysis 

There are two types of entities used in VANET- Vehicles and Road Side units (static). 
Vehicles are the communicating entities in VANET. These vehicles broadcast their 
current positions via beacon messages. There is a fixed interval during which vehicles 
broadcast beacon message. Being an Ad hoc network, there is no fixed infrastructure 
available at all the places. The trust management system should satisfy following 
requirements [22, 23, 35]:  
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1. Distributed: Trust management approach should be distributed to be applicable to 
the highly dynamic and distributed environment of VANET. All the vehicles 
should be able to evaluate their neighbors independently. Trust model discussed in 
[40, 41] uses direct interactions of peers to update ones belief in the trustworthiness 
of another. 

2. Dynamic: The system must react immediately as enough evidences against are 
found. The system should not only keep the grading of nodes but should also be 
flexible to react quickly to any type of misbehavior. 

3. Fair: The result of trust evaluation system should be meaningful. As long as there 
is no evidence for trustworthiness or untrustworthiness of vehicles, system remains 
neutral. Only the misbehaving vehicles should be detected i.e. there should not be 
any false positives and false negatives. If an honest vehicle is falsely detected as 
malicious, it represents a false positive. Similarly, a false negative is falsely 
detection of malicious node as a legitimate node. 

4. Properly Manageable: Behavior analysis of all the nodes involved in trust 
management must be integrated. Although these nodes should be configured 
differently regarding their reliability, importance and output frequency. Trust 
evaluation unit must handle the loss of messages properly. A loss of beacon of an 
honest vehicle should not lead negative rating because communication may be 
unreliable.  

5. Independent Quality of Evaluation: The quality of evaluation must be 
independent of different traffic scenarios. Capabilities of evaluation system may be 
different due to different traffic conditions. The evaluation system must exchange 
local positive ratings only in order to improve the view of the neighborhood in 
terms of trustworthiness.  

6. No Trust Distribution Loop: The exchange of trust values should be limited to 
local ratings. Only one level reputation system is required. Aggregated local and 
cooperative trust ratings should not be sent to other nodes in the network as trust 
values can be falsely increased in loops. 

7. Unawareness of the Distrust to Attacker: While exchanging the trust ratings 
with neighbors, attacker should not be aware when he is distrusted. For example, if 
an attacker is forging the position of some other node, he should not find enough 
time when he becomes distrusted and hence could change his identity to start from 
neutral rating. 

8. Scalable: It is an important perspective in trust management in VANET 
environment. For example, in high density VANET scenario, number of vehicles 
reporting information can be very large. Whereas, in low density scenario, a node 
has to take decisions very quickly for critical situations. So, it has to consult or 
accept information from only a number of peers. This number is inconstant based 
on the dynamic VANET scenario. However, a efficient trust management system 
ensures that number is set to a small value to account for scalability. 
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3.2 Categories of Trust Establishment 

There are various methods of establishment of trust in ad hoc networks. For example a 
node can establish trust periodically or on demand basis. Direct trust is established with 
one- hop neighbors and indirect trust is established with other nodes as in ad hoc 
networks. In some approaches, a centralized trusted entity is required. One approach 
focuses on trusting messages rather than their attributes. Figure 2. shows the taxonomy 
of trust establishment techniques. 

 

Fig. 2. Taxonomy of Trust Establishment Techniques 

1. Direct vs. Indirect (Recommendation) Trust:  It is defined as trustworthiness 
computed by one node for the other node. Direct trust can be derived based on 
previous similar experiences with the same party. It depends on the evidence 
captured during one to one interactions between other nodes. Evidence is attributed 
to positive/negative depending upon the neighboring node’s behavior 
malicious/benign respectively. Magnitude of positive value is proportional to the 
type of the event like ROUTE-REQ, ROUTE-REP, and ROUTE-ERROR. 
Magnitude of negative value is a function of two factors - type of event and 
malicious behavior like flooding, packet dropping, packet modification, 
addition/deletion of routes, packet fabrication etc. Once the evidence is evaluated, 
node i revises its existing direct trust for node j. For future computations, revised 
trust becomes the existing direct trust. Indirect trust is based on recommendations 
[2] from other trusted parties. If there is a healthy relation between a pair of nodes, 
they can recommend each other to other members of the network. The node that 
provides recommendation is referred to as Recommender and recommended node 
is Recommendee. Recommendations are communicated among nodes by 
exchanging data packets. 

2. Centralized vs. Decentralized Trust: Both of these approaches are based on 
infrastructure trust establishment. Global trusted entity is used in the centralized 
approach. It calculates trust value for all the nodes in the network. All the nodes of 
the network ask the trusted entity to provide information about other members of 
the network. Centralized trust has two implications- 1) failure of trusted entity can 
be fatal for the whole trust establishment approach. 2) Different entities in the 
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network have different opinions about the same target. So this fact is also not 
considered in centralized trust approach. In decentralized approach, each entity is 
responsible for maintaining trust in the system. Nodes calculate their own trust 
values for any target they want. This bottom-up approach is most widely used in ad 
hoc networks. The basic concept followed in this approach is [1] Pretty Good 
Privacy (PGP) for public key certification. Distinction between centralized and 
decentralized trust is in semantic terms only. The actual algorithm used for 
computation of trust executes at a single node. Computation can be done in a 
distributed manner throughout the network or trust computation algorithm can 
localized also i.e. each node interacts with its direct neighbor only without getting 
explicit cooperation from nodes further away. 

3. Proactive vs. Reactive Trust: It is more related to communication efficiency of 
nodes in the network. Proactive trust computation uses more bandwidth for 
maintaining trust relationships accurate. The nodes periodically interact with other 
nodes for maintaining trust. So trust decisions are computed without any delay. 
More bandwidth is wasted to keep trust values up to date since most of the 
computed information will be obsolete before it is used. In reactive method, trust 
values are calculated when these are explicitly needed. If the local trust values (one 
hop neighbors) change more often than a trust decision needs to be made, then 
reactive computation is favored.  

4. Data-Centric vs. Attribute Based Trust Establishment: In data centric 
approach [14], trust in each individual piece of data is computed. After that related 
or contradictory data are combined. Some evidence evaluation technique is applied 
for validating this data. In VANET, it is more necessary to establish trust in data 
rather than the nodes sending this data as in attribute based trust. For example, if a 
vehicle is receiving some safety information from other vehicles, it is not 
necessary to know who is sending this information rather this safety information is 
important. Node identities are irrelevant in VANET; safety messages with time 
and location are more relevant. In traditional trust establishment approach, entities 
(nodes) are the only parameter for establishing trust. Data-Centric trust 
establishment takes into account location and time of sending node as well as 
number and type of statements on data for deriving trust relations. Data-centric 
relations are appropriate for VANET as trust relations are established and 
re-established depending upon on the network topology and environment changes. 
For example in real time scenario, emergency information should be believed by 
receivers. Multiple time interaction between nodes is not possible in this case. In 
this approach trust is not established by only single source of data like some 
certification authority (CA) in traditional approach rather trust is derived from 
multiple evidence (messages from multiple vehicles). All the evidences are 
weighted according to some rules and also consider some trust metrics. Data and 
their weights are the input to decision logic and output is the level of trust in these 
data. 



 Trust Establishment Techniques in VANET 281 

Roadside unit Aided Trust Establishment (RATE) scheme [38] is presented that 
executes data centric trust establishment in VANET which uses RSU as intermediator. 
RATE integrates direct observed data with feedback information while evaluating the 
trustworthiness of data, eventually improves the accuracy of evaluation result. RSU 
decouples data-consuming and data-providing entities, thus enables vehicles to 
diminish attacks launched by malicious nodes through directly linked communications. 

3.3 Situation Aware Trust (SAT) 

The concept of SAT is inspired by various VANET application situations. This 
approach is used to address important trust issues in VANET. SAT is based on three 
aspects for trust establishment. 

• Trust Built on Attributes: In the concern of SAT [9], attributes are entities and 
data. Evaluation of the trustworthiness of an entity is performed by using 
authentication. Evaluation of trustworthiness of data is performed by using data 
integrity checking. Attributes can be classified as static and dynamic attributes 
depending on whether the attributes change frequently or remain same during long 
period of time compared to varied number of connections of VANET. 

• Proactive Trust: Proactive trust is very useful for active safety applications such 
as cooperative collision warning system. Proactive means setting up trust in 
advance by predicting future trustworthy situations and pro-actively establishing 
the trust in advance in VANET. 

• Social Trust: Social trust plays an important role to build up trust among human 
beings. Since VANET is driven by humans, social trust can be used for setting up 
trust among vehicles. Social network is useful when VANET application is 
running among people and in scenarios when road side network infrastructure is 
not available. 

3.4 Trust Evaluation 

The method of computation of trust in a network depends on the particular application 
[25] where trust values are used. The application determines the exact semantics of 
trust and the entity determines how trust relations will be used in application. Trust 
evaluation mechanism can be introduced in every node in VANET. Due to the dynamic 
topology and high mobility of vehicles, trust management is very difficult in VANET. 
Each node should evaluate trust on other nodes based on serious study and inference 
from trust factors like experience statistics, data value, intrusion detection result and 
reference of other nodes as well as node’s own preference and policy. Some static units 
like RSU’s can make the record of all the vehicles passing by. It can participate in  
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evaluation of trust between different entities of VANET. But the restriction is 
non-uniform distribution of RSUs in some places. There is a trust matrix which stores 
the knowledge used for trust evaluation in every node. There are some factors [8, 28] 
that may affect the trust computation as follows: 

• Experience Statistics: If there is some prior experience of communication 
between any pair of nodes then it is counted in trust index of these nodes. The 
communication success through some node will increase the trust index of that 
node. The communication failure through that node will decrease the trust index 
attached to that node. 

Ves(i, j) = Fes 

Value of function F is proportional to successful communication between node i 
and j and level of satisfaction from i to j. If two nodes (one hop neighbors) in 
VANET are directly communicating then they have direct experience of each 
other. Direct experience is given more trust value as compared to indirect 
evidences received from other nodes. PGP approach [1] uses only directly assigned 
trust values but this approach can be extended by using the trust evidences of 
neighboring nodes. 

• Data Value: This is the value of communication data. Higher the value of data, the 
higher trust needed from one node to other. 

Vd (i, j) = Fd 

 Here function F is proportional to importance of data transferred between nodes i 
and j. 

• Intrusion Black List: Intrusion detection system of VANET provide blacklist of 
malicious nodes. The value of intrusion black list can be described as 

Vibl(i, j) = 1/0 

 Value 1 means j is a good node treated by node i while 0 denotes j is malicious 
node. 

• Reference: If a node send recommendation or reputation of node j to node i, then it 
also impact the final trust evaluation result. The value of reference is expressed as 

Vr(i, j) = Fr 

 Here function F is proportional to recommendation on node j and reputation  
of j. 

• Security Policy: Network security requirements and policy also impact on trust 
evaluation system like node i's security policy on node j. 
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There are many ways to represent level of trust. Trust rings can be one way of 
representation, where each node creates several rings around it. These rings represent 
level of trust and number of rings is equal to number of neighboring nodes of this node. 
Immediate neighbors are placed in the inner-most ring followed by its indirect 
neighbors in the next ring. As the trust level increases/decreases, nodes on these rings 
keep on changing in case of mobility of nodes. 

4 Infrastructure Based Trust Establishment 

Trusted systems are able to prevent any type of attack on VANET. The system use 
secure and trusted communication infrastructure that is able to satisfy a set of security 
requirements: authentication, integrity, availability, no repudiation and privacy. 
Basically hierarchical trust model is followed in this case as shown in figure 3. In this 
section we are discussing various approaches [7, 27] for establishing infrastructure 
based trust.  

 

Fig. 3. Hierarchical Trust relationships 

4.1 Signature and Certificate Based System 

Network security solutions can be categorized depending on two methods a) 
Symmetric-key cryptography b) Asymmetric- key cryptography. Symmetric-key based 
security solutions require less computation as compared to asymmetric solutions which 
require certificates to establish trust between nodes. Symmetric-key based schemes 
have some drawbacks like high probability of compromise of shared key and scalability 
issues. As the cryptographic keys are shared among all the nodes in the network, the 
probability of shared key discovered also increase proportionally with the number  
of nodes. Symmetric-key based solutions are not suitable for large scale networks. 
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These are suitable only for small scale networks. Asymmetric-key based solutions are 
more secure as they eliminate the need for wide-scale key sharing.  

Digital signature and certificate based system is asymmetric-key based solution. 
This is the most popular technique of infrastructure-based trust system [12]. Safety 
messages are not meant to be confidential so they do not need privacy. As a result, 
safety messages require authentication but do not require any encryption. A set of 
Public/Private key pairs is assigned to each vehicle to sign each message digitally and 
authenticate itself to receivers. Each message sent in the network contains a digital 
signature and corresponding certificate for the purpose of authentication and integrity. 
VPKI (Vehicular Public Key Infrastructure) is mostly used as self trust management 
technique. A centralized authority is required to issue digital certificates. 

Every vehicle is registered with a national/regional authority and allocated a unique 
identifier called ELP (Electronic License Plate). This electronic identification is used 
for tracking of vehicles. In PKI solution, a safety message is signed with the private key 
of a vehicle and includes CA’s certificate as follows. Here V is the sending vehicle, * 
stands for all the receivers, M is the message, T is the time-stamp to ensure the validity 
of the message, PrKv is private key, Certv is the public key certificate of V. 

V → ∗ : < M, SignP rKv [M|T ], CertV > 

For ensuring privacy, a vehicle has to store large key/certificate set and the keys need to 
be changed after an interval of time for cryptographic security [18]. All the secret 
information (Public/Private key pair) is stored in a TPD (Tamper Proof Device) to 
prevent duplication and modification by unauthorized vehicle. This device, also known 
as trusted platform module (TPM) [39, 44] offers physical protection of keys residing 
in it and ensures that they cannot be modified or read by a malicious outsider. It is also 
responsible for signing all outgoing messages. Access of this device is limited to 
authorized people. A new module is developed [31] that supports chain of trust to be 
built within components of network to achieve data flow integrity and handle all types 
of attacks.   

In the case of VANET, there is no global trusted entity. It is up to individual nodes of 
VANET to establish trust. They themselves sign certificates for each other’s keys and 
judge how much to trust these certificates and their issuer. If a node i has previous 
interactions with the issuing entities, then public keys and trustworthiness of issuer will 
be known to i. So i can decide whether to accept j’s key or not. Otherwise again trust 
relation is established in self organized manner. Node i first compute the trust values 
for one hop neighbors, then two hops and so on until destination is reached. 

It is proposed [5] that for managing trust in ad hoc networks, certificates are issued 
by some centralized entity like by some CA in VANET and all other trust management 
tasks are performed by each node in the network e.g. storing, validating and revoking 
these certificates. Each node stores copy of all the valid certificates broadcasted by 
nodes. As each node has public key of trusted CA, it can perform the certificate 
validation process. Certificate revocation is the most difficult task to implement 
without any support of centralized entity. In this scheme, a node entering in the  
network broadcasts its certificate and requests for the profile tables of other nodes in  
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the network. A profile table is like a packet of varied length depending upon the number 
of accusations launched against the nodes. This profile contains following attributes: 

1. Owner's ID: It contains an integer indicating the serial number of owner’s digital 
certificate. 

2. Peer ID: This field contains the certificate serial number of a node that is accused 
of misbehavior.  

3. Certificate Status: This is 1 bit flag. If it is set then it represents that certificate of 
peer i is revoked.  

4. Accusation Information: It contains certificate serial number of a node that 
accused peer i of misbehavior and date of accusation. 

If revocation of a node’s certificate depends on a single accusation of misbehavior, then 
malicious nodes can be easily cut off the network access by trustworthy nodes. 
Trustworthy nodes can cause these certificates to be revoked through malicious 
accusations. All accusations should not be treated equally and if sum of weighted 
accusations is greater than a threshold, then certificate is revoked. In a scheme [34], a 
random password generator is used which generates and distributes the password to all 
child nodes. This scheme avoids maintaining long records of node details in central 
trusted authority.  When a node is attempting to have communication with other node, 
it has to pass the password test by providing appropriate password. If a node passes the 
test, it is declared as legal and communication request is accepted by sharing key and 
message. A communicating node fails to pass the password test is declared as malicious 
and communication with that node is banned completely.  

4.2 Pseudonyms 

In a certificate based system, vehicle’s identity can be revealed when it is interacting 
with other nodes through its public key. To protect privacy as required in VANET, 
using pseudonym, which can be changed over time, has been proposed [18, 27]. This 
would not establish anonymity but protect privacy. Public keys or ELP in case of 
VANET, need change at periodic intervals. This change is performed by some central 
authority (CA) which also grants pseudonym. Association between pseudonyms and 
real world entities is known to CA only. This solution is difficult to implement because 
of high mobility of nodes and dynamic nature of VANET. Binding of these 
pseudonyms with a particular vehicle at a particular time requires accurate 
synchronization. Revocation and reuse of these pseudonyms is another issue as 
numbers of vehicles on roads are increasing day by day. 

4.3 Group Signatures 

A group signature scheme [24] provides both security and privacy in VANET. This 
scheme allows a vehicle to sign the message on behalf of a group. A single group public 
key is used and it does not reveal the identity of the signer. It is not possible to verify if 
two signatures are issued by the same group member because each member of the 
group is assigned a unique private key. Private Key of group member is used for 
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generating signatures with group public key. A vehicle outside this group can verify 
that the message is generated by this group but cannot detect which node has generated 
this message. A node designated as group manager is required to resolve the signatures 
of individual nodes. Group manager uses his secret key and given signature to 
determine the identity of group member who generated the message. 

A vehicle which does not have group manager’s secret key cannot determine identity 
of group member. This ensures that members of the group are anonymous within the 
group and also with other group members. In addition, no outsider can issue signatures. 
Only the group members can sign correctly. A group signature scheme consists of 
following procedures: 

1. Setup: This protocol is used for interaction between a designated group manager 
and members of the group to decide group public key, private key of group 
manager and all the members of the group. 

2. Sign: In this protocol, a group member signs a message m with its private key p 
and returns a signature s. 

3. Verify: It is used for verification of a valid signature. It requires a message m, 
signature s and group’s public key Y.  

4. Open: This returns identity of the member who signed the message. This requires 
a signature s and group manager’s private key. 

This technique is quite promising in the case of VANET since it does not require 
permanent online connection to infrastructure. It works well in dynamic environment, 
privacy can be established and verification process is fast. Special attention should be 
given when vehicles leave one group and join other group. In this case cell dimension 
should be less than the diameter of transmission range of vehicles. There is a need for 
efficient group management, key certification and key revocation techniques because 
of dynamic nature of groups. As numbers of vehicles are increasing day by day, some 
kind of hierarchical structure is needed for efficient group management. 

4.4 Blind Signature 

This technique uses anonymous certificates in trust establishment system. Blind 
signature [27] allows a signer to digitally sign a statement without knowing the 
message. The requesting node uses a blinding function F with b as a random chosen 
blind factor. Message m is computed using this function F. 

m'= F(m, b)  

m is a simple message that is to be sent. m' is sent to CA. This centralized authority 

signs m' using ordinary signature algorithm SA and private key kp for producing  

Sig'= SA(m’, kp). CA sends Sig' back to the requesting node. The node then applies the 

reverse blinding function F-1 to compute Sig = SA(m, kp). Feature of this kind of the 

system is that a node requesting a certificate creates n blinded certificates with its 

attributes to be signed. Now the trusted authority can randomly ask the node in  
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authenticated session to disclose n-1 certificates and can check the attributes. If all the 
attributes are correct, the authority would sign last blind certificate. Thus authority does 
not know for which pseudonym it has signed hence providing anonymity to node. The 
authority can prevent nodes from attacking the trust system by remembering the 
frequency of node requesting for certificates and reject issuing the certificates in case of 
any abuse. Drawback of this approach is that a requesting node has to create multiple 
messages for this technique to work. This technique is not appropriate for VANET 
because of its restrictions. 

4.5 Pair Wise Keys 

If two nodes want to communicate with each other for a long time, they have to remain 
in the range of each other. For one-to-one communications of such nature, pair wise 
keys are used. Symmetric keys are more efficient in term of time and space overhead 
than asymmetric [12]. Main challenge is distribution of key pairs. It is very difficult to 
preload pair-wise shared keys to vehicles because of large scale and dynamic nature of 
VANET. One method for establishing pair wise key makes use of PKI and digital 
certificates. Vehicle A encrypts the message comprising of identity of B, time-stamp T 
and session key K with B's public key PuKB. This message is also signed with PrKA 
private key of A. Subsequent message exchange can use this session key and integrity 
of message can be verified through HMAC (Hashed Message Authentication Code) 
with key K.  

A -> B: <EPuKB [B|K|T], SignPrKA[B|K|T] > 

A -> B: <m, HMACK(m) > 

This scheme does not scale well as number of digital signatures increase with growing 
number of vehicles leading to VANET. For only few numbers of vehicles, this scheme 
is not justifiable because of lack of congestion on the wireless channel. For critical 
safety applications, symmetric session keys are not used as non-repudiation property 
cannot be established.  

4.6 Threshold Cryptography 

The concept of threshold cryptography was first introduced by Adi Shamir [19, 27]. In 
this technique no centralized trust system is required. For example in (n, t) threshold 
cryptography, secret key is split in to n shares such that for a certain threshold t < n, any 
t components could combine and generate valid signature. This scheme is more secure 
as minimum t numbers of components are required to break the security of the system.  

Threshold cryptography can be utilized to distribute trust in VANET. Key 
management challenges (issuing, revoking and storing certificates) in VANET can be 
resolved by distributing CA duties among the nodes of VANET. A CA signing key can 
be partitioned in to n parts and distributed to n nodes. Any t out of this n number of 
nodes can collaborate to sign and issue valid certificate. This scheme is quite elegant 
and offers a good measure of security. Due to the dynamic nature of VANET,  
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this scheme is not applicable to VANET as threshold cryptography involves additional 
computations compared to other asymmetric-key protocols and it also requires 
unselfish cooperation of communicating nodes which is not realistic in VANET 
because every vehicle is in hurry to reach its destination. 

4.7 Centralized Trust Management Problems 

The operation of VANET is distributed and autonomous. Traditional authentication 
scheme in these networks would require centralized control structure and permanent 
on-line servers and support staff to manage them. A trust management system is needed 
that matches the nature of VANET and that is based on collaborative decision of 
individual nodes. Some of these limitations are: 

1. Centralized authority has to be present at all the time. 
2. It is very difficult for all the nodes to communicate with centralized authority as 

communication may happen only in local area. This technique forces all the users 
to contact the centralized authority for every enrollment and authentication 
operation.  

3. Centralized authority uses single trust metric for the entire domain. In self 
organizing networks, trust evidence is not uniform. Evidence is in the forms of 
keys, node ID, hardware attributes and social relationships. Evidence evaluation 
cannot be uniform in ad hoc networks. 

4. Centralized trust models require long lived evidence. Identity credentials are 
assigned at the time of enrollment of node to CA. If the credentials become 
compromised, it will be very costly to collect and maintain evidence again. 
Re-evaluating trust evidence is difficult. Self organized networks require frequent 
and on-line trust evidence re-evaluation.  

5. Traditional centralized authority require the trust model to be established only at 
the central place but in self organized networks, trust relationships are built within 
the nodes so corresponding trust model needs to be built to match this requirement. 

5 Infrastructure Based Trust Establishment 

Trust establishment techniques [16] should adapt to dynamic environment of a 
VANET. All the techniques discussed in Section 4 failed to adjust with changes in 
VANET environment. Trust decisions must be made autonomously because fixed 
security infrastructure is not guaranteed at all times in VANET. Decisions must be 
based on the partial information collected for a short time from unknown nodes. Self 
organized trust establishment is required [21] as shown in figure 4 because of 
non-availability of infrastructure and shared global knowledge among the participating 
nodes.   
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Fig. 4. Hierarchical Trust relationships 

Self Organizing trust establishment mechanism can be direct, indirect and hybrid. In 
direct mechanism, trust is established by direct communication of nodes i.e. the nodes 
exchange trust values with all the nodes within its communication range. Trust 
relationships are transitive in indirect mechanism. For example node A is exchanging 
trust relations with its one hop neighbor B. Now while communication of nodes B and 
C, B is also exchanging the trust relations of node A apart from its own trust relations. 
So this trust establishment mechanism is indirect. Hybrid mechanism can also be used 
which is a combination of both direct and indirect trust establishment mechanisms. 

5.1 Architecture of Ad Hoc Trust Framework 

Being a self organized network, VANET trust framework is based on distributed and 
modular architecture [26]. Architecture of ad hoc trust framework is shown in figure 5. 
Each component of trusted framework resides in every node and performs set of actions 
to evaluate the reputation of other nodes. It incorporates self evidences, 
recommendations, and experience statistics for evaluating the trust level of other nodes. 
This framework is used to detect malicious, selfish and unreliable behavior of nodes 
communicating with each other. After detecting misbehavior in the network it provides 
feedback to other nodes in the network. Trust establishment framework for VANET is 
lightweight because it does not perform extensive risk and behavior analysis for 
trustworthiness assessment. It does not involve computationally heavy security tasks 
such as key generation, key revocation and cryptography. With minor integration 
efforts, it can be incorporated in the real network. This trust framework consists of 
following components: 
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Fig. 5. Architecture of Ad hoc trust framework 

• Trust Monitor: Monitoring process is performed independently by each node in 
the network. Trust monitor logs every activity performed by its neighboring nodes 
in ‘evidence store’. Operation of the trust monitor is similar to common sensor i.e. 
translating the physical phenomenon or behavior of a node in to machine 
interpretable form. This phenomenon is trustworthiness in our case. Trust monitor 
compares its logged behavior to expected behavior and correspondingly increase 
or decrease the trustworthiness of neighboring nodes. 

• Trust Builder: This component computes the trust value of other nodes with 
which there is established interaction. All these trust values are stored in trust 
matrix. The role of trust builder is to maintain and update trust matrix. Trust matrix 
is consulted before accessing application or service. Trust value computation 
depends upon several factors like interaction history and direct evidence as 
described in section 3.4. Direct evidence is given higher weightage as compared to 
recommendations. Weighting of these factors are defined after extensive 
experience in simulation. 

• Reputation Manager: In order to compute the trust values, recommendations are 
exchanged between nodes and trust builder. The role of reputation manager is to 
manage the recommendation exchange procedure. Recommendations can be 
exchanged periodically or on demand basis. When a node has sufficient experience 
of interaction with other node in the network, then periodically they can exchange 
recommendations of each other. In on-demand approach, originator requests 
recommendation for a target node when it has insufficient experience with it. 
Reputation manager aggregates a recommendation collected from different nodes 
and returns a trust value to trust builder.  
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• Trust Policy: Trust policies are some predefined rules that can be applied to self 
organized networks in order to determine the trust values of nodes. Each node 
maintains a trust policy, set of parameter values which can define the functionality 
of reputation manager and trust builder. 

5.2 CONFIDANT 

Buchegger and Le Boudec [4] proposed the CONFIDANT (Cooperation Of 
Nodes-Fairness In Dynamic Ad hoc NeTworks) cooperative protocol for detecting and 
excluding the misbehaving nodes in ad hoc networks. In this technique, history of 
behavior of nodes is stored in every vehicle. Following components are involved in 
CONFIDANT protocol. 

1. Monitor: This component runs in background and monitors all the neighbors by 
observing their routing protocol behavior using promiscuous mode.  

2. Trust Manager: If this behavior is consistent for a specified period of time, the 
node is considered trusted otherwise labeled a malicious node. Trust manager 
stores trust value of the nodes. If the trust value falls below a threshold value, the 
path manager is involved. 

3. Reputation System: This unit manages and updates the trust values of the nodes. 
These values are derived by evaluating some parameters like experience of 
observer, observations of neighborhood. These parameters are weighted according 
to their trustworthiness e.g. experience of direct communication between two 
nodes is given greater importance than observation of other nodes.  

4. Path Manager: If trust value falls under a certain threshold value, then path 
manager is informed. It isolates malicious nodes by ignoring sending/receiving 
packets to/from these nodes.  

This is a high level modular design but in real world it is difficult to deploy this solution 
as it is difficult to distinguish between misbehavior of nodes and errors due to fast 
changes in topology. Storage of history requires more space and computing power.  

5.3 Location Limited Side Channels (LLSC) 

This approach of establishing trust relations [27] between nodes in VANET uses 
location limited side channel. It is a special channel which is separated from the main 
communication channel. LLSC is designed in such a way that an attacker cannot gain 
physical access to the channel (for performing any operations like inserting or updating 
the messages). Critical information can be exchanged via secure channel. Applications 
of LLSC are authentication and pairing of previously unknown nodes in VANET. 
These nodes can exchange keys or hashes of keys over LLSC for pre-authentication. 
Authentication of less critical nodes can be done over normal wireless link. In VANET, 
infrared and radar communication can be used for establishing LLSC. 
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5.4 Self-certified Pseudonym Based Trust Establishment 

This approach is used to provide privacy and Sybil-freeness [15] without requiring any 
continuous availability of centralized authority. Sybil-freeness means each entity is 
associated with only one identity rather than with multiple identities. In some attack 
scenarios, entities spoof the identities of one or more nodes and participate in the 
network using those identities. In this technique, users can compute pseudonyms from 
their cryptographic identities themselves. If initial identity domain is Sybil free, this 
Sybil freeness can be propagated to other identity domains even without continuous 
involvement of TTP (Trusted Third Party). CA will be needed only for initial setup of 
Sybil free domain. Initially user acquires membership certificate by enrolling with CA. 
User can create self certified pseudonym per identity domain by using this membership 
certificate. These pseudonyms are valid for the domains for which they were issued. 
Pseudonyms for different domains are unlink-able. Sybil attacker has to identify 
relationship between two pseudonyms generated for different identity domains. 
Attacker can eavesdrop on the wireless channel and find if some pseudonyms belong to 
same user. This technique can help preventing Sybil nodes in VANET. 

6 Trust Models 

Basic Components of Trust model are gathering information, information scoring, 
ranking and action execution. It collects behavior information from all the nodes in the 
network and scores this information according to various parameters. According to 
scores, trust values are weighted and if these trust values are below threshold then 
appropriate actions are taken.  

When a node i has a long trust history with node j then they are more trustworthy. If 
node i does not have trust relationship with node j, then node j is removed from the 
network. Hence time is an important parameter in trust metric. Trust is a function that 
depends on both time that a node successfully participates in communication activity of 
the network and the past trust that a node has achieved in recent time. 

6.1 Geo-location Based Trust Model for VANET 

Trust can be propagated from one geographical area to another (e.g. when vehicles 
move from one city to other) using PKI infrastructure. Geo-location based trust 
approach [11] is dependent upon vehicles to perform authentication in untrusted 
domains by dynamically enabling cooperation among different CAs without explicit 
agreements. In VANET, vehicles belonging to different domains must have certificates 
issued by different CAs. In this section we are presenting the VANET trust 
management architecture that is based upon PKI infrastructure. Other trust 
management architectures are also possible where PKI infrastructure cannot be 
employed. Geo-location based trust model is shown in figure 6. 
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Fig. 6. Geo-location based trust model 

1. Interoperability System (IS) is the main component of this architecture that 
cooperates between CAs of different geographical regions and takes appropriate 
decisions of validity of certificates issued by different CAs. It is intermediary 
between certificate verifier and the CA issuing certificates to different entities of 
VANET. It contains two subcomponents 1) certificate validator and 2) PKI-Trust 
evaluator. Real time status information of all the certificates issued by different 
CAs are validated by certificate validator. 

2. Trust Evaluator computes CA security level by using PKI evaluation system. For 
example a vehicle from city 1 enters in city 2 and wants to communicate with the 
vehicles of city 2. If vehicle of city 2 receives some message from city 1 vehicle, it 
does not know whether to trust this message or not. So it will consult some RSU in 
its range. RSU further consults IS to validate and evaluate the sender's certificate 
and take some decision if it is possible to trust on certificate issuer or not. After 
getting the feedback from base station, city 2 vehicle will decide whether to trust 
the message or not. 

A trust evaluation model [36] is presented that is based on location information and 
verification in Non Line Of Site (NLOS) condition. In this model, trust levels are 
evaluated by monitoring the behavior of neighboring nodes and their generated 
messages based on events. However, obstacles can create NLOS case which can 
interrupt direct communication among vehicles and prevent them from properly 
monitoring their neighboring nodes. We briefly describe the components of secure trust 
model: 

1. Gathering Localization Information: Each vehicle is able to determine its own 
location information using localization service such as GPS device. It also collects 
its neighbor information from received beacons and group updates. 
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2. Maintain Awareness of Neighborhood: Each vehicle is able to maintain 
database of all its neighbors’ location and mobility information. This database is 
periodically monitored to check for any data inconsistency. 

3. Location Verification: If there is any inconsistency in neighborhood awareness 
service, it triggers location verification process. This module validates the claimed 
location of neighbors and updates the awareness database. 

4. Location Trust Evaluation: Trust level of neighboring nodes are calculated 
based on location reachability and score is assigned to each node. 

6.2 Self Organized Certificate-Based Trust Model 

VANET is self organized network because of its multiple features. PGP- like 
mechanism can be used for initializing the system. Trust between nodes can be 
established through secure side channel communication (physical contact, infrared 
communication). It is assumed that social relationships among vehicles in VANET are 
same as those in PGP system. PGP model [1] is realistic model in which social 
relationships in real society is used for trust establishment. Trust relationships formed 
in VANET nodes exhibits the same feature as PGP system. A public key certificate 
based approach is used in this scheme. Every vehicle issue certificates to other nodes 
which are trusted from its domain. Nodes can authenticate each other using trust 
relationship chain established between the nodes in the network. A to-be member node 
can contact with many member nodes for getting their certificates to join the network 
and can be authenticated by other nodes in the network. 

In threshold cryptography scheme, trust between a to-be member node and t member 
nodes in its neighborhood is established by human perception or biometrics. This 
method is practically not feasible for VANET. Whenever a node enters in the system, it 
has to acquire t nodes to trust it in its communication range. There should be offline 
trust relationship between this node and t member nodes. Due to ad hoc nature of 
VANET, this scheme cannot be applied in VANET. This scheme also suffers from high 
communication and computation overhead. 

In self organized scheme [10, 21], trust is established from offline trust relationships 
which are generated from social relationships. Initially, nodes themselves issue 
certificates and form network of trust relationships. This scheme is very impractical and 
slow when used in VANET. 

6.3 Distributed Trust Establishment Approach for VANET 

In VANET, trust establishment is very difficult and challenging task because of lack of 
fixed infrastructure, very high mobility of vehicles, limited range of communication 
and lack reliability of wireless links. In this approach, operation of trust management 
process is distributed [6, 29] among all the nodes of network. Only at the time of 
bootstrapping, a centralized trust initiator is required to initiate the system. 

Trust initiator is introduced in the bootstrapping phase of system to initiate the 
process of trust establishment. Trust relationships are established with this trust 
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initiator so that any pair of nodes in the network can authenticate each other with higher 
probability via trust chain. This scheme is reliable as there exist at least two 
independent trust chains between any pair of nodes. Average length of the trust chain is 
made short for making the process efficient. Features of this scheme are: 

1. Average length of shortest indirect trust paths between any pair of nodes is very 
small. It makes the scheme secure as there are fewer intermediate nodes in the trust 
paths. 

2. Average number of shortest indirect trust paths between any pair of nodes is 
guaranteed to be at least 2, each with high probability ensuring robustness and 
reliability of the system. 

3. This scheme is highly adapted to dynamic nature of VANET with high mobility 
and fast changing topology. 

This approach [19] establishes trust relationships among members of VANET with 
minimum storage requirements for maintenance of trust information. It is highly 
scalable and adaptable to highly dynamic network topology. Two assumptions are 
made to develop trust establishment. 

Every vehicle in VANET has its own private/public key pair and binding of node ID 
with public key is known to some centralized entity i.e. trust initiator. There are 
sufficient trust evidences between the member nodes and the trust initiator, so that all 
the nodes trust the trust initiator unconditionally at the time of system bootstrapping. 

Suppose a node ‘P’ wants to enter in the system, it is required to obtain at least 2 
certificates from current member nodes. Due to mobility of nodes and sparse social 
relationships existed among nodes, it is reasonable to acquire at least two independent 
certificates by node ‘P’. Node ‘P’ can contact any current member nodes within its 
communication range for requesting to join the network. Any of the available member 
nodes can reply the request. The corresponding member nodes communicate with other 
member nodes to authenticate the trust evidence provided by node ‘P’. If the trust 
evidence is authenticated by current member node, node ‘P’ obtains the certificate 
signed by this node. This process is repeated until node ‘P’ gets at least two 
independent certificates. 

When a node ‘Q’ leaves the network, it broadcast its leaving information and signs 
on it so that other nodes revoke all the certificates issued after verifying the message. 
Any node which has detected the leaving process of node ‘Q’, broadcast leaving 
message to other member nodes of network. This broadcasted information is 
authenticated by each node independently. The certificates issued to node ‘Q’ are 
revoked if broadcasted information is authenticated. No certificate can reach the node 
after it leaves the network. 

Distributed trust establishment model [35] can be grouped into two categories: (1) 
Entity-based trust model and (2) Data-based trust model. Entity-based trust models put 
emphasis on the trustworthiness of nodes. Data-based trust models focus on evaluating 
the trustworthiness of data. Distributed trust establishment models do not form long 
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term relationships between peers. Hybrid trust models make use of peer trust to 
evaluate the trustworthiness of data. But at the same time, it also maintains peer trust 
over time. 

6.3.1 Entity-Based Trust Model 
Two entity-based trust models have been proposed: (1) Sociological and (2) 
Multi-faceted. The sociological trust model [42] is based on the concept of trust and 
confidence tagging. Various forms of trust have been identified: (1) Situational trust- 
which depends upon the situation only. (2) Dispositional trust- which is measured 
based on the peer’s own beliefs. (3) System trust- Depends on the system. (4) Belief 
formation trust- which is evaluation of data based on previous factors. However, this 
model does not provide the formalization of architecture to combine different types of 
trust together. 

Multi-faceted trust management model [40] combines the role-based and 
experience-based trust in order to formulate the evaluation metric for the integrated 
trustworthiness of vehicles. This model allows VANET entities to actively inquire 
about an event by sending requests to other entities, but restricts the number of reports 
that are received. For restriction of received reports, priority-based trust concept is 
used. It provides an ordering of the value of an information source within a role 
category, using the influence of experience-based trust. The trust of information 
sources and contextual information about an event (time and location) are integrated 
into a method for determining whether majority inputs have been reached. These inputs 
ultimately identify a action, a vehicular entity should follow. 

6.3.2 Data-Based Trust Model 
It is proposed [14] that data-based trust may be more appropriate for VANET. In this 
trust model, trustworthiness of data reported by peers is evaluated rather than the trust 
of peers. Prior trust relationships between entities are considered as one of the default 
parameter. Evidences regarding a particular event are evaluated considering different 
trust metrics using Bayesian inference and Dempster-Shafer theory. Final output 
indicates the level of trust in evaluated evidences and determines whether the event 
related with data has taken place or not.  

Limitation of data-based trust model is that trust relationships between entities are 
never established, only ephemeral trust in data is formed. As data-based trust is based 
on per event basis, it needs to be established for every event again and again. In case of 
sparse VANET, this model would not perform well as enough evidences in support of 
an event may not be generated. A technique [43] to detect and correct malicious data in 
VANET is presented which uses the concept of data-based model. Each node maintains 
a model of VANET. This model contains all the knowledge that a particular node has 
about the VANET. Whenever a node receives any information, it is evaluated against 
the peer’s model of VANET. If all the received data agrees with the model then peer 
accepts the validity of data, otherwise it is considered as malicious data. The main 
limitation of this approach lies in its assumption that each vehicle has global knowledge 
of the network, which may not be feasible in realistic environment.   
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Trust based message propagation and evaluation framework [30, 37] is presented 
which overcomes the problems in both above defined models. In this framework, peers 
share information regarding events (such as road condition or any safety information) 
and provide opinions about the trust level of information. This trust-based message 
propagation model collects and propagates peers’ feedback in an efficient, secure and 
scalable way i.e. it dynamically controls information dissemination. 

Several limitations [32] of trust management schemes for VANET are presented, 
particularly the problem of information cascading and oversampling, which commonly 
arise in social networks. Oversampling is a situation where a node observing two or 
more nodes, takes into consideration both their opinions equally without judging that 
they might influenced each other in decision making. All the approaches which use 
simple voting for decision making, leads to oversampling and gives incorrect results. A 
novel voting scheme is presented [33] to overcome the problem of information 
cascading and oversampling. In this scheme, each vehicle has different voting weight 
according to the distance from the event. The vehicle which is closer to the event has 
higher weight. 

7 Open Issues 

Trust establishment techniques play great role in security of any network system. In 
VANET, safety messages are broadcasted to nodes in specific area where the nodes can 
be directly affected from critical situations. Safety messages are more important rather 
than knowing who is sending this message. So time of sending the message, location 
from where the message is sent, number and type of statements on data are more 
important. Managing trust according to different situations of VANET is not widely 
explored area. 

Trust management techniques of ad hoc networks cannot be directly applied in 
VANET. Due to the different characteristics of VANET from other ad hoc networks 
like high mobility of vehicles, large scale of networks, geographically constrained 
topology and frequent network partition, trust establishment approach should be 
combination of all the discussed approaches. For example, geographical based trust 
establishment approach can be combined with distributed and centralized approaches. 
Some new trust establishment approach is required in VANET that can combine 
existing approaches according to different situations in VANET and also focuses on 
safety messages rather than the nodes.  

8 Conclusions 

The broadcast nature of the wireless channels, the absence of a fixed infrastructure, the 
dynamic network topology, and the self-organizing characteristic of the network 
increase the vulnerabilities of a vehicular ad hoc network. Trust establishment is a 
critical task in VANET. In centralized trust establishment approach, the major problem 
is impersonation attacks, where one node can steal and use the identity of other nodes. 
In completely distributed trust establishment approach, the main problem is that a node 
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might acquire multiple identities from different issuers. It is assumed in all the trust 
management approaches that distinct entities have unique identities and their opinions 
are independent. Without this assumption, nodes cannot be responsible for their actions 
or recommendations they provide to other nodes. Distributed trust calculation is 
sensitive to identity attacks e.g. masquerade, Sybil and whitewash attacks. In 
centralized trust management systems, it is easy to deploy prevention mechanisms for 
these attacks as compared to distributed systems. 

Theoretically, centralized trust establishment technique (i.e. popularly used in fixed 
wired/wireless networks) can be used for maintaining trust in VANET but practically 
dynamic trust establishment is a better solution. Self organized trust establishment 
mechanism can build trust based on the mutual communication between the vehicles. 
Some efficient algorithms for dynamic trust establishment should be designed to deal 
with VANET characteristics. 

In this paper, we presented various trust establishment mechanisms according to the 
characteristics of VANET. Most befitting technique for VANET security 
implementation is to use dynamic trust establishment. But this is very difficult to 
implement because of dynamic characteristics of VANET. Self Organized trust 
establishment mechanism can build trust based on the mutual communication between 
the vehicles. Overhead of information exchange, storage and analysis is high. Efficient 
algorithms for dynamic trust establishment should be designed to deal with VANET 
characteristics.  

In threshold cryptography scheme, trust between a to-be member node and t member 
nodes in its neighborhood is established by human perception or biometrics. This 
method is practically not feasible for VANET. Whenever a node enters in the system, it 
has to acquire t nodes to trust it in its communication range. There should be offline 
trust relationship between this node and t member nodes. Due to ad hoc nature of 
VANET, this scheme cannot be applied in VANET. This scheme also suffers from high 
communication and computation overhead. 

In self organized scheme, trust is established from offline trust relationships which 
are generated from social relationships. Initially, nodes themselves issue certificates 
and form network of trust relationships. This scheme is very impractical and slow when 
used in VANET. 

In this tutorial, we have discussed situation aware trust establishment in VANET 
that is a combination of different trust management approaches. We also focused on 
data-centric trust as compared to entity-level trust. A robust trust establishment 
approach is required that can consider all the aspects of VANET and should be easy to 
integrate with the existing system. 

Key Terminology 

VANET  Vehicular Ad hoc Network 
MANET  Mobile Ad hoc Network 
ITS  Intelligent Transportation system 
PGP  Pretty Good Privacy 
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GPS  Global Positioning System 
RSU  Road Side Unit 
OBU  On board Unit 
TPD  Temper Proof Device 
RTS  Request To Send 
CTS  Clear To Send 
CA  Central Authority  
MAC  Medium Access Control 
HMAC  Hashed Message Authentication Code 
VPKI  Vehicular Public Key Infrastructure 
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Abstract. The intent of this chapter is to introduce side channel attacks as a 
significant threat for wireless sensor networks, since in such systems the 
individual sensor node can be accessed physically and analysed afterwards. 
Even though such attacks are known for some years, they have never been 
specifically considered before in the area of WSNs (Wireless Sensor Networks). 
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1 Introduction 

Wireless sensor networks (WSNs) are becoming an essential building block in 
application fields such as critical infrastructure protection, industrial automation and 
telemedicine to name a few areas in which security plays a central role. Potential 
attackers of those applications will most probably attack the most vulnerable part of 
the overall systems, i.e. the WSNs.  The wireless sensor nodes can be attacked by 
“standard” network based approaches but also by physical means if they are left 
unattended in remote sites which is, after all, the preferred application for WSN. We 
are convinced that protecting the wireless sensor nodes is essential since 
compromised nodes put the whole system at risk. The challenge with sensor nodes is 
that they are low cost and running with extremely limited resources but are expected 
to be operational for long time intervals up to several years. The long life time 
provides potential attackers with a lot of time to execute an attack and even worse to 
benefit from a successful attack. Figure 1 illustrates the features of WSNs as well as 
potential ways to attack it such as network attacks and tampering attacks. During 
recent years much research effort has been spent on improving the network security of 
WSN, including research on secure protocols, efficient implementations of crypto 
operations etc. But, even though physical attacks are easy to execute only little 
research has been done in the area of protection against side channel attacks. The 
latter might even be simplified by highly optimizes implementations that do not take 
into account the observability of physical parameters such as execution time or power 
consumption, but focus on efficiency only. We are aware of only one project named 
TAMPRES [1] that aims at developing suitable means to protect WSNs against 
tampering attacks.  
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Fig. 1. Attributes of wireless sensor networks and indication of potential ways attacking them 

In this chapter we will discuss side channel attacks against implementations of 
cryptographic functions as well as state of the art countermeasures.  We aim not at 
providing full details on potential attacks but aim for a solid overview of attacks 
especially considering also attacks normally not taken into account since they are 
thought to be too expensive. The issue here is that expensive equipment that is needed 
for some attacks can be rented for a few hundred EUROs per hour, i.e. cost do no 
longer provide protection. Therefore we are convinced that also this type of attack and 
appropriate countermeasures need to be considered when designing “secure” sensor 
nodes. 

The rest of this chapter is structured as follows. In the first section we will 
introduce cryptographic algorithms and explain what type of vulnerabilities in the 
implementations can be exploited. The following section will shortly introduce the 
physical parameters that can be used to gather information about intermediate states 
of the cryptographic functions that help to deduce the key. Then in the third section 
we will describe non-invasive, semi-invasive and invasive attacks against 
cryptographic devices using selected examples to illustrate the principles. The fourth 
section discusses countermeasures against the side channel attacks introduced 
previously. We will close that section and the chapter by setting up the 
countermeasures in contrast to the attacks.  

2 Weaknesses of Cryptographic Algorithms 

Cryptographic algorithms are the key for securing communication, if applied correctly 
they can ensure confidentiality, authentication, authorization and data integrity. The 
crypto systems mostly used today are RSA (Rivest, Shamir, Adleman) [2], ECC 
(Elliptic Curve Cryptosystem) [3], [4] and AES (Advanced Encryption Standard) [5]. 
The two former are so called asymmetric cipher systems. These systems use two keys 
per participant. One key needs to be published, whereas the other one needs to be kept 
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secret. Using these public-private key pairs features such as digital signatures and data 
integrity can be ensured. In addition asymmetric cipher systems can be used to 
distribute keys for symmetric cipher systems. When it comes to securing wireless 
systems especially wireless sensor nodes that are battery powered ECC is the favorite 
system since it requires less computational effort and by far smaller keys than RSA. 
AES is a symmetric cipher system and is normally used to encrypt and decrypt bulk 
data, but cannot provide data integrity or digital signatures. 

In order to guarantee the above mentioned security features cryptographic 
algorithms are evaluated by independent experts. The main point of the evaluation is 
the cryptographic strengths of a newly proposed approach. This feature is normally 
assessed by mathematical means. Thus, the concrete implementation of a certain 
algorithm is not taken into account, which is in principle fully okay since the broad 
variety of realizations clearly hinders thorough evaluation of the implementations 
themselves. Please note that as part of the selection of the advanced encryption 
standard (AES) implementation issues have been considered, but the focus was on 
throughput and energy efficiency, while resistance against side channel attacks was 
not taken into account [5]. The threat that results from the fact that the 
implementation is not part of the assessment of the security of cryptographic 
algorithms is, that potential attackers can exploit specific feature of a certain 
implementation. 

In this chapter we are focusing on RSA and ECC due to the fact that they are used 
to distribute keys for symmetric approaches such as AES.  In more clear words if an 
RSA or ECC key is lost, the damage is by far more severe than if an AES key is lost. 
Please note that AES suffers from similar problems when it comes to side channel 
attack as RSA and ECC and that such attacks and countermeasures are well reported 
in literature [6]. 

2.1 RSA 

The RSA cryptosystem – as public key cryptosystem – is exploiting the fact that 
factorization of large integers is an extremely time consuming task. That means a 
potential attacker cannot gain any knowledge about the private key of a certain 
person/system even if he knows the public key of that person/system. The RSA key is 
composed of three integers: 

- public exponent e; 
- private exponent d; 
- modulo n 

The integer pair (e, n) is used as the public and needs to be published. The private key 
is built of the pair (d, n) and needs to be kept secret. To be more correct only d needs 
to be protected since n is published anyway. For details concerning constraints for e, 
d, and n as well as correct key generation please refer to [7]. 

In order to exchange data confidentially two persons e.g. Alice and Bob need to 
know their public keys i.e. Bob needs to know (eAlice , nAlice) and  Alice needs to know 
(eBob , nBob). The following lines describe the operations Bob needs to perform to send 
an encrypted message to Alice: 
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1. Represent the message as binary number x 
2. Compute the modular exponentiation =  mod  and then  
3. Send the result to Alice 

Alice retrieves the encrypted message y and performs the following steps: 

1. =  mod  
2. Transform the resulting number into text and display the message 

Even though Alice and Bob execute a private and a public key operation respectively, 
the basic mathematical operation is the same namely a modular exponentiation. This 
operation can be implemented using the “square-and-multiply” algorithm. When 
applying this algorithm squaring is done for each bit of the key independent of its 
value whereas the multiplication is executed only if the respective bit value is ‘1’. The 
negative aspect is that by that it reveals the number of ‘1’ in the private key if the 
operation can be observed by the attacker. This is due to the fact that the difference in 
the number of calculations can be registered as difference in the computing time 
and/or consumed energy. This is especially true if the attacker knows the input. 

Algorithm 1. RSA modular exponentiation implemented as “square-and-multiply” 

Input:  x - binary representation of message  
(key, n) – exponent and modulo of the RSA-keys 

Output :   y=xkey mod n 

1.  y=1; z=x 
2. for i=0 to (key_length-1) 
3.       if keyi = 1 then y = y⋅ z mod n // this is the problematic part 
4.       z = z2 mod n 
5. Output y 

In the algorithm displayed above step number 3 is the one that reveals information 
about the RSA key. Other physical parameters than time and power that can be used 
to determine the key bits are discussed later in this chapter together with proper 
illustration how the key can be extracted. In addition we will introduce 
countermeasures in that section of this chapter.  

2.2 ECC 

There are two types of elliptic curves (EC) used for standardized cryptographic 
systems. These are elliptic curves over prime fields GF(p) and curves over binary 
fields GF(2n) [8], [7]. The latter are best suited for hardware implementations. Elliptic 
curve cryptography uses mathematical operations that are defined in finite fields, i.e. 
Galois fields (GF). The cryptographic protocols ECDH [9], ECAES [10], [11]  
und ECDSA [12] that define key generation, de- and encryption and the 
generation/verification of digital signature are all based on the EC point multiplication  
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denoted as kP operation. Coefficient k is a large integer and P=(x,y) is a point on the 
elliptic curve. All three integers k, x, y are according to the NIST standardization 
large numbers of more than 200 bit length to provide security until 2030 [8]. As an 
asymmetric crypto system ECC uses two keys a private and a public one. The private 
key is an integer here denotes as k and the public key is composed of the parameters 
of the selected curve and a specific point P that is calculated by multiplying the 
private key with the base point G of the elliptic curve i.e. P=k·G. All parameters of 
the curve i.e. its equation, base point G, number of points etc. are not only part of the 
public key but also part of the private key k. 

As for RSA two entities that want to exchange messages using ECC need to know 
the public key of each other. I.e. Bob needs to know all parameters of EC EAlice as 
well as the EC point = (  , ) and Alice knows all parameters of EC 
EBob and the EC point  = (  , ).  In order to send an encrypted message 
to Alice Bob needs to perform the following steps: 

1 – Transform the message to be sent in a binary number 
2 – Interpret this number as the x-coordinate of a point on EC EAlice and search for the 

corresponding y-coordinate. To do this Bob needs the equation of EC EAlice e.g. 
y2=x3+x+1 that is part of the public key of Alice. The result of this step is a point  
M=(x,y). 

3 – generate a random number d and calculate the following two EC-points: R=d·GAlice 
und S=d·PAlice+M. These two points – R and S – constitute the message that is 
sent to Alice. 

When Alice receives the two points she needs to perform the following calculations in 
order to retrieve the plain text: 

1 – calculate point M: M=S-kAlice·R=(x,y) using her private key kAlice  
2 – transform the x coordinate of the resulting point M into text and display it 

In such a message exchange the sender (Bob) performs ECC public key operations 
and the receiver computes an ECC private key operation. Both operations are using 
the same basic mechanism i.e. the EC point multiplication kP. The cryptographic 
operations using the public key i.e. encryption and signature verification require two 
kP operations, whereas signature generation and decryption require only a single kP 
operation.  

The kP operation is a complex computation that can be realized using the „double-
and-add“-algorithm [13] in which the result is computed as a sequence point doubling 
2P operations and point additions P+Q. Each bit in k triggers a point doubling, 
whereas the point addition is execute if and only if the current bit is ‘1’. 

Algorithm 2. EC point multiplication  implemented as “double-and-add” 

Input:  P=(x,y) - binary representation of the message  
k – private key or generated random number depending on  

             the type of operation 
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Output:   Q=k⋅ P 

1.  Q=O; R=P 
2. for i=0 to (k_length-1) 
3. if ki = 1 then Q = Q+R // here is the operation depending on  

         individual bits  
                                                //of the number k  
4.       R = 2P 
5. Output Q 

The weakness of „double-and-add“ is pretty similar to the one of „square-and-
multiply“. The number of calculations to be performed per key bit depends on the 
value of the individual key bits. In both algorithms both operations are executed if and 
only if the bit value is ‘1’. That means the time and power consumed to compute 
“double-and-add” for a zero in the key is by far less than for a one in the key. These 
parameters can be observed and analyzed by an attacker revealing at least the number 
of ones and zeros in the key and by that extremely speeding up the determination of 
the key. 

Another issue is the quality of the random numbers used. For ECC it has an even 
more important role than for other crypto graphic approaches since each message 
exchange requires fresh random numbers. Secure random number generators are out 
of the scope of this chapter but are discussed in [14], [15], [16]. Additional issues of 
ECC implementations are analyzed in [17].  

3 Physical Parameters and Their Influence on Key Extraction 

The cryptographic strengths of a cipher algorithm may depend according to the 
definition of Kerckhoff [13] only on the used key that is kept secret. This means a 
potential attacker may know the algorithm itself, the plain text, the encrypted text and 
even the length of the key. In such a situation the attacker can test different numbers 
in order to reveal the key. Such an attempt is called brute force attack and the attacker 
needs to test 2n number in the worst case to get a key of length n. The average number 
of attempts is 2n−1. 

The situation changes dramatically, if the attacker gets physical access to device 
running the cipher algorithm. In such a case the attacker can record not only the input 
and output values of the completed cryptographic operation but also intermediate 
values of the cryptographic operation that provide additional information and by that 
simplify the determination of the key. Each physically measureable parameter 
represents such information: execution time of individual steps of the operation, 
average energy consumption during operation, distribution of the energy consumption 
during the operation, temperature, electromagnetic emission etc. Figure 2 illustrates 
the knowledge of the attacker as well as the physical parameters that can be exploited 
to reveal the key. 
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Fig. 2. Implementation of a crypto-system as „black box“ and data known by the attacker: input 
data, output data, measurable physical parameters and their relation to the key 

Any implementation of a crypto-system can be interpreted as a „black box“ that 
manipulates input data to get corresponding output data according to the implemented 
algorithm g and a secret key: Output = g(Input, secrete key). The attacker knows 
input, output and g his aim is to reveal the secrete key. Achieving this by just 
analyzing pairs of input and output data is a very time intensive task and the time 
required grows exponentially with the length of the secrete key. The time to reveal a 
key is often used to determine the security of a cipher algorithm for a given key 
length. [18], [19] state that a computational effort of  1024 MIPS years is sufficient to 
protect a key till 2030, but please note that this assessment is made under the 
assumption that an attacker knows only input and output data, i.e. nothing about 
intermediate values, the consumed energy, execution time or any other additional 
data. This means that the attacker has no physical access to the implementation. 

Please note that the whole situation changes dramatically if the attacker gets 
physical access to the device under attack. In such a situation the assumption that the 
attacker knows only input and output data as well as the cipher algorithm does no 
longer hold true. The physical access allows to gather additional information about 
the computation e.g. intermediate results i.e. values for which the en-/decryption was 
not yet fully completed or execution times for example. This information is then 
exploited to reveal the secret key. Due to the fact that such data is available the 
attacker does no longer need to run a brute force attack.  
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The fact that intermediate steps of a cipher algorithm can be observed is due to the 
properties of the CMOS (Complementary Metal Oxid Semiconductor Technology) 
logic that is used to build cryptographic devices. Each manufacturer provides a set of 
gates that realizes Boolean functions such as XOR, AND or OR. In addition to its 
logical inputs and outputs each gate has a connection to the Vdd (power supply). As 
long as the state of the input values does not change the value of the output also does 
not change the gate is inactive and the power consumption is negligible. But if the 
input value(s) change the gate becomes active and its transistors (or at least a part of 
them) switches. This causes current to flow through the gate. This current leads to a 
set of observable physical side effects: large power consumption, changes in the 
electromagnetic field near by the gate, optical emission etc. 

The vast majority of today’s cryptographic devices uses a synchronous design. 
This means all gates are retrieving new input values and are switching at the same 
time triggered by the clock signal. The actual number of switching gates depends on 
the input values and varies from clock signal to clock signal. In more clear words the 
number of switching gates is directly connected to the secrete key and  to the input 
data that can be controlled by the attacker. Thus, by knowing the algorithm and the 
input data the attacker can use the measured physical side effects to reveal the secret 
key. In order to reveal the secret key the attacker can additionally try to influence the 
measurable physical parameters. This is due to the fact that the CMOS logic reacts on 
changes in its environment, i.e. it works reliable and stable only if the 
predefined/specified conditions are kept. Deviations of temperature, clock frequency, 
electromagnetic field, light etc. may alter the states of individual transistors of the 
device under attack. This leads to the fact that the calculated output value is no longer 
correct. Analyzing pairs of such faulty value may provide additional information to 
the attacker that simplify to reveal the key. 

Attacks can be classified into active and passive attacks depending on whether or 
not the device under attack is manipulated. The following paragraphs provide a short 
introduction of the different types of attacks.  

Passive Attacks 

• Timing attack  

This attack exploits the variations in computational time for secret key operations. 
The time elapsed between providing a certain input and getting back the 
corresponding output is measured. This time depends on the input forming a time 
distribution. If it depends also on the key, it may become feasible to reveal the secret 
key. 

Successful attacks are report for: 

- RSA, DSA, Diffie-Hellman [20],  
- ECC [21] 
- AES [22] 
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• Power Analysis attacks [23], [24] 

While the chip is operating the current power consumption is measured. This can be 
done for the whole chip but also for selected part of it.  

They are two kinds of Power Analysis (PA): 

- SPA (Simple Power Analysis): only very few measurements are done and 
primarily visual inspection is used to identify relevant power fluctuations. 

- DPA (Differential Power Analysis): a lot of measurements is executed and 
afterwards statistical analysis and error correction techniques are applied to 
extract information correlated to secret keys. 

Successful attacks are report for: 

- RSA [24] 
- ECC [25] 
- AES [26] 

 
• Electromagnetic Analysis (EMA) 

In this attack the electromagnetic emission of a chip is measured and recorded. This 
can be done for the complete chip but also for selected parts of it. The latter may 
provide better results for later analysis.  

Similar to PA two kinds of EMA can be differentiated: 

- SEMA (Simple Electro Magnetic Analysis) only few measurements are needed to 
reveal the key e.g. by optical inspection of the measured traces. 

- DEMA (Differential Electro Magnetic Analysis) many traces are recorded and 
analyzed in a similar ways as for DPA. 

Successful attacks are report for: 

- RSA [27], [28] 
- ECC [29], [30]  
- AES [31] 

 
• Optical emission analysis 

Photon emission is related to CMOS gate switching activities. This effect can be 
recorded and visualized with photosensitive charge-coupled device camera (CCD). 
The spectrum that is most affected is from 500 nm to above 1200 nm. 

Successful attacks are report for: 

- Memory cells [32] 
- AES [33] 

• Optical or infrared imaging  

Optical imaging of a chip can reveal significant information about the structure of the 
chip. E.g. it immediately shows where memory blocks are located since they have a 
regular structure in contrast to logic blocks. An additional source of information are 
pictures taken with microscope that provide data with respect to the on chip wiring on 
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different metal layers. This type of attack can be executed from the front or backside 
of the chip. The specific issue with this attack is that the backside of the chip is used 
to extract information. This simplifies especially optical attacks against the structure 
since the metal layer do not block the view on the structure as it is the case from the 
front side [34]. This type of attack can also be used to extract data from memory cells. 

• Data remanence analysis  

Residue charge of transistors can be measured. This attack exploits the fact that the 
charge of transistors building the memory does not vanish immediately when the 
voltage is switched off in case of volatile memory and that it does not fully vanish in 
case of non-volatile memory. The really challenging issue here is that even erasing 
does not fully hide the original content of the memory cell. 

Successful attacks are report for: 

- SRAM [35], [36] 
- erased EPROM, EEPROM and Flash memory [37] 

Active Attacks 

• Laser scanning 

In order to improve the success rate of attacks based on laser scanning techniques the 
effect that photons can ionize active areas inside the chip (photovoltaic effect) can be 
exploited. The photon injection increases the current noticeable for closed transistor 
channels, but for open channels this effect is negligible. 

They are two laser scanning techniques described in the literature: 

- optical beam induced current (OBIC) [38]: photocurrents are used directly to 
produce the image. 

- light-induced voltage alteration (LIVA) [39]: images are produced by monitoring 
the voltage changes of the constant current power supply as the optical beam is 
scanned across the IC surface.  

Successful attacks are report for extraction of information from SRAM [40], [34] 

• Glitch and Fault injections 

The main idea of glitch and fault attacks is to induce a fault in the chip in order to 
bring it into an undefined state that reveals additional information an attacker can 
exploit to reveal the key or to get access to the stored data. 

- Clock glitch 

By increasing the clock rate above the specified working frequency the chip might no 
longer work correctly. As a result it might be that output registers are not fully 
updated by the last operation since it did not complete and by that the registers 
contain intermediate results that are normally not accessible.  Thus the attacker can 
gain access to these data. 

 

- Power glitch [41] 

Alteration of the voltage changes the switching times of the transistors, this means the 
signal delay of the gates changes which can lead to similar effects as those described 
for clock glitches. 
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- Electromagnetic impulse 

Strong changes in the electromagnetic field in near vicinity of a chip can lead to 
changes in the state of gates: it can induce electrical current or change the strength of 
current. This can influence the states of transistors (open or closed) leading to a faulty 
behavior of the chip, with the same consequences as discussed above. 

- Ultra-Violet (UV) flashes 

The photon effect changes the intensity of the current in a certain number of 
transistors across the whole chip what will lead to similar effects as those discussed 
already. 

- Laser fault 

Laser fault attacks are taking advantage of the precise positioning of the laser beam in 
comparison to UV flashes e.g. if each memory cell shall be altered individually. The 
photon effect induced a local current in the effected transistors that leads to state 
changes of the flip flops [42]. 

- Thermal fault 

Also changing the temperature of the chip may cause a faulty state and by that help to 
extract key material [43]. 

Figure 3 displays a low cost device that can be built for less than 2500 Euros (600 
Euros equipment/1500 Euros manufacturing cost) and used to run different types of 
attacks. The board displayed was developed in the TAMPRES project for supporting 
glitch and fault attacks [44].  

The board consists of: 

• A socket for a daughter board on which the device under attack (DUA) needs to 
soldered. This architecture allows to attack several devices independent of their 
form factor using the same and may be optimized main board. 

• A set of different power supplies that can be controlled digitally or manually  
• A set of different shunts for measuring the power consumption 
• Different clocks. 
• Power supply for laser. 
• An FPGA to control the whole board including the communication with the 

device under attack. 
• In addition the design was intentionally done pretty spacious in order to provide 

easy manual access to all parts. 

This equipment enables the attacker to: 

• Control and record the communication with the DuA. 
• Generate power and clock glitches. 
• Measure power consumption i.e. record traces for SPA and DPA. 
• Shoot laser impulses on the DuA, that needs to be depackaged before hand. 
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Fig. 3. Board for running glitch and fault attacks 

For analyzing the structure of the ASIC using optical imaging or laser based fault 
injection the chips needs to be decapsulated at least some parts. Depackaging allows 
the attacker to run more and more sophisticated attacks and can be done mechanically 
or by using acids. 

The equipment for the decapsulation is cheap. The process using nitric and/or 
sulphuric acid can be done in any chemical laboratory and requires not more than a 
few days and a few devices. At IHP some chips have been depackaged using these 
acids, the results i.e. the different levels of destruction of the ASICs are shown in 
Figure 4 - Figure 6.  

 

Fig. 4. Two different chips fully destroyed after initial attempt to depackage them, the right 
chip called TSN was designed and manufactured at IHP and used for further experiments 
shown in the following figures 
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Fig. 5. Somewhat successful attempt to depackage the TSN, at least the ASIC is undamaged 
but bond wires are destroyed 

 

Fig. 6. Successfully depackaged TSN, ASIC and bond wires are undamaged 

Some attacks e.g. EMA or clock glitches do not really require the ASIC to be 
decapsulated. There are some attacks that can be run on a still packaged device but 
also after depackaging. Power analysis is such an attack. In case the chip is not 
decapsulated the power consumption of the whole ASIC is measured at its pins. If the 
ASIC is still working properly after decapsulation, the power measurements can be 
done directly at the upper metal layers using a micro probing station. To run this type 
of attack it is necessary to remove also the highest layer of the chip, i.e. the 
passivation layer, at least in parts. The degree of alterations on the device under attack 
(DuA) is the basis for one of the most used classifications of attacks. The following 
three classes can be distinguished: 

• Non-invasive attacks 

Attacks that can be executed without any alteration of the chip are denoted as non-
invasive attacks. When executing the attack all necessary values are measured and 
recorded using an intact chip. The special danger of these attacks is that they can be 
executed without leading to any type of traces in more clear words they can go 
undetected. 



316 Z. Dyka and P. Langendörfer 

• Invasive attacks 

This type of attacks requires the most complex alterations of the DuA. In these cases 
the chips needs to be decapsulated and at least the passivation is removed.  

• Semi-invasive attacks 

In this type of attacks the chip is decapsulated e.g. in order to improve the quality of 
some measurements, but they can be done without any additional changes on the 
DuA, i.e. even the passivation does not need to be removed. 

The following section introduces some examples of successful attacks. 

4 Examples of Attacks 

In this section we will introduce some successful attacks that show how the effect of 
the cryptographic operations on measurable values can be visualized and used to 
extract the secret key material.  

One of the most reported attacks is the power analysis. It is based on the analysis 
of the current power consumption, while the chip is operating. Usually these 
measurements are performed on the pins of the chip. Decapsulation of the chips is not 
necessary in this case. Figure 7 shows the typical electrical circuit for this type of 
measurements. Figure 8 shows the measurement set-up in IHP. 

Figure 9 and Figure 10 show the measurements result of an RSA-chip and of an 
ECC-chip, respectively. In both graphs the current power consumption of the 
cryptographic chip under attack is represented as a function of time while an 
operation with the private key – decryption or signature generation – is done. Only 
part of the full time diagram is shown on each picture.  

 

Fig. 7. Typical measurements circuit for running a power analysis attack 
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Fig. 8. Measurement set-up of a power analysis attack at IHP 

Under the assumption that the RSA private key operation is implemented using the 
“square-and-multiply” algorithm for the modular exponentiation (see section 1.1) the 
attacker can easily obtain the part of the private exponent as it is shown on picture 6 
with following considerations: 

- Only one of the operations – either multiplication (see step 3 of the algorithm) or 
squaring (see step 4 of the algorithm) can be performed in a single clock. 

- The multiplication will be performed less often than squaring. 

Thus, the attacker can assume, that each large impulse in figure 6 represents the 
multiplication, i.e. the step 3 of the “square-and-multiply” algorithm. This impulse 
together with the following impulse caused by the squaring in step 4 of the algorithm 
corresponds to a “one” bit of the private key. The case with squaring impulse only 
corresponds to a “zero” bit of the private key. The attacker can always verify the 
correctness of the extracted key because he knows the input and output.  

The similar considerations can be applied for the key extraction of the ECC-chip. 

 

Fig. 9. The principle of SPA-attacks against RSA implementations with an interpretation of the 
power trace according to algorithm 1. An SPA-example trace similar to the graph shown here is 
published in [24]. 
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Fig. 10. Example of a power trace of an SPA-attack against ECC (An SPA-example trace 
similar to the graph shown here is published in [25]) 

After decapsulation of the chip the current power consumption can be also 
measured directly on the chip wires using special equipment. This invasive technique 
is called “microprobing”. 

Figure 11 shows the microprobing station in IHP. It contains a set of different 
active and passive probes and manipulators, a high resolution microscope, device test 
socket and precision x-y stepper table. 

 

Fig. 11. Microprobing Station at IHP 
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In order to get an electrical contact to the measurement points the surface of the 
chip need to be prepared properly i.e. the passivation need to be removed. This can be 
done in two different ways: 

- Chemical etching, in this case the passivation will be removed in a pretty large 
area. 

- Using a laser-cutter allows to remove the passivation at selected points only. 

The latter is by far more suited for microprobing since it provides a better contact to 
the measurement point as shown in Figure 12. Figure 13 shows the measurement 
process using a microprobing station at IHP. 

 

Fig. 12. Microprobing: in order to do measurements directly at the metal layer the passivation 
need to be removed.  Using a laser cutter the area in which the passivation is removed can be 

kept small, this helps to create a stable electrical contact since the needle cannot move around. 

 

Fig. 13. Microprobing: two needle probers with contact to the chip for measurements 
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The measurements can be done also on other metal layers if additional special 
equipment is ready to use. If other layers than the two top metal layers shall be 
attacked a Focused Ion Beam station (FIB) is needed. It consists of a vacuum chamber 
with an ion source that normally accelerates Gallium ions and bundles them to a 
beam. This ion beam can be used to modify on chip wiring i.e. those wires can be cut 
but new wires can be implanted as well. The current power consumption of the 
cryptographic chip can be measured after the changing its structure with a FIB. These 
measurement results can provide the attacker additional helpful information for the 
key extraction. 

Modern FIB stations come with an additional electron source in order to provide 
visualization according to the scanning electron microscope (SEM) principle. The 
lateral resolution of the ion beam is about 4nm and the one of the SEM about 2 nm. 
Thus, the granularity of resolution is by far smaller than the currently used CMOS 
technologies. 

Figure 14 depicts the IHP FIB station, and Figure 15 shows changes in the chip 
structure realized using a FIB. 

 

Fig. 14. Focused Ion Beam Station at IHP 

The typical examples of semi-invasive attacks are different imaging techniques for 
passively obtaining information (microscope and infrared imaging, optical emission 
analysis) or influence on the chip with light or temperature. These attacks are possible 
only after decapsulation of the chip since they require access to its surface. The 
electrical contact to internal lines of the chip is not required and the structure of the 
chip is not destroyed or modified, what differentiates semi-invasive from invasive 
attacks.   
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Fig. 15. Picture taken with the IHP FIB-station showing modification of the structure of chip 
manufactured at IHP 

Semi-invasive attacks can be applied for modification of SRAM and EEPROM 
content, or for obtaining information about any individual transistor as well for 
changing states of transistors [34].  

A practical low-cost attack is described in [42]. The attack exploits the sensitivity 
of transistors to light: illuminating a transistor causes it to conduct. It can cause a 
security fault in chip that can result in access to the memory cells that store the  
private key. For this attack a cheap photoflash lamp was mounted on top of a manual 
probing station that contains a microscope with the maximum magnification of 
1500x. Authors [42] experimented with the 8-bit microcontroller PIC16F84 of 
Microchip Technology Inc. [45]. According to [42] it was possible to change any 
individual bit of the SRAM array. These results were published 10 years ago. Semi-
invasive attacks are currently becoming a very serious threat to hardware security. For 
example, [46] presented a successful semi-invasive two-fault laser attack on a 
protected RSA implementation running on a 32-bit ARM Cortex M3 core [47]. 

In next section we give a short overview of principles of countermeasures. 

5 Principles of Countermeasures   

In this section we focus on basic principles of countermeasures since an exhausting 
discussion of specific countermeasures will never be complete and new types of 
attacks will require new individually designed countermeasures. But we will provide 
an example of a successful countermeasure pattern i.e. the use dummy operations. 
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The following enumeration provides a solid overview on principles of 
countermeasures as well as individual means: 

• Prevent Access to Measurement and Manipulation Relevant Parts of the 
Chip 

 Shielding and covering of the chip or even the PCB (printed circuit 
board) to defeat non-invasive attacks and to increase the complexity of 
the chip preparation for invasive and semi-invasive attacks  

o Different types of housing  
- Weather and/or intrusion resistant casing   
- Integrated Faradey-cage to prevent EMA 
- etc.  

o resin-, foam covering including PINs 
o passive shielding of the chip structure e.g. use of additional 

metal layers to prevent optical imaging and EMA  

 technological approaches to defeat invasive and semi-invasive attacks 

o etching resistant passivation layer  
o manufacturing in smaller technologies  
o increase number of layers per chip 
o hide memory in lower layers of the chip 
o protect or destroy test structures and/or scan chains  

 
• Detection of - and Reaction on Manipulations  

 Anti-Tampering means 

o Sensors e.g. light, power, voltage, frequency, temperature to 
detect attempts to open the chip 

o Active shielding of the chip structure: additional metal layers or 
wires that cover the ASIC and that are connected to a certain 
voltage or signal, alterations in the voltage or the signal 
indicate a manipulation  

o Error detection and correction: redundant implementation of 
blocks with identical functionality. Manipulations are detected 
if those blocks provide different results  

 Typical reactions after detecting manipulations  

o Overwriting the memory ( best with random numbers) 
o Switching off the device  
o Chip self destruction  

• Reduce the Information Provided by the Measurement Values   

 Security by obscurity 

o No information about the used crypto algorithm  
o No standardized solution (own elliptic curve)  
o Unmarking, remarking and repackaging of the chip 
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 Flawless Implementation 

o algorithmic:  

- flawless  re-design of crypto implementations (e.g. use 
„dummy operations“) 

- PUFs (Physically Unclonable Functions) to store the 
private key  

- etc.  

o hardware: 

- integration of „dummy“ gates 
- gates with power consumption independent of the 

input values 
- asynchronous  design 
- dual-rail logic 

 Information concealment  

o Adapt the signal to noise ratio  
o Execute program code in random order  
o Use modules with random power consumption  
o Randomization, e.g. blinding, doubling, masking 

In the following paragraph we will use the “double-and-add” and the “square-and-
multiply” algorithms to illustrate an algorithmic approach to increase the effort for 
key extraction.  

In section 1 of this chapter we already explained the weaknesses of “double-and-
add” algorithm used for implementing the EC point multiplication and the one of the 
“square-and-multiply” algorithm used for RSA exponentiation. The major issue of 
both algorithms is the different number of operations executed depending on the bit 
values of the key. I.e. if the current key bit is a ‘0’ only one of the two operations is 
performed, point doubling in case of EC point multiplication and  squaring in case of 
RSA. The time difference or the difference in power consumption in comparison to 
the case when the current key bit value is a ‚1‘ i.e. when two operations are executed 
is measurable. Figure 16 shows a successful example of an SEMA against an ASIC, 
providing an ECC implementation. The private key can be extracted by simple optical 
inspection of the power consumption. 

In order to avoid key extraction by analyzing the execution time or power 
consumption the algorithms can be modified. The modified algorithms are denoted as 
“double-and-add-always”  and “square-and-multiply-always” respectively. The main 
idea is to introduce additional operations that are not needed to compute the correct 
result but that are used only to ensure that the calculation time and the energy 
consumption are independent of the key bits. The drawback of such means is the 
increased resource consumption, chip area and/or energy consumption. 
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Fig. 16. Successful SEMA-Attack against an ECC implementation: current power consumption 
as a function of time during the execution of the “double-and-add” algorithm, (source [29]) 

Figure 17 shows the measurement results for the “double-and-add-always” 
algorithm. In this implementation the point doubling and the point addition are 
executed independent of the value of the individual key bits. So, the key extraction 
can be avoided, see Figure 17 now there is a point addition executed after each point 
doubling operation. 

 

Fig. 17. Current power consumption as a function of time during the execution of the “double-
and-add” algorithm, (source [29]) SEMA-resistant Implementation, i.e. “double-and-add-
always” 

The following table shows attacks, exploited effects countermeasures, and provides 
an assessment whether or not a certain countermeasure helps against a certain attack. 
No value in the table means no effect of the countermeasure on the attack, ‘y’ means 
helpful means, +- means the attack becomes more difficult if such a means is 
deployed but is still feasible. ‘y1’ means that the counter measure is successful if the 
attack is detected. We are aware of the fact that this is extremely difficult for non-
invasive attacks. 
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Table 1. Attacks and countermeasures 
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6 Conclusion 

In this chapter we introduced side channel attacks as a significant threat for wireless 
sensor networks, since in those systems the individual sensor node can be accessed 
physically and analysed afterwards. Even though such attacks are known for years, 
they have never been considered before in the area of WSNs. This might be partly due 
to the fact that other security problems have gained more attention since they have 
been considered more likely than the more complex and more expensive side channel 
attacks. However the cost of side channel attacks can no longer be considered as a 
protection means since high end equipment can be rented for a few hundred EURO 
per hour. Thus we tried to create more awareness for side channel attacks and 
potential countermeasures in this chapter.  
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Abstract. Wireless sensor networks (WSNs) have generated immense interest 
among researches for the last few years motivated by several theoretical and 
practical challenges. The increase in interest is mainly attributed to new 
applications designed with large scale networks consisting of devices capable of 
performing computations on the sensed data and finally processing the data for 
transmitting to remote locations. Providing security to WSNs plays a major role 
as these networks are generally deployed in inaccessible terrain and also for 
their communication being in the wireless domain. These reasons impose 
security mechanisms to be employed on the highly vulnerable sensor networks 
that are robust enough to handle attacks from adversaries. WSNs consist of 
nodes having limited resources and therefore classical security measures 
applicable in traditional networks cannot be applied here. So the need of the 
hour is using systems that lie within the boundary of the sensor nodes resource 
potential as well competent enough to handle attacks. Intrusion detection is one 
such defense used in sensor networks having the ability to detect unknown 
attacks and finding means to thwart them. Researches have found intrusion 
detection system (IDS) to be very much compatible in sensor networks. 
Therefore intrusion detection holds a very prominent research area for 
researchers. So familiarity with this promising research field will surely benefit 
the researchers. Keeping this in mind we survey the major topics of intrusion 
detection in WSNs. The survey work presents topics such as the architectural 
models used in the different approaches for intrusion detection, different 
intrusion detection techniques and highlights intrusion detection methods 
applicable for the different layers in sensor networks. The earlier achievements 
in intrusion detection in WSNs are also summarized along with more recent 
works and existing problems are discussed. We also give an insight into the 
possible directions for future work in intrusion detection involving different 
aspects in sensor networks. 

1 Introduction 

In recent years wireless sensor networks have emerged as a promising research 
platform with various interesting application areas such as battlefield surveillance, 
traffic monitoring, healthcare, environment monitoring, etc [1]. Sensor networks are 
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generally deployed in areas where human accessibility is restricted and they use the 
unguarded wireless medium for communication. These factors are largely responsible 
for making security one of the prime factors of importance in WSNs. The wireless 
sensor network (WSN) consists of nodes that are resource-constrained in terms of 
computational and communication abilities. Therefore during the design of security 
systems for sensor networks the design guidelines should conform to the resources of 
the nodes and their limited capabilities. In contrast to traditional networks where very 
strong security mechanisms are implementable researchers working in the sensor 
network platform have always tried to use lightweight security schemes that are 
robust enough to handle the attacks faced by these networks. 

Database

      Configuration Detector Countermeasure

System

     
Audits Actions

Alarms

 

Fig. 1. Block diagram of basic intrusion detection system 

Wireless sensor networks are exposed to inside attacks and outside attacks. It is 
very difficult for a single security technique to thwart the above mentioned two types 
of attacks in sensor networks. So intrusion detection which is an important aspect of 
network security came to be used in sensor networks. Intrusion detection system 
(IDS) is defined as a system that tries to detect and alert attempted intrusions into a 
system or a network [2]. Intrusion detection is a set of actions that discover, analyze, 
and report unauthorized and damaging activities. Intrusion detection uses the IDS 
with the aim of detecting any breach in confidentiality and integrity, and reduced 
availability of resources. IDS monitor the network and improves the user’s activity to 
detect intrusion. Intrusion detection systems must be able to distinguish between 
normal and abnormal activities in order to discover malicious attempts in time. The 
fundamental components of a traditional IDS are: 1) sensors or agents for monitoring 
and analyzing activity, 2) a management server for centralizing information collected 
by the sensors or agents and managing them, 3) a database server for storing all the 
data produced by the IDS and 4) a console for providing interface to users and 
administrators for checking the status of the system monitored, receive alerts, 
investigate events and configure the system. One of the earliest works on intrusion 
detection is generally considered to be the one reported by Anderson [3], that 
introduced the idea of doing anomaly detection by creating profiles of normal use and 
detecting deviations from those profiles. This idea was later formally presented by 
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Denning [4] and this work is considered to be the stepping stone for modern intrusion 
detection. A block diagram representing basic IDS is shown in Fig. 1 [5], [6]. From 
Fig. 1 it can be seen that the IDS receives audit information from the system it is 
protecting. There are several inputs that include- a database containing presently 
known attacks, the current configuration of the system and audit information that 
describes the events as they are happening in the system. When the detector has 
access to all the required data, it decides which information is important and deduces 
the possibility of normal actions that can be considered as indications of intrusions. 

The contributions of this survey can be summarized as: 

— Describing the fundamentals of intrusion detection in WSNs including 
motivation, challenges and implementations (Section 2). 

— Discussing previous works based on different approaches (Section 3). 
— Providing a classification of existing intrusion detection architectures and models 

developed for WSNs (Section 4). 
— Addressing existing intrusion detection techniques along with detailed 

descriptions (Section 5). 
— Discussing handling of attacks in the different OSI layers using intrusion 

detection (Section 6). 
— Potential research areas for future research (Section 7). 

2 Fundamentals of Intrusion Detection in WSNs 

Literally the term intrusion means both intrusion by outsider and insider abuse. 
Authors in [7] have categorized intrusions into two types as listed below- 

• Misuse or Signature-based detection: The attacker detects the weakness in the 
system and based on that finds a way to get into the system [8]. The attack 
patterns used in this type of detection are known as signatures. If any malicious 
node uses known attacks for intruding, it will be captured if its pattern of attack 
matches some signature. It is necessary to update the signatures periodically to 
make this effective. But the major drawback of misuse detection systems is their 
failure to detect unpublished attacks. 

• Anomaly detection: In this type of intrusion detection, the normal behaviour is 
defined and the intrusion detection system tries to detect anything that is 
suspicious. Anomaly detection assumes that intrusion is a kind of anomalous 
activity. So if it detects anomalous behaviour, it can detect an intrusion. 

2.1 Motivation of Intrusion Detection in WSNs 

The deployment of sensor networks in inaccessible areas coupled with the nature of 
their communicating medium and resource constraints pose difficulties for existing 
classical security techniques such as steganography to prevent all kinds of intrusions. 
Several works in sensor network security have focused on specific types of attacks 
and ways of preventing them using various techniques. One of the security technique 
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used is cryptography that is used for ensuring authentication and integrity by verifying 
the data source and its contents. The cryptographic operations are based on primitives 
such as hash functions, symmetric encryption and public key cryptography [9] which 
can protect WSN against external attacks. But these cryptographic techniques are 
unable to detect internal attacks when the attacker knows the keys and uses them to 
perform encryption/decryption. This technique is defined as the first line of defense. 
As mentioned earlier due to several inherent factors it is quite impossible to guarantee 
full prevention in sensor networks. Also attackers always try to launch new attacks 
unknown to the protection system of the network. Therefore for certain environments 
it is necessary to establish a second line of defense: An IDS that can detect an attack 
(known or unknown) and notify the sensors about it. This mechanism allows detecting 
abnormal or suspicious activities on the analyzed target and triggers an alarm when 
intrusion occurs. As far as existing security techniques are concerned, none of them 
can provide security in WSNs from both internal and external attacks, thus IDS is 
strongly preferred for sensor networks that can handle both internal and external 
attacks. 

2.2 Challenges of Intrusion Detection in WSNs 

Designing intrusion detection systems in WSN involves many challenges, mainly due 
to the lack of resources. Intrusion detection works on the basic principle that the 
behaviour of a network under attack is different from that of a normal working 
network. WSNs have many configurations which makes it difficult to generate a clear 
cut demarcation between normal and abnormal working of a network. Since common 
nodes are designed to be cheap and small, they do not have enough hardware 
resources. As compared to entities of traditional wired networks, the nodes in sensor 
networks are highly susceptible to failures, thereby making implementation of 
intrusion detection systems further difficult. Moreover the vast differences in network 
characteristics of sensor networks are also responsible for accomplishing the task of 
intrusion detection in such type of networks [10]. As cited in [11] there are several 
factors responsible for selecting the appropriate IDS technique that is applicable for a 
particular scenario. These factor are described below- 

Network Topology- The deployment of sensor nodes is an important aspect of sensor 
networks. Placing of nodes in appropriate locations requires in depth study so as to 
ensure proper connectivity and enough redundancy. If the topology of the sensor 
network supports measurements for redundancy, it is expected that it also provides 
each node opportunity for validating measurements reported by other sensor nodes. It 
has been found that a mesh topology is more robust to node failures or compromise. 
Node failure or compromise is more prevalent in tree topology type networks leading 
to frequent disconnections in the network. 

Mobile vs. Stationary- Two types of nodes exists in sensor networks- one is the 
normal nodes with limited computational abilities and the other is the base station 
node having powerful resources. Both the base station and the ordinary sensor nodes 
can be mobile or static. Networks having mobile nodes have more capabilities than 
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network with static nodes. Also more capabilities mean resource rich thereby making 
the mobile nodes costlier with respect to static ones. 

Open vs. Closed Sensor Networks- A closed network allows limited number of nodes 
to work under the same administrator and does not allow any node to join the network 
without any prior authorization. On the other hand, closed networks permit any node 
to join the network in an ad hoc manner. A closed network involves more 
administrative control over each node, while an open network supports standard 
protocols and interoperability so as to allow nodes without any prior security 
authorization to join the network. Nodes in the closed network require authenticating 
themselves using some cryptographic support. The adopted security measure in the 
closed network can come under the attack of an adversary leading to disruptions in the 
network. 

Physically Accessible or Inaccessible- Attacking a sensor network depends on the 
factor whether the malicious node is close enough to the network which it is targeting. 
Physical proximity ensures that the adversary can place their own sensor, depending 
on the application, in the same location. If the sensors have high complexity with 
respect to replication, the adversary targets the base station or the sensor 
communication. Therefore, every sensor application needs to be analyzed properly for 
identifying the risks involved and selecting proper countermeasures. 

Critical or Non-critical Application- The collection of real-time data for critical 
applications has an impact on the types of countermeasures that can be used. For 
example a dangerous situation occurring in an industrial application requires real-time 
detection and corrective measures to defend the same whereas a long-term 
environmental monitoring application may not require an immediate response. The 
environmental monitoring application may employ sensors that are unattended for 
long periods of time, while the industrial application may have the sensors confined 
within the physical perimeter of a factory and thus face a different hazardous 
environment. Sensor networks consist of nodes having different degrees of 
complexity, network connectivity and cost that depend on the application. Also, the 
criticality of the application is responsible for the factor that sensor networks are 
deployed along with other technologies and human processes for ensuring the 
robustness of the monitoring and control processes. 

Hazardous or Non-hazardous Environment- Placing sensor networks in non-
hazardous environment exposes the network to threats such as node tampering, trying 
to obtain the keying material from the nodes and also placing new or cloned node for 
generating false incorrect data. Sensor networks deployed in hazardous environments 
are open to attacks such as denial of service or eavesdropping. These environments 
also make the base station, from where the final data is collected, a more attractive 
target. If sensors are deployed in non-hazardous environments and no physical 
countermeasures are available to prevent physical tampering with the devices, then 
the sensors themselves and the sensor network application must be able to detect 
tampering. Tamper-resistant and tamper-evident technologies can be employed to 
help detect and diagnose physical attacks against the sensor network. 
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Routing Algorithms- Routing algorithms use network traffic analysis for detecting 
malicious activity. Mostly used sensor routing technologies are ZigBee, TinyOS, and 
IEEE 802.15.4. TinyOS is an event based operating environment designed for 
supporting dissemination and collection protocols of sensor networks. The Zigbee 
standards define the network, security and application software layers for wireless 
sensor networks. The IEEE 802.15.4 standard defines MAC and PHY layers for 
wireless sensor networks. The IEEE 80.15.4 standard has 16 channels in the 2.4GHz 
ISM band, 10 channels in the 915MHz and one channel in the 868MHz band. The 
IEEE 802.15.5 standard has CSMA-CA channel access, supports data rates of 
250kbps, 40kbps, and 20kbps, provides automatic network establishment by the 
coordinator, and incorporates power management for ensuring low power 
consumption. 

Cryptographic Support- Public key cryptography is generally not suitable for sensor 
networks because of their complex computations leading to huge amount of energy 
consumption as sensor nodes have limited battery power. Security mechanisms are 
developed using efficient symmetric key cryptography that is more energy efficient. 
So whether sensor networks are using public key cryptography or symmetric key 
cryptography is a critical factor for deciding the IDS applicable for the network. 

Designing IDS for WSNs keeping these challenges in mind leads to two constraints- 
1) the IDS should be highly accurate in detecting any security breaches that includes 
unknown attacks and 2) it should be lightweight so as to ensure minimum overhead 
on the infrastructure and management processes. 

2.3 Implementation of IDS in WSNs 

The intrusion detection system has become a significant component of wireless sensor 
networks with relation to the security issues. But, deployment of intrusion detection 
systems in such networks is a prime research area as their implementation introduces 
a number of potential drawbacks that can have negative impact on security. In this 
section we discuss about the shortfalls faced during IDS implementation in sensor 
networks. 

It is quite impossible to use IDS in every sensor node as a fully powered agent due 
to the resource constrained nature of such nodes unless high end nodes are used. 
Therefore, each node acts independently and sends/receives data to/from the base 
station. IDS operating for sensor networks send alerts to the base station as warnings. 
IDS should be developed in such a way that it is highly specialized for defending 
against particular threats to the network. Also if IDS is used in sensor networks where 
huge traffic is handled, there is a possibility that traffic causing intrusion can be 
missed. This is because nodes in sensor networks generally have several constraints 
with regard to handling of large volume of data in the network. 

Intrusion detection systems have not achieved full automation till date. It becomes 
necessary for monitoring the IDS logs at regular intervals. Periodic monitoring is 
required for analyzing the different types of malicious activities detected by the IDS. 
It is not possible for IDS to provide analysis of the detected intrusions taking place 
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over a period of time. This procedure is still done manually. This is quite difficult to 
achieve in sensor networks as human intervention is mostly limited in such networks 
and therefore problem arises for implementation of IDS in WSNs. So implementation 
schemes for IDS designs in sensor networks should be automated in such a way that 
overhead incurred is minimum. Also as IDS mechanisms work on attack signatures, 
there is need for updation of the signature database periodically. This is also a 
bottleneck for sensor networks to assign the task of updating the database as well as 
maintaining the database because sensor nodes are equipped with very limited 
memory. 

Implementation of IDS in sensor networks is presently in a premature stage 
because of the resource limitations of the nodes present in such networks. But with 
evolvement of new technologies such as mobile sensor nodes, neural network 
implementation in sensor nodes, use of IDS technology in sensor networks will 
become more efficient. 

3 Literature Review Based on WSNs IDS Approaches 

IDS approaches proposed for safeguarding sensor networks can be classified into four 
distinct categories [11]: 

— IDS using routing protocols 
— IDS based on neighbour monitoring 
— IDS based on innovative techniques 
— IDS based on fault tolerance 

Apart from the above mentioned categories, we have also included another sub-
section on recent works in intrusion detection covering topics ranging from hybrid 
intrusion detection techniques to different types of distribution affecting IDS 
mechanisms. 

3.1 IDS Using Routing Protocols 

In this category the goal of an attacker, either being insider or outsider, is to 
manipulate user data directly or try to affect the underlying routing protocol. Several 
types of routing protocols are available for sensor network applications, some focus 
on energy saving, others on resource awareness or in-built security mechanisms. 
However, there is no perfect routing protocol yet which has proven to be robust 
against all attacks e.g. flooding, selective forwarding, packet dropping. Several 
intrusion detection systems have been proposed to detect routing attacks in WSNs. 

Loo et al. [12] have proposed distributed IDS for detecting routing attack in WSNs. 
In the proposed system, IDS agent is installed in every node for detecting anomaly in 
routing. The authors have identified various fields e.g. number of packets received, 
sent or broadcast, route request sent or forwarded or received, etc for the detection 
mechanism. These fields are used by each node for determining standard deviation of 
normal messaging by each neighbouring node. Based on the standard deviation of 
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each node a fixed width cluster is formed. Finally, clusters are analyzed for 
identifying compromised nodes. Several challenges are there for implementation of 
the system. One of them is identification of various features and using those features 
for identifying the particular attack. 

Krontiris and Dimitriou [13], have proposed IDS based on set of rules for detecting 
routing attacks in WSNs. In the proposed work every node maintains a failure counter 
for its every neighbouring node for counting the number of times each neighbouring 
node fails to broadcast data packet. Initially every node senses the environment and 
sends the sensed data packet to a neighbouring node. The sending node keeps the data 
packets in its buffers for a while. It waits for that neighbouring node to forward the 
data packet towards base station. If the neighbouring node fails in forwarding the data 
packet, it increments a failure counter corresponding to the neighbouring node. If 
forwarding takes place, then data packet is removed from the buffer. This operation 
continues, and after some time if it is found that for a particular node failure, counter 
crosses a certain limit, neighbouring nodes generate alerts against that node and 
voting takes place according to the given rules. In another work Krontiris et al. [14] 
discuss about the possibility of the sinkhole attack in routing protocol. In [14] authors 
extended their previous work [13] and added another set of rules for the sinkhole 
attack too. 

H. Hai and E. N. Huh [15] proposed a lightweight intrusion detection scheme for 
defending routing attack in WSNs. In the deployment phase of the proposed scheme 
each node collects the two hop neighbourhood information by exchanging hello 
packets and creates a malicious counter for each of them. After collecting the 
information about their neighbour, each node maintains a neighbourhood information 
list. During the process of exchanging the data packets each node checks both source 
and destination of the received packets. If both source and destination nodes are in its 
neighbourhood information list then data packets are forwarded towards base station. 
If either source or destination nodes are not in the neighbourhood information list of 
the node, then based on certain rules the malicious counter value is increased. If the 
malicious counter crosses the certain threshold value, then the node is set as malicious 
and revoked from the neighbouring list. 

S. Misra et al. [16] proposed a self-learning, distributed, energy-aware routing 
protocol for detecting intrusion in WSNs. The distributed nature of the proposed 
routing protocol enables functioning of each node independently without any 
knowledge about the adjacent nodes. Also it avoids all other nodes being sacrificed 
when a single node is compromised. To make the protocol energy aware, the authors 
incorporated stochastic learning automata on packet sampling mechanism. They show 
that the proposed protocol provides promising results for intrusion detection. 

3.2 IDS Based on Neighbour Monitoring 

In this type of IDS, nodes work collaboratively for malicious node or attacker 
detection. Generally in WSNs nodes located spatially close to each other tend to have 
similar behaviour. A node is considered as malicious if its behaviour significantly 
differs from its neighbours. Several works has been proposed for intrusion detection 
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in WSNs based on neighbour monitoring. The state of the art work in G. Li et al. [17], 
I. Krontiris et al. [18], [19], A. Stetsko et al. [20], and Hassanzadeh and Stoleru [21] 
have proposed IDS based on this principle. 

G. Li et al. [17] have proposed IDS for WSNs where nodes are partitioned into 
groups for monitoring the neighbourhoods. Initially nodes in a network are partitioned 
into number of groups in such a way that the nodes in a group are physically close to 
each other and collect similar data. After data collection by each group, the proposed 
intrusion detection algorithm is run on each group. Through careful monitoring, if 
some nodes find that there is noticeable difference between their sensed data and 
those of some other nodes in the same group, they conclude that some group members 
have been compromised. After detecting the compromised node, that node is 
segregated from the network. 

I. Krontiris et al. [18] have proposed a generalize architecture for intrusion 
detection that can operate under any circumstances based on neighbour monitoring. 
According to the proposed approach, each node hosts an IDS agent. The IDS agent 
performs neighbour monitoring, decision making and response. During the neighbour 
monitoring task, every node monitors each immediate neighbour and collects audit 
data. During the decision-making task every node based on local audit data 
determines the existence of possible intrusions and forwards their conclusions to each 
immediate neighbour in order to make the final collective decision. The local 
detection engine applies the defined specifications about what is normal behaviour 
and monitors audit data according to these constraints. The cooperation between 
neighbouring nodes is performed by applying the majority vote rule in order to 
determine the existence of an attack. Furthermore, when an attack is detected the local 
response module is activated. Depending on the severity of the attack the response 
might be direct or indirect. The direct response excludes the suspected node from the 
routing paths and forces regeneration of cryptographic keys for the rest of the 
neighbours. The indirect response notifies the base station about the suspected 
behaviour of the possible intruder and reduces the reputation of the link to that node 
so as to gradually characterize it as unreliable. The proposed approach is evaluated 
against the sinkhole attack. In voting based IDS there is possibility of drastic flooding 
over the network caused by broadcasting local detection results. In the proposed work 
to prevent message flooding, alarm messages are restricted to a region formed only by 
the alerted nodes. 

In another work I. Krontiris et al. [19] have proposed an IDS for WSNs for 
detecting single attacker based on neighbour monitoring. The backbone of the 
proposed IDS is the voting module which is responsible for executing the protocol in 
the voting phase. The attacker in the network is identified by the nodes through 
exchange of their suspect list by collaborative voting. The final intrusion detection 
result comprises either the number of times each node appears in the suspect list or 
the number of votes it collects. The node with the majority of votes is declared as the 
attacker and isolated from the network. However, voting based IDS is costly because 
it requires every neighbour to multicast an authenticated ballot. 

A. Stetsko et al. [20] have designed an IDS for WSNs based on neighbour 
monitoring principle. In the proposed strategy every node runs an agent, which monitors 
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the information flowing in its neighbourhood. The agent consists of data acquisition, 
statistics, detection, alert database and collaboration components. The data acquisition 
component gathers data from packet headers and stores the processed information in the 
statistics component. The detection component analyzes the information stored by the 
statistics component and stores information about suspicious or malicious nodes in the 
alert database component. Therefore, by checking the alert database one can retrieve the 
information about a node whether it is malicious or not. If a node wants to share an 
event with its neighbours or the base station, it activates the collaboration component. 
Finally authors have shown that the jamming, hello flood, selective forwarding, 
sinkhole, sybil and packet alteration attacks can be detected using the proposed 
neighbour-based IDS. 
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Fig. 2. (a) Network model of cooperative IDS with various nodes responsibilities. (b) General 
node architecture in cooperative IDS. 

Hassanzadeh and Stoleru [21] have proposed cooperative intrusion detection 
functions amongst nodes. The objective of the proposed solution is minimizing energy 
consumption and event reporting delay in the nodes, while maximizing network 
coverage and data accuracy in the network. Authors have considered the cooperative 
IDS architecture where nodes are organized in cluster trees with a single base station. 
Figure 2(a) depicts an example of a network with cooperative IDS. Figure 2(b) shows 
generic architecture for a node. Based on the roles of the nodes, authors have 
identified four types of nodes e.g., joined, aggregator, leader and orphan. Joined nodes 
are the leaves in a cluster tree. They monitor local activity e.g., communication, 
processes running, data produced and run a local IDS. Results are reported to the 
parent, which can be an aggregator or a leader. Aggregator nodes also monitor local 
activity, receive reports from children, either joined or other aggregator nodes, and 
aggregate received data with their information, using the data aggregation module. 
The aggregated data is reported to a parent, either another aggregator or leader; leader 
is the root of a cluster tree. A leader receives reports from its children, either joined or 
aggregator nodes, and executes intrusion detection functions as part of a cooperation 
module. The results are reported to the base station. Leaders of all cluster trees form a 
connected graph, which contains the base station. Orphan nodes are not part of a 
cluster tree. They run local IDS and do not forward their observations to their 
neighbours. 
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In order to minimize energy consumption and event reporting delay in the nodes, 
while maximizing network coverage and data accuracy in the network, the authors 
have formulated it as a multi-objective optimization problem. A genetic algorithm 
based on penalized function has been developed to solve the multi-objective 
optimization problem. Finally the authors have validated the superior network 
performance and intrusion detection rates obtained by the proposed collaborative IDS. 

3.3 IDS Based on Innovative Techniques 

In this type of IDS, different innovative techniques have been proposed by the authors 
for detecting intrusion in WSNs. We have elaborated few state of the art works in this 
section which are based on certain innovation techniques. 

Agah et al. [22], [23] proposed a game theory based protocol for IDS in WSNs. 
The proposed approach is formulated as a repeated game between an intrusion 
detector and the nodes of a WSN. The proposed protocol recognizes the nodes that 
agree to forward data packets, but fail to do so. The approach categorizes different 
nodes based upon their dynamically changing behaviour and enforces cooperation 
among nodes. Any non-cooperative behaviour is punished. The intrusion detector 
situated at the base station monitors the collaboration of other nodes and builds up a 
history that represents their reputation. Sensor nodes that contribute to common 
network operation increase their reputation. The reputation is used as a metric of 
trustworthiness and is used to statistically predict the future behaviour of sensor 
nodes. The advantage of the proposed approach is that using the history created by the 
base station for each sensor node, and the negative reputation the base station assigns 
to any malicious behaviour, it is possible to create routing paths consisting of less 
malicious nodes for more secure transmissions. Thus the malicious nodes are isolated. 
The main disadvantage of the proposed approach is that when the number of 
malicious nodes in the sensor network increases, the success rate of the IDS 
decreases. This can be explained if we consider the fact that the IDS attempts to lower 
false positive and false negative rates and as a result the detection rate is decreased 
since it misses more malicious nodes. This technique may not be suitable for certain 
environmental monitoring applications, but may be considered in more critical 
applications in which an intrusion is likely and cannot be tolerated.  

Premkumar and Kumar [24] have proposed a quickest intrusion detection scheme 
in WSNs by keeping minimum number of nodes active. In order to quicken intrusion 
detection authors have modeled the intrusion detection problem as a Markov Decision 
Process (MDP). In the proposed work there is a fusion center based on MDP that 
decides how many sensors need to be turned on after each time slot. The optimization 
problem studied by the authors is to minimize a linear combination of the detection 
delay and energy consumption, subject to a constraint on the probability of false 
alarm. A Lagrangian version of the problem is posed within the framework of 
dynamic programming for the classical quickest change detection. It is shown that the 
posteriori probability pk of the change happening before time k, serves as a sufficient 
statistic for both the stopping rule as well as the control law that determines how 
many sensors need to be turned on at each time k. Some structural properties of the 
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optimal stopping rule and control law are also proposed. In particular, as is to be 
expected, it is optimal to stop and declare the change when pk exceeds a certain 
threshold. It is also conjectured, based on numerical results, that the number of 
sensors to be turned on increases with pk initially, peaks at a certain value, and then 
decreases with pk; the intuition behind this behaviour being that it is not necessary to 
waste sensing resources if the change is either very unlikely or very likely, given the 
observations. The authors show that the proposed algorithms are capable of detecting 
intrusion using minimal number of observations and keeping minimum number of 
nodes active. 

Servin and Kudenko [25] have proposed a distributed reinforcement learning-based 
IDS architecture for detecting flooding-based Distributed Denial of Service (DDoS) 
attacks in WSNs. In the proposed work, groups of agents are distributed in the 
network to detect normal or abnormal state of the network. Identification of abnormal 
network state leads to the detection of flooding-based DDoS attacks. Through 
reinforcement learning, each agent learns to act optimally via observation and taking 
feedback from the environment. In the proposed IDS architecture, there are two types 
of agent viz. sensor agents (SA) and decision agents (DA). SA collects and analyzes 
state information from environment, and sends action-signals to the DA. After 
receiving action-signal form SA, DA sends an action-signal to a central DA. After 
analyzing the receive signal central DA triggers the appropriate action, if action is 
correct both SA and DA receive a positive reward. If the action is not correct, both SA 
and DA receive a negative reward. Here reward is use to coordinate the signals sent 
by the SA to the DA. Therefore, these reward collection process continues and after a 
certain number of iterations every agent learns about the action that needs to be 
executed in a specific state for obtaining positive rewards. 

Kaltiokallio and Bocca [26] have proposed IDS for real-time intrusion detection 
and tracking by distributed processing of the received signal strength indicator signals 
in WSNs. In the proposed IDS, a distributed algorithm enables each node to transmit 
only those alert messages, which are related to significant events. Therefore, it 
reduces the amount of alert messages the nodes have to transmit to the base station 
resulting in enhancement of the overall lifetime of the system. The alert messages 
received at the base station are than combined and processed in real-time to produce 
accurate estimates of the current position of the intruder. Further to improve lifetime 
of the system they used TDMA communication among the nodes which allows the 
nodes to keep the radio off for most of the time. They show that using the proposed 
IDS, intrusion inside monitored area is not only successfully detected but with 
moderate location error. 

3.4 IDS Based on Fault Tolerance 

Several fault tolerant techniques have been proposed by the authors related to 
intrusion detection in WSNs. Here, we have elaborated some of the intrusion 
detection works based on fault tolerance. 

The first work towards an intrusion fault tolerant protocol for WSNs is INSENS 
[27].The INSENS protocol is more capable of tolerating the intrusions than detecting 
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the intrusions. In this protocol, base station maintains a complete view of the 
communication topology. To achieve this, each node sends the list of its neighbours to 
the base station, with proofs of neighbourhood. These neighbourhood proofs allow the 
base station to eliminate unnecessary communication links that may be injected by 
intruders. After reception of these proofs, the base station builds a map of the existing 
topology. Thereby using this centralized approach, INSENS constructs the routing 
table for each node. Moreover, the base station has full control on the routes’ quality 
and can easily build any kind of multi-path topology, including node disjoint paths. 
Nevertheless, INSENS is not scalable to large networks since it requires a large 
amount of communication between sensors and the base station. 

Lee et al. [28] proposed SeRINS, an intrusion fault tolerant secure multi-path 
protocol for WSNs. The proposed protocol requires less message communication than 
INSENS. To achieve this base station maintains a hop count metric using a set of one 
way hash chain. Three types of chains are present in the proposed scheme- 

• One chain is used for base station authentication and round identification. At each 
round, the base station reveals a new value of the chain in the reverse order of its 
generation. 

• Another, on the fly chain is used during the relay of the route request (RREQ) 
message to prevent an intruder from decreasing its hop count. This chain is 
implemented by adding a field in the RREQ message. 

• The last chain is similar to the previous one and uses a field named that aims to 
detect a malicious node trying to relay a field of its parent without applying the 
one way function. 

Each node in the network has the capability for partial verification of any 
neighbouring node. After partial verification, if any suspicious node is found, it is 
reported to the base station. Base station takes the decision of choosing alternative 
path for exchanging message with the nodes. Hence, instead of fully centralized 
approach, the proposed protocol employs a tradeoff between fully centralized and 
distributed approaches for intrusion detection. However, during the process of 
creating hop count metric base station dos not takes care about the node disjoint path, 
so there is a possibility of duplicate entries for the same node. 

Y. Challala et al. [29] proposed an intrusion-fault tolerant protocol for WSNs based 
on total in-network verification. In contrast to other solutions, the proposed protocol 
provides an efficient and secure method to build node disjoint paths in a totally 
distributed manner without referring to the base station. The path construction in the 
proposed protocol is based on the idea of branch-aware route discovery [30]. It 
consists of tagging the exchanged RREQ messages with the identifier of the first 
relaying node after the base station. These nodes are known as root nodes, and  
their sub-trees are known as branches. Using these tags, a node can easily decide  
whether two RREQ messages came from disjoint routes by comparing their branch 
ids. Figure 3 shows an example of a branch-aware discovery process. Nodes n1, n2, 
and n3 represent the root nodes of the branches. Two neighbouring nodes belonging to 
two distinct branches discover a new disjoint path through each other. For instance, as 
shown in Fig. 3 node n9 possesses a main route through its main branch rooted at node 
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n1, and also has an alternative route through its neighbour n5 in the branch rooted at 
node n2 (and both routes are node disjoint). 

To secure this, the proposed protocol replaces the branch ids with one way hash 
chains in order to avoid fabrication of bogus branches. In fact, using plain text 
identifiers for root nodes allows an intruder to attract more routes by injecting non-
existent branches. The one way hash chains prevent such malicious misbehaviour by 
allowing legitimate sensors to authenticate the root nodes. 

 

Fig. 3. Node disjoint path discovery using branch-aware discovery 

By analyzing the above existing solutions, it is concluded that intrusion-fault 
tolerant approaches do not provide an acceptable trade-off between the level of fault 
tolerance and the induced communication overhead. So there is scope for further 
improvement where a scheme will be more fault tolerant with minimum 
communication overhead. 

3.5 Recent Works on IDS 

In this sub-section we have elaborated number of recent potential works in intrusion 
detection. The proposed works cover topics ranging from hybrid intrusion detection 
techniques to varied distributions affecting IDS mechanisms. 

T. H. Hai et al. [31] have initially studied the problem of intrusion detection in 
WSNs and proposed a hybrid intrusion detection scheme for clustered WSNs. The 
objective of using clustered WSNs is to reduce the energy consumption so that 
network lifetime can be prolonged. In the proposed scheme, an IDS agent is located in 
every sensor node. Each sensor node has two intrusion modules-local IDS agent and 
global IDS agent. On the basis of requirement each agent is activated. The local IDS 
agent module is responsible for monitoring the information sent and received by the 
sensor. The global IDS agent module is responsible for monitoring the 
communication of its neighbour nodes. 



 Intrusion Detection in Wireless Sensor Networks: Issues, Challenges and Approaches 343 

Authors have used the watchdog monitoring mechanism, pre-defined routing attack 
based rules along with the two-hop neighbours’ list for monitoring packets in their 
neighbourhood. If the monitor nodes discover a potential attack e.g., selective 
forwarding, wormhole, sinkhole and hello flood attack in their radio range, they create 
and send an alert to the CHs. If the number of alerts about a suspicious node crosses a 
threshold, the CHs create a rule and propagate it to every node in the cluster. As the 
proposed intrusion detection scheme requires every node to be active and send alert 
packets to the CHs for intrusion detection, therefore large number of alert packets are 
transmitted through out the network. Hence the proposed intrusion detection scheme 
is not energy efficient.  

Further to make the intrusion detection scheme more energy efficient authors have 
proposed two algorithms for reducing the energy consumption related to processing 
the alert packets. First algorithm is trust based where each node calculates the average 
trust of its neighbour nodes. If average trust for a neighbour node is below a 
threshold, the CHs drop the alert packets received from them without further 
processing. Second algorithm is over-hearing based on the fact that if a monitor node 
is aware about any malicious activity within its transmission range, an alert packet is 
prepared to be sent to the CHs. If a monitor node does not obtain the medium to send 
an alert packet, it knows there is transmission taking place within its range. The 
monitor node buffers the alert packets and over-hears the packets sent within range. If 
the monitor node detects a neighbour sending the same alert packet, it drops the alert 
packet in its buffer. Thus using the two algorithms authors have ensured the reduction 
of transmission of alert packets by monitor nodes. Finally authors have shown that the 
proposed intrusion detection scheme can detect more than 90% of malicious nodes.  

I. R. Chen et al. [32] have developed a probability model for analyzing how often 
code attestation should be performed to maximize the expected lifetime of a sensor. A 
sensor node fails when either the sensor node’s energy is depleted, or it is 
compromised before energy depletion and returns incorrect sensor readings during a 
reading event. The code attestation is invoked for verifying the memory content of a 
sensor node by computing the checksum of program code and data. If code attestation 
happens too often, the energy consumption may drain the battery quickly such that the 
reliability of the sensor node decreases and this offsets the benefits of code attestation. 
On the other hand, if it is not done frequently enough, an intrusion may not be 
detected in time such that a compromised sensor may return incorrect sensor readings 
resulting in system failure. Therefore, authors have provided the probability of 
invoking code attestation probabilistically considering, triggering a periodic sensor 
reading event. Authors have concluded from their simulation results that code 
attestation can be executed more often whenever the node compromising rate is high, 
the false result probability (negative or positive) is low, the energy consumption for 
running code attestation is low, the energy consumption for code recovery is low 
compared with the energy consumption for sensor data reading, or the sensing interval 
is long. To measure the reliability of a node, authors have used the parameter mean 
time to failure and it is defined as the number of periodic sensor reading events that 
the sensor node is able to return the sensor readings correctly before failure. 
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Shen et al. [33] have proposed an intrusion detection game for optimal intrusion 
detection based on the signaling game. Authors have considered distributed-
centralized network in which each node is equipped with an IDS agent, but only the 
IDS agent in CH will launch. The signaling game refers to a class of two-player game 
in which one player (called the Sender) is informed and the other (called the Receiver) 
is not. Generally, in a signaling game, the Sender has private information about its 
type set while the Receiver has the common information about its type only. Authors 
have modeled the interactions between a member node and a CH-IDS agent with 
signaling game. In addition, authors seek pure-strategy Bayesian–Nash equilibrium 
(BNE) and mixed-strategy BNE for the stage game, and the mixed-strategy Perfect 
Bayesian equilibrium (PBE) for the multi-stage dynamic intrusion detection game. 
Authors have set up and proved the theories of equilibriums for their stage intrusion 
detection game, which provide the optimal strategy for the CH-IDS agent for deciding 
whether to defend or remain idle.  

Also authors have developed the stage intrusion detection game into a multi-stage 
dynamic intrusion detection game in which, based on Bayesian rules, the beliefs on 
the malicious sensor node can be updated. Upon the current belief and the Perfect 
Bayesian equilibrium (PBE), the best response strategy for the CH-IDS agent can be 
gained. Also, authors have proposed an intrusion detection mechanism and the 
corresponding algorithm. Finally through simulation authors have shown the 
effectiveness of the proposed game, thus, the CH-IDS agents are capable of selecting 
their optimal strategies for defense against malicious sensor nodes’ attacks. 

Wanga and Lun [34] have proposed a novel k-Gaussian sensor deployment scheme 
and investigated the intrusion detection probability in WSN under the multi-level 
probabilistic sensing model. The main idea of the k-Gaussian node deployment 
strategy is employing multiple deployment points in the network area and a subset of 
the total nodes are deployed around each deployment point following a Gaussian 
distribution to form a k-Gaussian distributed WSN. Initially authors have developed 
an analytical model for intrusion detection where nodes are deployed in network area 
using k-Gaussian distribution. Authors have calculated the intrusion detection 
probability under various application scenarios. Here the different scenarios are 
considered based on the distance between the intruders current and target locations.  

The analytical results shows that the intrusion detection probability depends on the 
following set of network parameters i.e., number of sensors, sensing range, 
deployment points, distribution deviation, the intruder’s behavior i.e., the starting 
distance, and the application requirements such as maximal allowable intrusion 
distance. Finally authors have used Monte Carlo simulation to measure the 
performance of k-Gaussian distributed WSN and shown that the k-Gaussian 
distributed WSN statistically outperforms the uniform distributed WSN as well as 
Gaussian distributed WSNs. 

S. S. Wang et al. [35] have proposed a mechanism of IDS in a cluster-based 
wireless sensor network. The proposed IDS is integrated and is able to resist 
intrusions, as well as does real time processing by analyzing the attacks. According to 
the different capabilities and probabilities of attacks on the sink, cluster head and 
sensor node, authors have proposed three separate IDS for each of them. 
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The proposed IDS for sink is named as Intelligent Hybrid Intrusion Detection 
System (IHIDS), which has learning ability. The IHIDS combines anomaly and 
misuse detection, and goals for high detection rate and low false positive rate. The 
anomaly detection model can filter a large number of normal packets first, and then 
the abnormal packets are forwarded to the misuse detection model to identify the type 
of attacks. However, if the misuse detection model cannot identify the type of attack, 
it is then forwarded to the learning mechanism of IHIDS for learning the new classes 
of attacks. For CHs, authors have proposed a Hybrid Intrusion Detection System 
(HIDS), which has the same detection model as IHIDS, but there is no learning ability 
in HIDS. The goals of HIDS are to detect attacks efficiently and avoid resource 
wasting. However, HIDS would retrain the behaviour of new attacks, which have 
been detected and classified from IHIDS. Finally for SNs, authors have proposed a 
misuse IDS, which uses the attack model for matching the packets fast and then to 
find attacks. Because the resources of sensor node are less than other devices, e.g., the 
sink, CHs, etc., authors have adopted a simple and fast detection method in SN to 
avoid overwork, and to save resources for the purpose of safety. Finally authors have 
measured the performance of the proposed IDS using Back Propagation Network 
(BPN) and Adaptive Resonance Theory (ART) analytical tools of intrusion detection. 
The authors have concluded that ART outperforms BPN.  

Y. Wang et al. [36] have first analyzed the problem of intrusion detection in WSNs 
when nodes are deployed using Gaussian distribution. It is known that Gaussian 
distribution allows the deployment of nodes in an unbounded network area while most 
real life WSN applications take place in a bounded network area of interest. 
Therefore, in order to make the node deployment suitable for real life applications, 
authors have developed an analytical model for intrusion detection where nodes are 
deployed in the network area using truncated Gaussian distribution. Authors have 
derived the intrusion detection probability analytically with respect to various network 
parameters considering both single-sensing detection and multiple-sensing detection 
models. In a single-sensing detection model, at least one node must be located in the 
intrusion detection region for detecting the intruder(s). On the contrary, in multiple 
sensing detection model, at least a threshold number of nodes must reside in the 
intrusion detection region for recognizing the intruder. 

Authors have identified three sets of parameters that determine the intrusion 
detection probability in a given truncated Gaussian distributed WSN. The first set is 
network based parameter i.e., number of nodes deployed in the network area, sensing 
range of a node and standard deviation of Gaussian distribution. The second set is 
application based parameter i.e., threshold number of nodes in multiple sensing 
detection model and maximal allowable intrusion distance. The third set is intruder 
based parameter i.e., intruder’s starting distance. Authors have used the Monte-Carlo 
simulations for validating the analytical results obtained for intrusion detection 
probability by varying the three sets of parameters and provided the guidelines in 
selecting and determining critical network parameters.  
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4 Classification of IDS Architectures and Models for WSN 

This section classifies the different sensor network IDS architectures proposed till 
date. Also the various existent IDS models that have been taken into consideration for 
designing of different network models are discussed here. 

4.1 IDS Architectures for WSN 

IDS architectures are classified into two basic categories depending on the data 
collection mechanism: host-based and network-based [37]. Host-based IDS check 
several types of log files such as kernel, system, application, etc. and compare the logs 
against an internal database of common signatures for known attacks. The operation 
of network-based IDS differs from host-based IDS. The tasks of network-based IDS 
consist of scanning network packets, auditing packet information, and logging any 
suspicious packets. Also, IDS architectures can further be classified based on the 
detection techniques. Commonly used detection techniques are- signature-based IDS, 
anomaly-based IDS and specification-based IDS. Out of these three techniques, the 
first two are widely used while the last one is used in few applications. Signature-
based IDS tries to find the existence of predefined signatures or behaviours that 
matches a previously known malicious action or indicates an intrusion. Anomaly-
based IDS checks for any behaviour that is not within the predefined or accepted 
model of behaviour. Authors in [38] have defined another type of IDS known as 
specification-based IDS that identifies a set of constrains which reflect the correct 
behaviour of a program or protocol. The authors have also divided ad-hoc network 
IDS architectures into three categories and these categories can be modified according 
to the needs of wireless sensor network IDS. A brief description of the categories is 
given below: 

Stand-alone- Every node functions as independent IDS and is responsible for 
detecting attacks only for itself. In this category, IDS does not share any information 
or co-operate with other systems. In this architecture all the nodes of the network are 
capable of running IDS. 

Distributed and Cooperative- This architecture is similar to the previous one with 
respect to every node managing their independent IDS but the IDS of all nodes 
cooperate among themselves for establishing a global intrusion detection mechanism. 

Hierarchical- In this type of architecture the network is divided into clusters and each 
of these clusters has cluster head (CH). The CH serve as the backbone of the routing 
infrastructure. The nodes in every cluster are responsible for routing within the cluster 
and accept allegation messages from the other cluster members representing 
something malicious. The cluster heads (CHs) are also responsible for detecting 
attacks against the other CHs of the network. 



 Intrusion Detection in Wireless Sensor Networks: Issues, Challenges and Approaches 347 

4.2 IDS Models for WSN 

This section describes some of the existing IDS models for WSNs [39]. The different 
models use several methods and architectures to build the IDS. Given below is the 
description of basic features for each of the IDS in order to have a clear conception of 
their logic. 

Self-organized Criticality & Stochastic Learning Based IDS- Authors in [40] 
proposed anomaly detection based on the structure of events occurring naturally. This 
approach uses the importance of self organized characteristics of a particular location. 
Environmental parameter such as temperature is used for evaluation purpose for 
detecting future anomalies by comparing recent data with existing data. It also makes 
use of a Hidden Markov Model, which was earlier, implemented in network-based 
IDS for wired systems [41], [42]. This model is memoryless as the probability of 
being in a certain state for the Hidden Markov Model depends only on the previous 
state. 

IDS for Clustering-Based Sensor Networks- The security of cluster-based sensor 
networks using intrusion detection systems has been enhanced in [43]. Two 
techniques are proposed in this work. The first one uses a model that depends on 
authentication and can defend outside attackers only. It basically appends a message 
authentication code (mac) to every message. Whenever a node sends a message, a 
time stamp is attached to it and a mac is generated using the pairwise key or 
individual key depending whether the sender is CH, member node (MN), or base 
station. The receiver verifies the sender using the LEAP [44] security mechanism. The 
second technique is termed energy-saving and like the previous one also withstands 
outside attackers. It focuses on detecting misbehaviour in both MN and CH. The 
monitoring of member nodes (MNs) is done by their respective CHs. On detection of 
any misbehaviour, the CH broadcasts an encrypted alarm message to control the 
specific misbehaving node. Monitoring of the CH is also done by some of the MNs 
under it. Monitoring is done with the following algorithm. The CH decides which 
MNs are energy capable of monitoring the CH. This is implemented by sending 
messages that query the energy status of every MN. The nodes having low energy are 
ignored by the CH. Rest of the MNs is divided into groups. Each group is responsible 
for monitoring the CH turn wise. At any time only one group (the active group) 
monitors the CH. If misbehaviour is detected by some threshold numbers of monitor 
MNs, then the CH is discarded. 

A Non-cooperative Game Approach- In [22] the authors devised a game theoretic 
approach for thwarting intrusion in sensor networks. Three schemes have been used 
for achieving this. Every mechanism divides the sensor network into clusters which 
have CH as one of the nodes. The commonality between these three mechanisms is 
that each of them with the help of IDS identifies the most suitable CH capable of 
protecting the network. The first scheme defines one non-operative game between the 
attacker and the nodes. The desired CH is found out using game theory and Nash 
equilibrium methods. The second scheme takes the help of Markov Decision Process 
(MDP) for determining the CH that the IDS will protect. From the knowledge of past 
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events, using the MDP the most vulnerable CH can be identified. In the third scheme 
intuitive metric is devised that uses traffic load or activity load as the measuring 
parameter. At a particular time slot, the CH having the highest traffic load is protected 
by the IDS. 

Decentralized IDS- Authors in [45] proposed IDS based on certain rules such that the 
criteria of sensor networks are fulfilled. The rules defined by them are as follows: 1) 
pre-selection is done from the available set of rules; 2) the existing information from 
the network is compared with the information required from the pre-select rules for 
obtaining the final rules and 3) the setting of parameters of the final rules are done 
with the values of the design definitions. An algorithm that should be followed by the 
IDS has been devised. This scheme involves three phases. Phase one performs the 
task of collecting data from the incoming messages. The accumulated data is then 
analyzed with the help of the rules in phase two. If the analysis results are 
unsuccessful, a failure is generated. The phase three checks whether the number of the 
failures is greater than the expected number of failures in the network. An affirmation 
in the checking procedure raises an alarm for intrusion detection alarm. 

5 State of the Art Intrusion Detection Techniques 

This section outlines the existing detection techniques as illustrated in Fig. 4 along 
with the new advancement in intrusion detection technique introduced recently. The 
next part of this section provides a vivid description of the underlying techniques. 
There are mainly two types of detection techniques that exist for sensor networks: 
signature detection and anomaly detection [46]. 

Signature detection basically creates a report of known attack signatures based on 
which IDS performs signature detection by comparing present activity with each of 
the stored attack reports. An alarm is generated by the system on finding a match. The 
major disadvantage of signature-based detection technique is that it fails to detect new 
types of attack. On the other hand, normal reports of system behaviour are prepared in 
case of anomaly detection. Here comparison is done between the system’s normal 
reports and the current activity. The drawback of anomaly-based technique is that it 
generates of lots of false alarms [47]. 

A new approach known as specification-based technique [13], has been established 
recently and combines the best of both signature-based and anomaly-based intrusion 
detection systems. It develops specifications manually for describing the normal 
system behaviour, thereby, reducing the probability of false alarms. It is easier to 
apply this detection technique in sensor networks as normal behaviour is not possible 
to be simply defined by machine learning techniques and training. This technique 
requires norms to be defined that are used to describe normal operation. 

In another work, [48], intrusion detection techniques have been divided into single-
sensing detection and multi-sensing detection. In single-sensing detection, the attacker 
is successfully detected by one sensor node while in multi-sensing detection, several 
sensor nodes act together for detecting the intrusion. 
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Fig. 4. Flowchart of Intrusion Detection Techniques in WSN 

5.1 Misuse/Signature Detection 

Misuse/signature detection is defined as a process of comparing signatures with 
known attack patterns (signatures) [49], [50]. Each signature is a pattern 
corresponding to a known threat. The misuse detection system tries to recognize any 
‘bad’ behaviour according to these patterns. Misuse/signature detection involves 
complicated computations that require sizeable memory. Also this IDS requires large 
amount of memory for storing attack signatures. All the requirements stated above for 
misuse/signature-based intrusion detection does not make it a suitable choice as 
detection systems for WSNs that have very limited storage, communication and 
computational capabilities. Therefore, anomaly detection has been used for enhancing 
the security and reliability of WSNs. 

5.2 Anomaly Detection 

Here we discuss anomaly detection based on heterogeneous and homogeneous sensor 
networks. There are several aspects of key design principles that are followed such as 
target, typical security threats, detection pattern, detection method and attribute 
selection [10]. We mainly concentrate on the detection methods that are followed. 

5.2.1 Anomaly Detection for Heterogeneous WSNs 
Three types of detection methods exist for heterogeneous WSNs. In the first type the 
CH alone is responsible for the data processing task while in the second type CH 
along with the common sensor nodes accomplishes this and in the third type the base 



350 A. Ghosal and S. Halder 

station solely carries out this procedure. For the first type the common sensor nodes 
are responsible for collecting the input datasets and/or partially participate for analysis 
and decision procedures [43], [51]. But this procedure leads to excess energy 
exhaustion for the CHs alone. This made way for introduction of the second [52], 
[53], [54], [55], [56] and third [57], [58] types of data processing procedures. In 
hierarchical WSNs several methods such as statistical techniques, data mining and 
computational intelligence, game theory, and hybrid detection have been employed 
for implementing detection schemes. 

Every common sensor node collects the inputs, followed by a preprocessing 
procedure. The original/preprocessed inputs or local normal profiles are then sent to 
the CH or base station, where the global normal profile is produced either with a 
training algorithm, some prior-knowledge or a combing algorithm during the data 
processing procedure. The procedure of analysis and decision is carried out at each 
common sensor node or the CH respectively, or both. Finally, anomaly detection 
output is produced as a specific form having the analysis and decision procedure. 
These detection schemes follow a commonality in using hierarchical architecture for 
implementing detection within a distributed manner, which spreads the energy 
overhead around the entire network and reduce the communication burden on a single 
node. In a distributed detection scheme, as the common sensor nodes also contribute 
in the data processing procedure, therefore the burden on the CH is lightened. 

Given below are some specific detection methods that also include the three major 
types of intrusion detection techniques in heterogeneous networks as mentioned above 
along with other detection methods. 

5.2.1.1    Statistical Techniques 
Distributed detection using kernel density estimator- Distributed detection is done 
using a kernel density estimator. Anomaly is identified by estimating the underlying 
distribution of sensed data. The local detection is accomplished by each common 
sensor node. The CH performs the task of collecting all local normal profiles for 
carrying out global detection within its group. Here timing parameters are used to 
make sure smooth delivery of streaming data. 

Online detection using kernel density estimator- This detection technique uses  
online approximation of sensed data in a sliding window with ‘chain-sample’ 
algorithm. With respect to the previous technique several improvements are done in 
terms of reducing the size of the resulting set from two sensor nodes by warehousing 
of samples and also computation of the data by facilitating the combination of 
bandwidths. 

Detection using statistical measures- To combat insider attacks such as exceptional 
message and abnormal behaviour detection mechanism is designed using statistical 
measures. Here two types of detection procedures are introduced. One of them 
designates the CH to watch over the other nodes in the cluster while in the other each 
common sensor node watches its one-hop neighbours. A random secret key pre-
distribution mechanism is used for this detection scheme. 
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Detection using rules based on probability- One existing work uses a probability 
model as detection technique [59] in the rule-based scheme [13], for defending black-
hole and selective forwarding attacks. The probability model ensures accurate 
measurement of traffic behaviours, leading to the decline in the false alarm rate of the 
rule-based detection scheme. Some of the common sensor nodes are selected as 
watchdogs, for monitoring the neighbouring nodes within their communication range 
while the CH is responsible for the analysis and decision procedure. 

Advantages- The main advantages of statistical methods are- these techniques employ 
various measurements such as mean, variance, standard deviation that can be used in 
a wide variety of statistical distributions in networks. These methods are very flexible 
for use. 

5.2.1.2    Data Mining and Computational Intelligence-Based Techniques 
Distributed detection using K-means clustering- A K-means clustering algorithm is 
designed for a distributed detection scheme based on data mining and computational 
intelligence-based techniques [55]. Every common sensor node locally collects the 
input dataset for obtaining a normal profile. The CH is responsible for collecting all 
local normal profiles for data processing the output of which is a global normal 
profile. The global normal profile is sent to every common sensor node for initiating 
the analysis and decision procedure for detection. 

Distributed detection using clustering ellipsoids- The work [59] proposed a 
distributed detection scheme based on clustering ellipsoids. The base station handles 
the computation of the global hyper-ellipsoid for accommodating non-homogenous 
data underlying the distributions. Here the common sensor nodes are involved in 
performing detection with the help of global hyper-ellipsoid. 

Distributed detection using support vector machines- Another technique uses one-
class quarter-sphere Support Vector Machines (SVM), as a representative algorithm 
of SVM, for distributed anomaly detection [56]. Each common sensor node evaluates 
the local quarter-sphere while the CH collects these locally computed radii for 
producing a global radius. After this, detection commences at each common sensor 
node using the global normal profile. 

Detection using multi-agent and refined clustering- Multi-agents based detection 
scheme is introduced in [51] where advantage of self-organizing map neural network 
algorithm and K-means clustering algorithm are used. All nodes in the network are 
attached with detection agents including sentry, analysis, response, and management. 
The CH monitors the common sensor nodes under it, while a few of them are 
activated in terms of their remaining energy for playing the role of monitoring the 
CH. This scheme is advantageous from the point of speeding up detection accuracy as 
well as bringing down the false alarm rate. 

Advantages- Data mining and computational intelligence algorithms-based detection 
schemes characterize by strong detection generality, meaning effective to defense 
against a wider range of security threats even if unknown. The tempting detection 
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generality, of course, comes along with high complexity, such that these schemes’ 
best effort are tried to operate in distributed manner. 

5.2.1.3    Game Theory-Based Techniques 
Non-cooperative game theory- Another approach based on game theory is introduced 
in the work [23] for locating the vulnerable areas in a WSN. It is based on many risk 
factors such as reliability of a sensor node, different types of attack, and past 
behaviours of the attacker. The identified areas are provided with the protection of 
detection instead of the entire network for preserving energy. Here intrusion detection 
is modeled as a game played between detection system and adversary based on some 
pre-defined strategies. 

Advantages- Similar to the genetic algorithm (GA)-based scheme [57], non-
cooperative game theory-based schemes are not concerned with detection 
immediately; however, it could assist detection schemes in advancing their 
performance as well as efficiency. The design of the payoff function is crucial to the 
forecasting accuracy, which is worth more studying. Moreover, if the GA-based 
scheme which is capable of optimizing the placement of the monitoring nodes could 
cooperate with the game theory-based scheme which enables identifying the 
vulnerable areas, it is expected that the detection schemes can achieve better 
performance. 

5.2.1.4    Hybrid Detection Techniques 
Detection with prevention technique- A hybrid detection framework is a combination 
of the energy-saving detection technique and the authentication based prevention 
technique. This detection scheme imparts the task of monitoring the common sensor 
nodes to the CH. A portion of the common senor nodes are selected on the basis of 
their residual energy for keeping a watch over their CH. Secret keys are established 
during initialization process. A secret key exists between the base station and 
common sensor nodes. Also the common sensor node shares a set of pairwise secret 
keys with its neighbouring nodes and a cluster secret key within a cluster. Another 
secret key known as the group secret key is shared among all sensor nodes in the 
network. The packets transmitted in the network are categorized as control messages 
and sensed data. When the base station, cluster head, or any intermediate node 
forwards a control message, a message authentication code (mac) is appended with 
proper secret key. The intermediate nodes forwarding this control message verify the 
appended mac and replace it with a new mac. The verifying and replacing of mac 
continues until this control message arrives at its destination. 

Advantages- Few schemes mentioned in [54] to cooperate with a prevention-based 
technique in hierarchical WSNs. Moreover, the security foundation established with a 
prevention technique is only served as enhancing the security of the network, instead 
of taking advantage of the functions brought by the availability of secret keys. WSNs 
should have been protected by a security foundation [60]. Apparently, the detection 
scheme will be more efficient if capable of utilizing the functions provided by this 
security foundation, rather than making use of prevention and detection separately. 
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5.2.2 Anomaly Detection for Flat/Homogeneous WSNs 
Similar to detection techniques in heterogeneous networks, the detection pattern in 
homogeneous/flat networks can also be classified into three types. The first category 
assigns some nodes designated as active nodes to watch over other nodes in their 
neighbourhood. The neighbourhood of these nodes can be one hop [61], [62], radio 
range [63], [64] or based on some other specifications [65], [66], [67]. The nodes 
monitoring their neighbours are also responsible for accomplishing data processing. 
The analysis and decision procedure is either done the active nodes or through 
cooperative manner. In the second type the base station performs anomaly detection 
in the network [68], [69], [70]. The third type partitions the network into groups. A 
portion of the sensor nodes in each group is activated to take charge of the monitoring 
and data processing procedure [17], [71]. 

Several specific detection methods are also used for anomaly detection in 
homogeneous sensor networks that also include the three major types as mentioned 
above have been discussed below- 

5.2.2.1    Rule-Based Detection Techniques 
Decentralized detection using rules- A decentralized rule-based scheme has been 
proposed [45], where a rule union is used to fulfill the specific demands of application 
scenarios. In this case the WSN comprises of common nodes, monitor nodes, intruder 
nodes, and base station. Each monitor node monitors the neighbours within its radio 
range. This scheme uses two phases. In the first phase, each monitor node collects 
messages and filters off the important information for subsequent analysis. The 
applicable rules are selected according to requirements during the second phase. This 
scheme provides a good framework for rule-based detection. But, the details of 
determining monitor nodes with regard to how many and which sensor nodes should 
be on duty for ensuring protection of the entire network has not been elaborated. 

Detection using multi-hop acknowledgement - The mechanism of multi-hop acknow-
ledgement (ACK) is used in a detection scheme for defending selective forwarding 
attack [67]. Detection remains active while packets are transmitted from the source 
node to the base station. The base station, intermediate nodes and source node are part 
of this communication. During node initialization every sensor node is loaded with a 
secret unique key that is shared by the base station and the node. One-to-many 
authentication is achieved using a one way hash function. The detection is carried out 
in two directions- upstream (from the source node to the base station) and 
downstream (from the base station to the source node). In the upstream detection, 
each intermediate node performs report packet, ACK packet, and alarm packet. As the 
report packet is forwarded in the upward direction, ACK packets are sent in the 
downward direction. If fewer amounts of ACK packets are received over a certain 
time period, an alarm packet is generated. This alarm packet reports that the next 
downward stream is doubtful. In the downstream detection, the intermediate node 
identifies the adversary node from discontinuous packet-ids of a particular source 
node. This scheme is simple and fast, but depends on a security foundation based on 
secret key management. 
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Detection using rules- For detecting black-hole and selective forwarding attacks, a 
detection scheme was proposed in [13]. Here some nodes called watchdog nodes are 
activated for monitoring and together they take the ultimate decision. A set of 
detection rules are followed. One rule states that if the packet drop rate of a node is 
more than a certain threshold limit within a time period, alarm is generated. Also if 
more than half of the watchdog nodes generate alarm against a specific node, that 
node is designated as a malicious one. This mechanism is energy efficient, as simple 
detection rules are used that require less communication overhead. But this scheme is 
unsuitable for application scenarios that require a high detection accuracy and low 
false alarm rate. 

Detection using group deployment knowledge- Defense against node replication 
attacks was developed in a scheme [72] taking advantage of group deployment 
knowledge. The detection procedure starts at a sensor node when this node receives a 
request from its neighbour for forwarding a message. The use of a group deployment 
strategy is the key assumption in this scheme. In this strategy, sensor nodes are 
deployed in close proximity with the identical location termed as group deployment 
point using a probability density function. Similar to the multi-hop ACK-based 
scheme, here also a specific protocol is designed. But the performance of this scheme 
is not steady as it largely depends on the accurate deployment of the nodes towards 
the group deployment point. 

Advantages- In general, these schemes rely on prior-knowledge, restricting their 
detection generality. But, the detection speed certainly benefits from no explicit 
training procedure. 

5.2.2.2    Statistical Techniques 
Detection using radio model- In one work a scheme has been proposed that deals with 
HELLO flood and wormhole attacks [64]. Every node monitors its neighbouring 
nodes within its communication range. If a node hears a message transmission from 
one of its neighbours, it starts detection. A message transmission is considered 
suspicious if its signal power does not match with its sender’s geographical position. 
The final decision is then made by a vote mechanism. 

Detection using packet arrival process- A detection scheme is proposed in [61] based 
on the statistical measure of the packet arrival process. Each sensor node keeps the 
normal traffic profile of its one-hop neighbour nodes, with the help of which anomaly 
is detected. Each sensor node separately maintains two buffers- one received buffer 
and another intrusion buffer for its one-hop neighbours. Evaluation of mean and 
standard deviation is performed. If the evaluation results in surpassing a threshold 
value an alarm is generated. 

Detection using packet power levels and arrival rates- In another work [62], a scheme 
is developed taking into account packet power levels and arrival rates for identifying 
any anomalies. Here also each sensor node takes care of its one-hop neighbour nodes. 
A main packet buffer is maintained for recording the arrival times and received power 
of the latest packets. If the received power of an incoming packet is below the 
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minimum value or above the maximum value of the received powers currently 
recorded in the main packet buffer, that particular incoming packet is regarded as 
anomalous and likewise an alarm is generated. Similarly arrival rate of packets are 
also checked and if found below the necessary threshold value, alarm is generated. 

Detection using statistical distribution- Liu et al. [63] proposed an insider attacker 
detection scheme exploiting statistical distribution of the spatial correlations that exist 
among the networking behaviours of the sensor nodes lying close to each other. Each 
sensor node collects information from the neighbours within its communication range. 
A suspicious node is detected based on a voting decision. This detection scheme 
consists of four phases- information collection, false information filtering, outlier 
detection, and majority vote. The attributes chosen for this scheme are flexible, thus 
making it possible for the detection mechanism to be extended using other attributes. 
Further a false information filtering procedure is adapted so that the interference 
introduced by unattended adversaries can be prevented. 

Detection using auto-regression model- An auto-regression (AR) model was proposed 
as the detection method in [68]. The detector is installed in the base station for 
examining whether the real value of the data measured by a sensor node is equal or 
approximately equal to the value predicted by the AR model. This model is chosen as 
it is efficient, accurate and flexible. 

Detection using hop count- This method uses hop-count monitoring as the detection 
scheme for defending against sinkhole attack [65]. The nodes keep count of the hop-
counts of the packets transmitting through them. The ad hoc on-demand distance 
vector routing protocol is used here. The nodes collect the hop counts of their 
neighbouring nodes when the base station initiates the network and periodically 
maintain routes by broadcasts. 

Detection using quantitative measure- In this detection mechanism a data 
transmission quality (DTQ) function is proposed for identifying compromised nodes 
[17]. Also a voting procedure is used for taking the final decision. The entire network 
is divided into several groups. Every node maintains a DTQ table of its neighbours 
belonging to its group. Two communication scenarios are considered: intra-group and 
inter-group. The DTQ function varies steadily for legitimate nodes, whereas decreases 
continuously for suspicious nodes. This function identifies compromised nodes 
quantitatively taking attributes such as energy cost, data transmission quality, slack 
variable, etc into consideration. The use of weight-based voting mechanism increases 
the reliability of the proposed scheme. 

Detection using grouping and statistical distribution- In [69] a group-based detection 
scheme has been proposed using a statistical distribution-based technique. The 
network is divided into a set of groups and the nodes within the same group are 
physically close to each other. Detection is carried out in two steps, using attributes 
such as sensed data, packet sending rate, packet dropping rate, packet mismatch rate, 
packet receiving rate, and packet sending power. At first, if a node detects a deviation, 
it alerts the other nodes in its group. After that if alert messages are received from the 
same node frequently, that node comes under the suspicion of other nodes in the 
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group. This scheme is quite efficient as it employs interval estimation technique 
derived from statistics as well as a weight-based voting mechanism. 

Advantages: Detection schemes based on statistical techniques are most popular. As 
these schemes go through a relatively complex training procedure, they achieve 
stronger detection generality than rule-based schemes. 

5.2.2.3    Graph-Based Techniques 
Detection using routing pattern- For defense against sinkhole attacks a detection 
scheme based on routing patterns was introduced by [70]. At first a lightweight 
algorithm is used for identifying the area under attack by the base station using the 
network flow’s information. After that the base station localizes the intruders by 
modeling the attacked area with a graph, according to the routing pattern. This 
scheme uses a secret key-based security foundation thereby increasing path 
redundancy. Also an algorithm using hop counts is used for detecting many malicious 
nodes. 

Advantage: Graph-based technique is presently not very much accepted for anomaly 
detection in WSNs. If it is supported by specifically designed routing protocol and 
security foundation, then graph-based detection schemes can be mad more applicable 
in sensor networks. 

5.2.2.4    Data Mining and Computational Intelligence-Based Techniques 
Detection using rule learner- A detection scheme based on association rule learning 
was proposed in [66]. Sensor nodes are equipped with an intrusion detection agent, 
which consists of a local intrusion detection component monitoring its host node and 
a packet-based intrusion detection component identifying malicious nodes using the 
communication activities of its neighbours. This method introduces an efficient 
strategy of rule evaluation as well as a model tuning algorithm that generates lower 
energy overhead and makes it robust enough. 

Advantage: Data mining and computational intelligence-based IDS techniques are 
applicable in flat WSNs as they provide the detection service with good generality. 

6 Intrusion Detection Based on OSI Layer 

This section provides vivid discussion on the role played by IDS for defending 
different attacks affecting the working of the different protocol layers in WSNs. In [9] 
the authors have detailed various methodologies for detecting and protecting the 
layers from attacks using IDS. 

6.1 Physical Layer 

The physical layer which is used as the radio interfacing layer comes under attacks 
such as jamming and tampering. Mechanisms such as spread spectrum techniques and 
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frequency hoping have been devised for prevention of such attacks. The authors [9] 
have used the value of Received Signal Strength Indicator (RSSI). After deployment 
the nodes initiate neighbour discovery during which the RSSI value of the 
neighbouring nodes are recorded by each node. The RSSI values provide indication 
for any kind of intrusion in the network. Any node after receiving a packet, checks the 
RSSI value of it. If the RSSI value of the received packet is within the correct range, 
the packet is accepted otherwise it is rejected. 

Another work [54] provides intrusion detection technique for detecting jamming 
attack. Here the authors use two variables namely timer and counter along with the 
RSSI value for detecting this attack. A threshold is selected for RSSI indicated by TR. 
The value of counter and timer is indicated by n. If the RSSI value is greater than the 
threshold value TR, the counter value increases and thereby the value of n changes. If 
n goes on increasing and exceeds a particular threshold (Tn), the IDS detects jamming 
attack and alarm is generated by the system. 

6.2 MAC Layer 

Data link layer or MAC layer uses scheduling-based protocols for accessing the 
medium. The scheduling algorithms allots time schedule for each node. Scheduling 
algorithm such as TDMA designates specific slots for every node whereas SMAC 
algorithm provides sleep and wake up schedules for every node. The mechanism that 
has been used for detection is that if a particular node receives a packet from another 
node when the transmitter node is supposed to sleep, an alarm is generated i.e. the 
adversary node tries to possess as another normal node for launching attacks in the 
network. The authors in [9] have shown how intrusion detection is done in TDMA 
and SMAC algorithms which have been described below. 

TDMA- Nodes use specific time slots allocated to them during which they transmit 
and receive data. As shown in Fig. 5 the available bandwidth is divided into frames 
and each frame is divided into time slots. The number of time slots of the TDMA 
frame depends on the length of the frame. Data is transmitted in the form of bursts in 
the time slots. The number of data bits i.e. the length of the data bursts transmitted 
through a time slot depends on the length of the time slot and the transmission bit rate 
of the system. 

SMAC- This algorithm provides sleep and wake schedule to nodes as depicted in  
Fig. 6. During the wake schedule the nodes perform their tasks while they sleep 
during their sleep schedule. If a node performs activities during the time it should be 
sleeping, an intrusion is detected. The advantage of defending intrusion detection in 
MAC layer with the help of these scheduling algorithms is that very low overhead is 
required which makes it ideal for resource constrained networks. 

Authors in [73] have proposed IDS for detecting attacks such as collision attack, 
exhaustion attack and unfairness attack that place in the data link layer. For detecting 
collision attack, the number of collisions taking place in the packets are observed 
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using variables timer and counter. If the number of collisions per second denoted by C 
exceeds a threshold (Tc), collision attack is detected by the IDS and the system is 
notified. 

Exhaustion attack takes place if collision occurs during the end of the frame 
resulting in exhaustion of battery in the nodes. Similar to collision attack, here also 
the authors [54] have used the variables timer and counter. The battery is checked for 
any exhaustion that is indicated by the battery level. If the battery level goes low, the 
number of packets that are useless are checked. Thresholds for battery level and 
number of useless packets are kept. If the battery level becomes less than its threshold 
value while the number of useless packets exceeds the threshold, the counter is 
incremented and the value of timer also increases. Continuing in this manner if the 
value of the timer exceeds the threshold Tn, IDS detects exhaustion attack and informs 
the system. 

Using IDS for detecting another weaker version of DoS attack i.e. unfairness attack 
has also been done. Unfairness attack occurs when collision attacks, exhaustion 
attacks or improper treatment of a MAC-layer priority scheme occurs frequently. 
Then number of collisions occurring in the packets per second (C) are checked along 
with the battery. It is checked whether C exceeds the threshold Tc, after which the 
battery level TL is checked followed by the number of useless packets TP. If C 
exceeds the threshold Tc, and if the battery gets lower than the threshold TL, as well 
as number of useless packets is also exceeds the limit TP, then counter increments and 
n also increases which is equal to timer value. After a point of time if n exceeds the 
threshold, unfairness attack is detected resulting in alarm generation in the system. 
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6.3 Routing Layer 

Intrusion detection in the network layer has been done using a protocol named as 
information authentication for sensor network (IASN) by the authors in [9]. The 
IASN protocol works with routing protocols such as Dynamic Source Routing, 
Destination Sequenced Distance Vector and Directed Diffusion. Authors have shown 
how intrusion detection is achieved using each of these routing protocols. 
Authentication is done on the received data instead of user authentication. Every node 
keeps track of its neighbours and is responsible for knowing what type of information 
it is supposed to receive from its neighbours. When any information is received from 
a neighbouring node, that information is matched against that neighbour. If that 
information is not supposed to come from that particular node, it is assumed that 
adversaries are trying to inject malicious packets in the network. 

Authors in [73] have devised IDS for selective forwarding attack where adversary 
nodes drop certain packets, refuse to forward or propagate them any further [74]. 
Timer and counter are kept as variables. The number of packets dropped by nodes is 
detected first. After that it is checked whether a node is dropping all the packets by 
observing the sequence numbers or some of the incoming packets. Based on this the 
counter is incremented as well as the timer value n. If n exceeds the threshold value 
after a period of time, selective forwarding attack is detected. Otherwise if all the 
packets are dropped black hole attack is detected. 

Homing Attack- Some powerful nodes might be served as cryptographic key 
managers, query or monitoring access points, or network uplinks. Once found, these 
nodes can be attacked by collaborators or mobile adversaries using other active 
means. For detecting homing attacks, the IDS first checks whether the sensor network 
has monitoring nodes or not. If monitoring nodes are present, two parameters- packet 
sending time and packet sending rate are taken into account. It is checked whether 
packet monitoring node is monitoring the rate of sending the packets to the 
neighbouring nodes or it is monitoring the time between each packet that is sent out 
by the neighbouring nodes. If rate and time are monitored the counter increases by 
one along with the timer value. After a point of time if the timer value crosses the 
threshold value Tn, IDS detects homing attack taking place and alerts the system. 

Misdirection Attack- This type of attacks the malicious node forwards messages along 
wrong paths causing flooding to occur in the network. Hello flood attack falls under 
this category where the attacker creates a situation where the legitimate nodes believe 
that the attacker node is their neighbouring node. For detecting this attack the authors 
[54] have used a checking mechanism where the number of the hello packets received 
by a node is noted. If the number of hello packets received by a node is more than a 
specific threshold, the IDS detects hello flood attack in the network. 

Another type of attack that also belongs to this category is known as sinkhole 
attack. Here the adversary compromises a node and makes it highly attractive as a 
routing node for neighbours. The neighbouring nodes are duped by the malicious 
node which advertises itself as a high quality route to the base station. The 
neighbouring nodes then forward their packets through the attacker node resulting in 
sinkhole attack. This attack is detected by the IDS using a checking method whether 
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any node has high quality route, strong transmission, or bandwidth. It is verified with 
the next hop for the route. If the next hop confirms the route to the base station as 
good, the packet passes through the node. Otherwise no packets are forwarded 
through that route as the IDS detects sinkhole attack in the network. 

Wormhole Attack- Authors [74] have detected another type of attack known as the 
wormhole attack where the attacker receives packets from one part of the network, 
and tunnels them through a private channel or wormhole to a different part of the 
network where the packets are, then replayed. This attack has been detected by 
initially using leashes. The generation of leashes must maintain that all nodes tightly 
synchronize their clocks and the maximum difference between the clocks of any two 
nodes must be Δ. The value of Δ is known to all nodes in the network. The sending 
node while sending the packet includes in it the time (ts) at which it is sent. The 
receiver compares the value of ts with the time at which it receives the packet denoted 
by tr. Based on calculations using transmission time and speed of light the receiver is 
able to detect whether the packet has traveled too far. If the result of calculation by 
the receiver is positive no further packets are accepted by the receiver and IDS detects 
the occurrence of wormhole attack. 

6.4 Transport Layer 

A number of attacks exist in transport layer in WSNs e.g., flooding attack, de-
synchronization attack etc. Several mechanisms using IDS have been proposed to 
combat these attacks which we have briefly discussed below. 

Flooding Attack- Flooding attack takes place in the transport layer where the 
adversary sends several connection establishment requests to the victim node, making 
the node exhaust its energy [75]. Two variables counter and timer are used by the IDS 
for detecting this attack. The detection is done on the basis of whether the number of 
requests for connection per second is exceeding a particular threshold. If the threshold 
is exceeded, flooding attack is detected and the IDS generates an alarm for the 
network. 

De-synchronization Attack- De-synchronization is another transport layer attack 
where message packets are captured by the adversary and it fakes these using wrong 
sequence numbers before releasing them in the network. This leads to increase in 
network traffic ultimately causing congestion. Here also the two variables counter and 
timer are used both of which are initialized to zero. The difference between the 
missing sequence numbers are calculated for every receiving node. If the difference in 
sequence numbers is more than a specific threshold, de-synchronization attack is 
detected by the IDS. 

Time Synchronization Attack- Time synchronization attack taking place in the 
transport layer is detected using IDS by comparing the time between the suspected 
captured node and its neighbouring nodes. If time difference occurs between these 
nodes it can be concluded that time synchronization attack has occurred and the 
network is notified by the IDS. 
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6.5 Application Layer 

At the application layer the authors in [9], have proposed mutual guarding techniques 
and use of round trip times for enhancing security. Unfortunately, round trip times 
have very high false positive rates because of background noise, weather, etc. In the 
mutual guarding technique, the authors described how nodes guard each other and 
give an example of four nodes guarding each other. If an intruder tries to attack from 
the mutual area of these four nodes, then other three nodes will detect an anomaly. 
Their paper does not describe how the sensor nodes will be organized in the network. 

Node Capture Attack- Authors [54] have used IDS for detecting node capture attack 
where an attacker captures one or more of these nodes and tries to send malicious 
messages throughout the network. Here whether a node has been captured is checked 
using mobile agent nodes. Node capture attack takes place either in JTAG, bootstrap 
loader or external flash of the sensor nodes. If the code in the node has been modified 
JTAG type of node capture attack is detected by the IDS. If the node has USB access, 
it is checked whether the source code and compiler has changed, if so bootstrap attack 
is detected. If neither JTAG nor bootstrap attack is detected, the IDS checks the 
node’s I/O pin connector for an overwritten microprocessor. The result of the 
checking if positive the IDS alarms the network of external flash type node capture 
attack. 

7 Potential Research Areas 

This section provides an insight into the research areas of intrusion detection of sensor 
networks where very little has been done till date. Areas where further improvements 
can be done are also described briefly. 

Cooperative Intrusion Detection- Cooperative intrusion detection envisages the 
intrusion detection mechanism among few nodes also known as monitoring nodes that 
collectively work for defending intrusions in the network. Few works [19], [21] have 
been proposed for cooperative intrusion detection in sensor networks. Potential 
research area includes defensive mechanism for multiple attacker scenarios. Also 
balancing the tradeoff among network topology and different objectives such as 
power consumption, security effectiveness etc. for cooperative intrusion detection is 
coming up as a prospective area of future research. 

Intrusion Detection for Advanced Metering Infrastructures- Another area where not 
much has been done regarding intrusion detection is advanced metering 
infrastructures (AMI) [76]. These infrastructures include several communication 
networks such as wide area networks, neighbourhood area networks etc. Providing 
flawless security is of utmost important for this architecture which is one of the 
promising areas that needs the attention of researchers. The detection techniques 
should be such that the false alarm rate is nearly negligible as these infrastructures are 
used in real time. Also how automated response and recovery actions can be 
employed needs to be developed.  
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Hierarchical Intrusion Detection for Wireless Industrial Sensor Networks- Intrusion 
detection in hierarchical wireless industrial sensor networks [77] is an evolving area 
that needs much attention. How the different attacks prevalent in sensor networks can 
be defended in wireless industrial sensor networks is an upcoming research area. 
Moreover how the usage of collaborative cluster environments can influence the 
working of wireless industrial sensor networks needs to be highlighted. 

Energy Efficient Learning Solution for Intrusion Detection- We are very much aware 
about the fact that sensor nodes are highly resource constrained and energy 
conservation is the most important criteria that needs to be fulfilled by the sensor 
network. Therefore mechanisms should be developed such that the learning solutions 
used by the intrusion detection systems [78] are as much energy efficient as possible. 
Therefore mechanisms should be devised for reducing the overhead incurred due to 
expense of energy in the network. 

Intrusion Detection Systems in Mobile WSNs- Very few works have been done on 
intrusion detection in mobile wireless sensor networks [79] considering the 
characteristics of sensor nodes which gets more complicated in the mobile 
environment. For IDS to be implemented in mobile WSNs needs to be decentralized, 
minimize the traffic overhead and address the mobility problem. Addressing the 
mobility issues for intrusion detection in WSNs is an open research problem. 

8 Conclusion 

In this survey work we address the different issues of intrusion detection system in 
wireless sensor networks related to the different architectures, models along with the 
various detection mechanisms prevalent in both homogenous and heterogeneous 
sensor networks. Also the underlying challenges for implementing intrusion detection 
systems in WSNs are also dealt with. The different attacks taking place in the various 
layers of the sensor networks and also how proficient IDS is to be able to thwart them 
are also discussed. The literature review section deals with detailed description of 
previous works based on different approaches.  

Finally the paper concludes highlighting the important research areas that hold 
potential for future works. Areas where very less work has been done and how 
improvisation can be brought about has also been discussed in this work. 
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Abstract. Wireless Reconfigurable Networks (WRN) adapt rapidly and flexibly 
to network variations, providing advantages to establish efficient 
communication for emergency operations, disaster relief efforts, and military 
networks. Security is a necessity where data integrity and confidentiality are 
exposed to attacks. Security schemes are based on cryptography, providing an 
expensive and partial defense, since high processing needs are inconvenient for 
WRN. Hence, the design of a distributed, low cost detection and defense 
mechanism is important.  

In this chapter, we present the fundamentals of network coding in WRN, its 
advantages and how particular problems in wireless networks limit those. We 
provide an algebraic representation of a distributed, low cost Detection and 
Defense Mechanism (DDM) that responds to the WRN demands. We evaluate 
quality of routes involved in the security mechanism, as well as make a selection 
of the best route for the DDM. The DDM uses network coding to distribute 
information, and to detect and defend from sink holes and selective forwarding 
attacks. For performance, we include the number of successful packets, overhead 
and accuracy in terms of detected attacks and false detections. 

1 Introduction 

A Wireless Reconfigurable Network (WRN) is a collection of two or more wireless 
communications devices or nodes, with networking capabilities. Such devices can 
communicate directly with other nodes that are located within their coverage area 
defined by their radio range. For those nodes outside their radio range, multi-hop style 
communication can be established. For the latter scenario, an intermediate node is used 
to relay or forward the information toward the destination. Since the communication 
takes place between a pair of devices and every destination can be reached by a multi-
hop trajectory, WRNs are wireless networks that do not need infrastructure such as the 
base stations for the cellular networks. This lack of infrastructure defines the network 
since its nodes will move independently from each other, and this makes reaching the 
destinations a self-organizing and self-administer task. 

A WRN is self-organizing and adaptive wireless network where the term 
reconfigurable implies that the network can take different forms, can be mobile, 
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standalone, or networked. Reconfigurable nodes or devices must be aware of their 
environment since they should be able to detect the presence of other devices and 
perform the necessary handshaking to allow communications and the sharing of 
information and services. Applications for WRNs can include the military, disaster 
areas, commercial sector due to the miniaturization of electronic devices, their 
proliferation and the growing desire of people to be connected all the time, [1]. WRNs 
present several challenges for any security mechanism due to multiple impairments 
that these networks face. WRNs have nodes that communicate through wireless links 
in a point to point fashion that modify the topology upon the requirements of the 
current network conditions, and at that accommodate large number of nodes adapting 
rapidly and flexibly to the constant variations of the network topology. The nodes are 
generally heterogeneous mobile devices with the responsibility of discovering the 
current network topology and performing basic networking functions like packet 
forwarding and route discovery without the intervention of a central unit. Significant 
applications include establishing survivable, efficient, dynamic communication for 
emergency/rescue operations, disaster relief efforts, and military networks. Such 
network scenarios cannot rely on centralized and organized connectivity because they 
are subject to periodical topology changes, these can be conceived as applications of 
Mobile Ad Hoc Networks (MANET). A mobile ad hoc network (MANET) consists of 
a set of mobile nodes that perform basic networking functions like packet forwarding, 
routing, and service discovery without the intervention of a fixed infrastructure  
(e.g. base station), [1], [2]. All network activity including discovering the topology 
and delivering messages must be executed by the nodes themselves. A sensor network 
is a heterogeneous system combining tiny sensors and actuators with general purpose 
computing elements. Sensor networks may consist of hundreds or thousands of low-
power, low-cost nodes, possibly mobile but more likely at fixed locations, deployed 
en masse to monitor and affect the environment, [3]. 

Ad hoc/sensor networks require efficient distributed protocols to determine 
network organization, link scheduling, routing, information capacity, security, 
position location, etc. Several impairments such as variable wireless link quality, 
propagation path loss, channel fading, multiuser interference, power and topological 
changes, become relevant issues at the time of designing required network protocols. 
Security in WRNs is a significant requirement to implement several applications 
where data integrity and confidentiality can be exposed to a wide variety of attacks. 
Applications requiring data confidentiality and integrity have increased significantly, 
especially for wireless networks. Some examples of such applications are military 
tactical operations, law enforcement and financial operations. To secure a WRN, 
several attributes must considered such as availability, confidentiality, integrity, 
authentication, and non-repudiation [4]. Also, several characteristics of wireless 
reconfigurable networks must be taken into account for the design of security 
algorithms, [2], and these define several challenges: 

• First, communication through wireless links makes wireless networks vulnerable 
to link attacks, active impersonation, and message distortion. Secret information, 
violating confidentiality can be achieved by eavesdropper since information is 
exposed through the wireless link. Messages can be deleted modified or injected 
by active attacks, thus violating availability, and integrity, [5]. 
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• Second, in sensor networks we find nodes with relatively poor physical 
protection, these nodes present high probability of being compromised by a more 
robust attacking node. Therefore, we should take into account the attacks 
commanded by compromised nodes in the network.  

• Third WRNs are subject to periodical and constant changes in topology  
(i.e., nodes frequently join and leave the network). Therefore trust relationship 
among nodes must also be modified properly. 

There are other types of security attacks, such as attacks intended to modify the 
routing information of the nodes in the network, in such a way that the information 
may never arrive to its destination. Routing protocols may be susceptible to several 
routing attacks like: spoofing (altering the routing information), selective forwarding, 
sinkhole attacks, wormholes, HELLO flood attacks, and others, [6]. These security 
attacks can make impossible to attain communication between nodes in the network 
by corrupting the routing information, without the recognition of the nodes affected. 
In general, all the discussed security problems negatively interfere in the performance 
and in the quality of service that the network can provide to mobile users, because of 
the contamination of the information to be transmitted. If one or several security 
problems are present in the network, there are no guarantees that ensure that 
information will be delivered to desired destinations with the appropriate security 
level. This causes several problems such as network congestion, corruption of routing 
tables, and so on. It is possible to help to attenuate such problems by introducing a 
central entity into a security solution. However, this implies that if the central unit is 
compromised by an adversary the entire security solution will be compromised. 
Therefore, any security mechanism that depends on a central unit with static 
configuration is vulnerable in WRN environments. For WRNs, it is desirable to 
design security mechanisms capable to adapt on-the-fly to security attacks and 
network conditions. Several security algorithms have been proposed in the past, 
however they provide a partial solution to some of the security problems discussed, 
see [5] and [6]. Current security schemes for wireless reconfigurable networks base 
their solution on cryptography primitives providing not only a partial defense to 
security problems, but an expensive solution. The elevated cost is due to the high 
demand of processing node capabilities that cryptography mechanisms usually require 
which results inconvenient for networks with nodes limited in processing and power 
capacities. Even more, cryptography primitives usually rely on a central trusted unit 
and on an initial key distribution phase, which results in a difficult requirement to 
fulfill for a reconfigurable network where nodes are in constant motion. Therefore, a 
distributed, low expensive detection and defense mechanism for security attacks in 
WRNs is an important subject to study. 

1.1 Components and Characteristics of WRNs 

WRNs have two main components which are shown in Figure 1, [3], the mobile host 
and the wireless link. A mobile host or node constitutes the physical interface  
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1.2  Security in WRNs 

Security is an important topic within the area of WRNs,, especially for applications 
that need security for information integrity. Important issues to be considered in a 
WRN security scenario, contains the following aspects: availability, confidentiality, 
integrity, authentication and non-repudiation, [5]. Availability ensures the 
survivability of network services despite denial of service attacks. A denial of service 
attack could be launched at any layer of a WRN. On the physical and medium access 
control layers, an intruder node could employ jamming to interfere intentionally with 
communication on physical channels. On the network layer, an adversary could 
disrupt the routing protocol and disconnect the network. On the higher layers, an 
adversary could bring down high-level services. Confidentiality ensures that certain 
information is never disclosed to unauthorized entities. Network transmission of 
sensitive information, such as strategic or tactical military information, requires 
confidentiality. Leakage of such information could have devastating consequences. 
Routing information must also remain confidential in certain cases, because the 
information can be used to identify targets for attacks. Integrity guarantees that a 
message being transferred is never corrupted. A message could be corrupted because 
of transmission failures, such as signal propagation impairments, or because of attacks 
on the network. Nodes must be identifiable somehow and must be authenticated in 
order to achieve integrity of the information being transmitted. Authentication enables 
a node to ensure the identity of the peer node it is communicating with. Without 
authentication, an adversary could mask a node, thus gaining unauthorized access to 
resource and sensitive information and interfering with the operation of other nodes. 
Non-repudiation ensures that the node origin of a message cannot deny having sent 
the message. Non-repudiation is useful for detection and isolation of compromised 
nodes. When a node receives an erroneous message from another node, non-
repudiation allows the origin node to accuse the destination using the message and to 
convince others that such destination is compromised, [7].   

The methodology presented here, proposes a Detection and Defense Mechanism 
(DDM) for routing security attacks formulated with random network coding. The 
concept of network coding was proposed by [8]. Network coding can be interpreted as 
network distributed processing due to the processing that each node is able to 
command over the incoming information. These processing capabilities range from 
insertion and deletion of bits, to the linear coding of data, shifting of bits and storage. 
The main concept in which network coding is based, is the mixing of incoming 
information at intermediate nodes in the network. A receiver is capable to deduce 
from coded information, the data packets that were originally sent to the destination 
node. In contrast to the traditional operation of the nodes in which data collisions in 
intermediate nodes are not desirable, in networks commanding network coding data 
collision is seen as an opportunity to improve several performance parameters of the 
network. One of the most important opportunities of network coding is the random 
mixing of data stream. Network coding represents an innovative and useful tool that 
has the potential to be applied in order to improve several performance parameters 
and also to implement distributed mechanisms in areas like security. It has been 



374 R. Villalpando-Hernández et al. 

proved that random network coding helps to improve several network performance 
parameters, such like throughput, bandwidth savings, network monitoring, etc., [9], 
[10]. Interference and channel fading are two important network factors that must be 
taken into account when we evaluate a security method, because they may have a 
direct negative impact on the performance of such method in wireless reconfigurable 
networks. The proposed method is a novel and inexpensive method that implements 
network coding not only to collaborate in the information distribution over the 
network, but as a tool for monitoring and detecting these security problems 
demonstrating robustness under several network conditions, such as interference, 
channel fading and mobility. The proposed method combines network coding and a 
basic knowledge of the network topology to formulate a distributed solution that 
results on the increase of successfully received packets on the destination without a 
significant sacrifice of the bandwidth usage, [2]. 

2 Network Coding Fundamentals 

The multicast communication process in a conventional wireline network consists in a 
source sending data packets throughout intermediate nodes to a set of destination 
nodes. Therefore, intermediate nodes only send information to the next node in the 
route. Network coding is a technique that can improve the efficiency of the 
communication process and take advantage of it by giving to intermediate nodes 
another function besides that of store and forward incoming data packets. 
Intermediate nodes are also instructed to encode data packets in order to improve the 
network performance in several ways as explained in the following subsections. 
Network coding as a concept was first introduced in [11] for satellite communications 
systems, where the authors obtain the inner and outer bounds of the admissible coding 
rate region. However, the term network coding was first introduced in [8] by 
Ahlswede, where a full analysis in a point to point communication network is 
developed. Due to its applicability, network coding can be used to improve several 
performance parameters in both wired and wireless communication networks, such as 
bandwidth consumption, throughput maximization, quality of service and security. 

Nodes in a network such as routers carry out the store and forward tasks. Thus, we 
can see that a traditional network element such as a router produces at its output ports, 
after a processing delay, copies of incoming data packets through its input ports. In 
network coding, the routers will be able to perform operations on the incoming data 
packets, so that, the output data packets produced by the router, now will consist of 
the result of a function of one or several input data packets, [12]. In Figure 2, we 
show an intermediate node i in a network, where incoming data packets from different 
sources are combined and processed to produce three different outputs to be delivered 
to different destinations. In general, network coding, consists in the encoding or 
combination through functions of different data packets at different intermediate 
nodes, so that information is delivered to destinations, and such destinations can 
decode the messages intended for them. The functions performed by the intermediate  
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Fig. 5. Throughput improvement using network coding 

In Figure 4(b), network coding is allowed at intermediate nodes. Following the 
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only three bits can be recovered in every destination node, this statement is 
mathematically proved in [8]. Therefore, we can see that an improvement of 25% in 
throughput (amount of successful information bits per transmission delivered to the 
destination) is achieved when network coding is allowed in the system as illustrated in 
Figure 5(a). 

3 Network Coding in Reconfigurable Networks and Its 
Applications 

Network coding has many advantages from the point of view of wireline networks as 
introduced in Section 2 of this chapter, but for wireless networks, some different 
considerations are needed since the existence of a connection or a route in a network 
not only depend on the topology, but also on the wireless channel conditions and the 
wireless transceiver characteristics of the devices. We could end up with a network 
where the nodes are reachable from the point of view of coverage or signal range, but 
due to the existence of interference or outage conditions, such links might not be 
working and reachability is not possible.  

Regardless of the network scenario, it has been shown that linear network coding 
satisfies the conditions to attain communication capacity in networks, see [14] and 
[17]. One of the advantages of linear network coding is its simplicity since the output 
flow from a node is a linear combination of the input flows to that node. 

As stated in the list of advantages presented in [12], network coding can help 
reduce the energy required to transmit the same amount of information, since the use 
of link bandwidth is reduced, we can also see that the amount of signals being 
transmitted in order to deliver the information to all the destinations requesting it, is 
reduced. This reduction of the use of link bandwidth is also translated to the reduction 
of interference in the wireless environment which helps the signals being transmitted 
to be received at higher levels of power, which translates to a possible reduction of 
the transmission power of the devices and hence on the energy savings of the device. 

Also, since network coding reduces the amount of packets needed to transmit in 
order to achieve the same delivery of information, the delay experienced by the end-
users is reduced from the point of view of the transmission and delivery processes. 
The drawback is that now the end-user devices need to perform more processing tasks 
related to the coding taking place, which also increases the energy use of each device. 

In wireline and wireless networks, an intruder can be considered to be represented 
as a wiretap channel being used by the source and destinations, see [18], where  
the main purpose is that the wiretapper does not obtain relevant information from the 
communication taking place. Also in [18], security is seen and discussed from three 
different point of views, the physical, the computational and the information theoretic. 

Security in wireless reconfigurable networks (WRN) faces several challenges due 
to the nature of these systems. WRN topology is always changing due to the 
movement of nodes, communication is carried out point to point, there is constant 
emigration and immigration of nodes to the network, the transmission medium is the 
air and nodes have different processing capabilities. These characteristics imply 
several restrictions and security problems that wired networks do not present. 
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In WRN security becomes a requirement where data integrity and confidentiality 
must be protected from a variety of attacks. Conventional security techniques used in 
wired networks such as public and private key cryptography result too expensive in 
terms of processing capacity and power consumption to be used in WRN.  

Security attacks in WRN may be directed to impair information or to impair 
network performance. Some examples of security attacks intended to impair 
information are confidentiality attacks, data integrity attacks and data authenticity 
attacks.  One example of data confidentiality attacks is eavesdropping, where 
unauthorized nodes have access to the information transmitted between a pair of 
nodes.  The data integrity attacks occur when an intruder alters data before transmits it 
to the following node in the route. Finally, when an adversary declares itself with fake 
network identification a data authenticity attack is commanded. In the other hand, we 
have attacks directed to impair network performance parameters such as bandwidth 
and routing. For example, the sinkhole attack occur when  an intruder attracts network 
traffic by advertising itself as having a better path from a source to a destination. 
Also, selective forwarding attack occurs after an adversary creates a sinkhole, and it 
refuses to forward a selection of data packets to the destination node. The black hole 
attack is a type of selective forwarding attack, occurs when the intruder does not 
forward any incoming data packet to the destination node.  

With the rapid development of wireless communication technology, wireless 
reconfigurable networks have been widely used in military, emergency rescue, and 
personal communications. WRN is characterized by highly dynamic, unpredictable 
channel quality and limited node energy. Packet losses in WRN are often due to these 
inherent characteristics, rather than congestions. For non-congestion caused packet 
loss, the correct reaction is to increase the transmission rate to overcome the lossy 
links. However, the traditional TCP protocol cannot tell the reason of packet losses 
are seen as signs of congestion. 

Network coding was initially proposed as a way to reduce the number of multicast 
transmissions over wired networks. After that network coding has gained much 
interest. J.K. Sundararajan, [7], first put forward the idea of interfacing network 
coding with TCP to improve the TCP performance in wireless networks. By means of 
a coding layer between TCP and IP, original TCP packets are encoded at the sender 
and decoded at the receiver with a certain redundancy. The redundancy of information 
covers the non-congestion caused losses and TCP performance is improved without 
any disturbance to other layers. But the synchronization of data transfer and decoding 
operation which has a major impact on TCP/NC performance is not guaranteed [19]. 

The TCP/NC protocol introduces a network coding layer between TCP and IP in 
the protocol stack, where an encoder module lies on the sender side and a decoder 
module lies on the receiver side, see [7], as shown in Figure 6. 

The main idea behind TCP is to use ACK’s of newly received packets as they 
arrive in correct sequence order in order to guarantee reliable transport and also as a 
feedback signal for the congestion control loop. This mechanism requires some 
modifications for systems using network coding. The key difference to be dealt with 
is that under network coding the receiver does not obtain original packets of the 
message, but linear combinations of the packets that are then decoded to obtain the 
original message once enough such combination have arrived, see [7]. 
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Each node in the network can have different number of input flows, each with its own 
input coefficient, hence matrix A  will have as many rows as input flows there are in the 

network, i.e., a total number of rows given by ( )
v V

vm
Î
å . The (i,j)-th element of the 

matrix will be given by 

( ) ( )
,

, ,  for some node , 1,2 , ,  ,

0, otherwise.

ji vi
i j

X v i v j I v
A

a mìï = Îï=íïïî


 (5)

Let the matrix B be defined as the output coefficient matrix, with a number of rows 

given by  ( )
v V

w v
Î
å . The (i,j)-th element of the matrix will be given by 

( ) ( )
,

, ,  for some node , 1,2 , ,  ,

0, otherwise.
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Let a network be given by matrices A, B and H, based on these, we can formulate the 
transfer matrix of the network with returning links in a similar way as that in [17] for 
networks without returning links. 

( ) 1 TQ A I H B-= -  (7)

The DDM assumes an initialization phase, where every node in the network has been 
authenticated with an Access Point (AP) or Base Station (BS). In this phase, a 
mechanism for trusted node classification like that in [21] is considered. Then we 
have a route discovery phase based on trusted nodes that produce what we call 
trustable routes. After this phase, we suppose that nodes can move, therefore some 
routes may change and scenarios such as that presented in Figure 7 may happen over 
the network operation time. We also assume that nodes in the network update their 
routing tables every t seconds, in order to find new available trustable routes. At this 
point, it is better to consider Figure 8, which is a simplified version of the network in 
Figure 7. Node 1 is on charge of starting the DDM, and detects that it has to send the 
coded information over the two available routes, and sends an alarm message to the 
next node, which propagates it to the rest of the nodes in the trustable route. Node 4 in 
Figure 8 is in charge of receiving the two coded information flows from nodes 3 and 
5. Then node 4 requests to the suspicious node 5 its coding coefficient and then node 
5 is supposed to send it correctly (if it is not then it will be considered an intruder). 
When this information is received by node 4, then it processes a detection packet W4. 
Detection information calculated by node 4 is sent to node 3, where node 3 is on 
charge of processing the detection packet W3. This information is sent to node 2, then 
if node 2 obtains W2=0 node 2 sends to node 1 a packet verifying the new route as a 
trustable route, i.e., no attack has been detected. However, if W2≠0 then node 2 sends 
to node 1 a packet indicating that a possible selective forwarding attack has been 
detected on the new route. This process is explained in detail in [20]. 
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4.1 DDM Algebraic Feasibility 

As stated before, the DDM depends on the existence of at least one trusted route. In 
Figure 9, we present a network topology with a set of trusted routes from source s to 
destination d. For the deployment of the DDM, we need a topology where return links 
are allowed as we can see in the figure. Recall that nodes 1 and 4 in Figure 8, are the 
nodes in charge of the verification process. In Figure 9, we show the selection of 
those nodes, recall that these nodes can be different depending on the new route to be 
checked. In the network to be analyzed, identify all the origin-destination pairs s-d, 
then each of its routes in order to form the sets of routes sdR where each route is 

defined by the identification of the links that form it. We define links depending on 

the nodes that join and route that belong to, i.e., ( ), ,k
ij k k sde i j r r R= Î Î  is the 

link that joins nodes i, j and is traversed by route kr  from the set of routes for that 

particular origin-destination pair. We can distinguish the following routes, 1r  

composed by the set of links 1 1 1
13 35 57, ,e e e ; 2r  composed by links  2 2 2 2

24 46 68 89, , ,e e e e ; 

3r  composed by 3 3 3 3
13 36 68 89, , ,e e e e . For 1r  the checking nodes will be node 1 and 

node 7, for route 2r , nodes 2 and 9 and finally for 3r , nodes 1 and 9, respectively. 

Recall that the adjacency matrix with returning links is defined by H and that for 

coding coefficients ,i jb  of returning links, we associate a minus sign in order to 

know that it is a returning link from edge i to edge j. For the network in Figure 9 with 

route order 1r , 2r  and 3r , ( 1 1 1
13 35 57, ,e e e ,  2 2 2 2

24 46 68 89, , ,e e e e , 3 3 3 3
13 36 68 89, , ,e e e e ) we 

have that H is given by the block matrix 
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In Equation (8), the block matrices with dimensions indicated, is obtained by using 

Equation (4), so for example we have 

1 1
13 35
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An important result obtained in this work is that the value of det(Qri) for a given set 
of routes does not depend on the length of the connection set, but on the number of 
returning links on the route. In other words, for routes with arbitrary length, but with 
the same number of returning links we obtain the same value of det(Qri). It is possible 
to verify this result for routes in the network illustrated in Figure 9.  In Table 1, we 
show the det(Qri) obtained for different number of returning links for routes with 
arbitrary length. In this table, we can see that as the number of returning links 
increases det(Qri) converges to 0.618. 

Table 1. Number of returning links against det(QRi) 

Returning Links 2 3 4 5 6 7 8 9 

det(QRi) 0.5 0.667 0.6 0.625 0.617 0.619 0.618 0.618 

4.2 Network Impairments 

In this work, we take into consideration two main impairment factors that impact the 
performance of the DDM. These impairments have been already evaluated throughout 
simulations in [22]. The outage probability is calculated over an entire alternative 
route based on the assumption of multicast channel Rayleigh fading [23]. Define Pjk 

,out as the outage probability that the message is transmitted unsuccessfully from node 
j to the node k and is given by 

1
2

, 2 ( )
1

Tx

n

jk out SNR
P j

j e

-

+
é ù
ê ú= -
ê úë û

 (13)

where (SNR)Tx is defined as PT/N , where N is the noise power, PT is the node power 
transmission and φ is the transmission sector. The outage probability is defined when 
the received SNR is less than the defined threshold ε in a given condition of distance 
D.  Finally n is the number of nodes in the route. 

The interference probability Pif is also calculated over the entire route, according to 
the distance of the nearest neighboring node to any node in the route. This probability 
is given according to a Frechet pdf and is given by  

( ) ( ) ( )22 1
2 ,T T

T

P P
If P

f e
gg lp hlp

g hh
+ -=

 
(14)

where γ is the path loss, λ is the node density, PT is the node power transmission and η 
is the power threshold. In [22], authors present in detail the formulation of these 
probabilities.  

We take a different approach from the network impairments exposed in [22]. We 
obtain the algebraic representation of the network including outage and interference 
probability. For the network in Figure 9, we have the following probability matrix 

where  i
if

i
outjkR PPP

i ,=
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1 2 1 3 1
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Note that network matrices H, A and B remain the same as those presented in 
equations (8) to (12). However the transfer matrix with returning links is now 
reformulated in order to introduce the probability matrix in (15). Therefore the 
probability transfer matrix of the network will be 

( )( )
1

1
1 ... .

i i k

P T P P P
R R RQ A I P IH B Q Q Q

+

- é ù= - - = ê ú
ë û

 (16)

In Table 2, we can see the determinant of PQ for different number of returning links 

with several probabilities 
iRP . We can see that for all the probabilities det( PQ ) 

converges to a constant value as the number of returning links increases. As the 
probability 

iRP  grows, the convergence is faster than for lower probabilities.  In Table 

2, we can see that det( ) provides knowledge about the connection feasibility and 
even more, we can see that for lower probability we obtain a higher value of det( ), 
therefore this table also provides a partial knowledge of the connection quality. 
However, in order to obtain a complete knowledge of the quality of the route we need 
to consider that for a larger number of links in the route (including returning links) the 
quality of the route will be more compromised than for shorter routes, this is not 
obtained directly from det( ).  

Table 2. Number of returning links against det( ) 

Returning Links 2 3 4 5 6 7 8 9 

det( ) for P=0.2 0.487 0.575 0.547 0.556 0.553 0.554 0.554 0.554 

det( ) for P=0.4 0.441 0.474 0.467 0.468 0.468 0.468 0.468 0.468 

det( ) for P=0.6 0.344 0.351 0.350 0.350 0.350 0.350 0.350 0.350 

det( ) for P=0.8 0.192 0.192 0.192 0.192 0.192 0.192 0.192 0.192 

4.3 Algebraic Route Selection 

Obtaining the algebraic representation for a network with returns taking into account 
physical impairments such as interference and outage due to channel fading, we are 
able to find the best trusted route to command de DDM based on the transfer matrix 

PQ  in Equation (16). As seen in Table 2, det( PQ ) provides knowledge of the 
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connection feasibility and a partial knowledge about the quality of the route. 
Therefore, we propose to find the best feasible route based on the determinant of , 
or which we need to introduce some other available information as the number of 
forward links li and the number of returning links Ji in the trusted route ri (excluding 
source and destination). By inspection we find that the best feasible route is given by 

( )det
max .i

i

P
R

A
R i i

Q
I

l J

æ ö÷ç ÷ç ÷ç ÷= ç ÷ç ÷ç ÷÷ç ÷çè ø

 (17)

By Equation (17), we try to select the shorter route with the minimum amount of 

returning links based on the existence of the connection set, given by ( )P
Ri

Qdet . We 

introduce such results in Section 5 of this Chapter. 

5 Some Results on Network Coding in WRN 

Most of the simulation results where Network Coding is applied are not in WRN, the 
main advantages  in the  implementation of Network Coding in WRN  are  mainly in 
throughput when the loss rate gets higher and  the packet loss along the links 
improves. 

In this section, we present simulation results and experimental results aimed at 
establishing the fairness properties and the throughput benefits. The simulations are 
based on TCP-Vegas and the experimental results use the TCP-Reno. 

5.1 Simulation Results 

In this section, we compare the performance of the DDM under Dijkstra routing 
analyzed in [22], against the performance of the DDM under the route selection based 
on the formulation proposed in Equation (17). By means of this route selection that 
we are going to call “Best Route Selection,” we are able to take into consideration 
several terms like feasibility of the connection, route quality and the total length of the 
route. We follow the same criteria as that in evaluations carried out in [22]. Our 
simulations have the base environment of a network scenario with n nodes which are 
uniformly distributed in a square area of A=10,000m2. We assume a homogeneous 
transmission range rmax=r. We set C=2, as in [20]. Also the path loss exponent of the 
wireless channel environment is considered to be γ=2, and the node density λ=n/A. 
The necessary power received is set to PR=-100dBm for the interference calculations. 
For the outage probability, we set the sector =π/2, and the relation   ε(SNR)Tx =26dB, as 
in [22]. We select randomly source and destination nodes and find the best route 
(trusted route) between them based on two criteria to be compared, the first is the 
shortest path length (Dijkstra) and the second “Best Route Selection”. After the trusted 
route is found, the adversary is introduced and generates a new route connecting 
origin and destination.  The methodology proposed to find the best route to command 
the DDM based on Equation (16) is the following 
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• Find a set of trusted routes from source s, to destination d. Some routes may not 
have the same length. 

• Update the routing tables of nodes involved. 
• Calculate 

iRP  of every route in the set. 

• Select the best route to connect s with d, based on Equation (17). 
• Carry out a communication session.  
• At the end of every communication session, check if any link in the actual route 

is lost based on the outage probability of the route i
outjkP , . If this happens then, 

movement is considered and a new set of trusted routes need to be found. 
• If a new route is announced to be better than the routes in the set of trusted 

routes, then the connection between s and d, is carried out through this new route, 
and the DDM is executed over the best route in the set of trusted routes. 

• If an attack is detected over the new route, then the communication is closed, and 
the new route is isolated and the communication between s and d is resumed over 
the best of the routes in the set of trusted routes.  

• If no attack is detected over the new route, a monitoring process is activated by 
the DDM as in [20]. 

We evaluate the DDM for this scenario under different attack probabilities 
maxap  and 

different maximal transmission ranges r, and node densities. The metrics used to 
evaluate the performance of the DDM are the following:  

• Successfully Received Packets (SRP) defined as ratio of the number of packets 
sent by the source s to the number of packets received by the destination d, 
without retransmission. 

• Packet Overhead (PO) which gives a measure of the total communication 
overhead in the network due to the DDM. It is defined as the ratio of the number 
of packets sent by the system to carry out the DDM to the number of packets sent 
by a system without the DDM.  

• Detection Rate (DR) defined as the ratio of the number of authentic attacks 
detected by the DDM to the number of authentic attacks executed by an 
adversary.  

• False Positive Rate (FPR) provides a measure of the ratio of the number of false 
attack declarations (this is, when data errors were caused by interference) to the 
total number of detected attacks.  

• False Negative Rate (FNR) provides a measure of the ratio of the false negative 
detected attacks (the attacks that the DDM declares as no attacks when they are 
authentic attacks), to the total detected attacks. The last metric is introduced in 
order to complete outage evaluations.  

• No Applicability Rate (NAR) due to outage probability (route reliability). This 
is the ratio of the number of times that the DDM is no longer applicable because 
a trusted or a new reliable route is not found due to route outage or mobility to 
the number of times that a set reliable route is found.  
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In the following figures, we make the comparison between the DDM using Dijkstra 
routing against the DDM using “Best Route Selection”. We also present a node 
density and transmission range analysis for the DDM under two physical impairments 
which are NNN interference and outage relaying routing. In figures 10 to 14, we set 
the maximal transmission range to r=20m and several node densities. In these figures, 
we evaluate the improvement provided by the Best Route Selection algorithm over 
the Dijkstra routing algorithm. In addition from figures 10 to 14, we carry out a 
density analysis of the DDM using the Best Route Selection in order to prove that 
robustness in the performance of the DDM can be maintained under the increase of 
the number of nodes in the network, as already shown in [22] using Dijkstra. Note 
that same network conditions were taken into account for the system using Dijkstra, 
(r=20m and N=100). 

In Figure 10, we present the PO imposed by the DDM under two routing criterions. 
We can see that with the Best Route Selection method the PO caused by the DDM is 
substantially lower than that obtained the Dijkstra routing, for 

maxap =1 we have that 

the decrease of PO is about 8%. Moreover, we can observe that the PO with Best 
Route Selection slightly decreases as the attack probability increase, which can be 
considered a desirable behavior. At the same time we present the PO obtained by the 
DDM using Best Route Selection under different node densities. Here, we can 
observe that the PO is not increased if the node density is increased. Even more we 
can see that for some values of the attack probability it is possible to slightly decrease 
the PO, which is a good result. 
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Fig. 10. Comparison of the PO under Dijkstra Routing and Best Route Selection. Node density 
analysis of the PO given by the DDM using Best Route Selection. 
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In Figure 11, we present the %SRP obtained by the DDM using Dijkstra Routing 
and that obtained using Best Route Selection. We can see that a significant 
improvement is achieved using Best Route Selection and that with this routing 
criterion the %SRP is more stable against attack probability that that obtained with 

Dijkstra routing. Also we can see that the best improvement is achieved for maxap =1, 

and it is about 7%. In Figure 11, we present the density analysis of the %SRP using 
Best Route Selection. Here, we can see that the DDM still presents a robust response 
under node increasing. We also can observe some improvement in the performance 
for some attack probabilities; this may be explained by the increment of route options.  
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Fig. 11. Comparison of the %SRP under Dijkstra Routing and Best Route Selection. Node 
density analysis of the %SRP given by the DDM using Best Route Selection. 

In Figure 12, we present the comparison of the %DR of the DDM using Dijkstra 
with that using Best Route Selection. It is possible to observe that using Best Route 
Selection the detection capabilities of the method are improved significantly for all 
the ranges of 

maxap as an example, 
maxap =1 the improvement is about 5%.   In the 

same figure we can observe the %DR of the DDM using Best Route Selection for 
different node densities and we can deduce that detection capabilities of the method 
are not negatively affected by the increment of nodes in the network, the robustness of 
the method is maintained. We also can observe an increment on the %DR for some 
attack probabilities. 

The %FPR for both routing schemes can be observed in Figure 13, where we can 
see that it is reduced by using the Best Route Selection for all 

maxap . For 
maxap  =1 we 

have an improvement about 5% using the proposed routing algorithm. The node  
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Fig. 12. Comparison of the %DR under Dijkstra Routing and Best Route Selection. Node 
density analysis of the %DR given by the DDM using Best Route Selection. 

 

Fig. 13. Comparison of the %FPR under Dijkstra Routing and Best Route Selection. Node 
density analysis of the %FPR given by the DDM using Best Route Selection. 
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density analysis of the %FPR using Best Route Selection can also be observed in 
Figure 13, where we are able to see that the node increment does not increase the false 
positive declarations. We can even see that some improvements are achieved in 
several points of attack probability. Note that the %FNR plot is not included because 
this parameter is zero for all 

maxap , for the node densities analyzed. 

Finally in Figure 14, we present the % NAR for both routing schemes and we can 
see that the Best Route Selection give us a better performance than the Dijkstra 
routing, because a lower %NAR is obtained with the Best Route Selection than with 

Dijkstra. Improvement attained by the Best Route Selection is about 60% for maxap  
=1. We also present the %NAR obtained for different node densities using Best Route 
Selection, where we can see that node increment improves this parameter. As noted 
before, improvement may be explained by the increment of route options.  
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Fig. 14. Comparison of the %NAR under Dijkstra Routing and Best Route Selection. Node 
density analysis of the %NAR given by the DDM using Best Route Selection. 

From Figures 10 to 14, we have demonstrated that the Best Route Selection based 
on the algebraic representation of the DDM proposed in this chapter, gives us a more 
robust route selection than the Dijkstra Routing. In the following figures we present a 
range analysis of the DDM using Best Route Selection with n=180 nodes. We use this 
node density because in figures above was observed a slight improvement from 
n=100 nodes to n=180 nodes.  
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Fig. 15. PO with Best Route Selection, for r=20m and r=30m. n=180. 

 

Fig. 16. %SRP with Best Route Selection, for r=20m and r=30m. n=180. 
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Fig. 17. %DR with Best Route Selection, for r=20m and r=30m. n=180. 

 

Fig. 18. %FPR with Best Route Selection, for r=20m and r=30m. n=180. 

 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
50

55

60

65

70

75

80

85

90

95

100

Pamax

%
D

R

r=20m

r=30m

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

5

10

15

20

25

30

35

40

45

50

Pamax

%
F

P
R

r=20m

r=30m



 Network Coding for Security in Wireless Reconfigurable Networks 397 

In Figure 15, we plot the PO against the maximal attack probability for two 
different transmission ranges r=20m and r=30m. In this figure we can observe that for 
almost every 

maxap  the PO for r=30m is lower than for r=20m. This may be, because 

the best route selected tend to be shorter for r=30m than for r=20m. 
In Figure 16, we present the %SRP given by the DDM using best route selection 

with n=180 nodes, for r=20m and r=30m. In this figure we can see that there is not 
improvement attained with the increment of the transmission range r. The same 
happens with %DR and %FPR in figures 17 and 18 respectively, the performance 
obtained with r=30m is close to that obtained with r=20m, and no improvement is 
observed. This may be explained because with such node density probably we let out 
of the route selection good routes for r=30m. 

Finally, in Figure 19 we plot the %NAR against maxap  for n=180 and for two 

transmission ranges, r=20m and r=30m. In this figure we can see that there is a better 
performance for r=20m than that obtained with r=30m. The explanation to this result 
may be the same that the given before for the figures above. The %FNR plot is not 
included because this parameter is zero for all 

maxap , for the transmission ranges 

analyzed. 
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Fig. 19. %NAR with Best Route Selection, for r=20m and r=30m. n=180. 

In this Section, we have presented an algebraic representation of a network 
commanding a detection and defense mechanism (DDM) for sink holes and selective 
forwarding attacks based on network coding. We extend the work done in [17] for 
networks allowing returning links by obtaining the transfer matrix H. We also give 
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the sufficient and necessary conditions for a feasible connection with returning links 
based on the determinant of the transfer matrix Q. A probabilistic approach of the 
network is also presented based on the transfer matrix Q and on the interference and 
outage probabilities. We also propose to use this representation in order to select the 
best route for commanding the detection and defense mechanism following the proper 
methodology. Finally, it is demonstrated throughout simulations that the proposed 
routing selection method is a reliable routing tool for commanding the DDM given 
better results than those obtained with Dijkstra routing. 

5.2 Some TCP Results in WRN 

The results introduced in this section were obtained from a wireless reconfigurable 
network scenario, where the topology for the simulation is a network where a main 
route connecting an origin and destination is generated consisting of seven hops (eight 
nodes). The source and destination nodes are at opposite ends of the chain. The 
objective is to communicate a set of packets from the source to the destination. The 
source node emits packets of information continuously until the end of the simulation 

(500 packets) according to a Bernoulli process of rate λ packets per slot, the system 

has a capacity μ  packets per slot and the load factor is defined by ρ λ μ=  . In 

this simulation, intermediate nodes have a continuous cross traffic of packets, thus 
intermediate nodes in the network have queues.  The packets are sent using a sliding 
window TCP protocol of size ten packets, when the destination node receives a 
successful packet an acknowledgment (ACK) is send to the source node. During the 
simulation packet losses can occur due the lack of capacity in the buffers of 
intermediate nodes or due to a probability of packet loss across the seven hops that 
considers outage, interference and fading for the wireless channel environment. 

When the simulation finishes sending the 500 packets, we obtain a matrix of data 
with parameters of our interest as packet loss, round-trip time of each packet, buffer 
occupation in each node, and especially the time it took for the message to be 
delivered. Important results that were obtained are shown in Figure 20, the manner in 
which the graph was obtained is explained below. Figure 20 shows the percentage of 
packet losses throughout the simulation for different values of the capacity of the 
buffers in each node. We can see for example that for a traffic load of 0.7 overload 
will occur whenever the capacity of the buffers is less than 25, i.e., a buffer size of 30 
will suffice to have practically zero packet losses. 

In each of the simulations we obtained, we generated a buffer matrix which 
represents the number of packets on the buffer at each node (columns) along all the 
simulation time (rows). After that we obtained a histogram for each node (column) 
which provides the number of times that these nodes had a specific buffer size 
throughout the simulation. The matrix obtained is formed by the number of possible 
buffer occupancy states (columns) and the number of simulation times (rows). It is 
worth mentioning that the simulations were done for different values of the traffic 
load ρ , ranging from 0.5 up to 4, and different values of the capacity of the buffers  
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Fig. 20. Probability of overload 

 
Fig. 21. Probability of overload, 4-hop route 
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(20, 30, 40, 50, 60 packets). After obtaining the histogram we got a mean value for 
each possible capacity of buffer (columns), this means that we obtained the mean 
value of how many times the nodes has occupancy of x packets in the buffer.  These 
occupancy values are then referenced to their maximum values in order to obtain 
percentages. The final matrix represents the percentage of nodes that have a specific 
buffer size for a given value of ρ  and vice versa. 

The same results as those shown in Figure 20 were obtained for a scenario of a 4-
hop route, but the values of buffer size and traffic load do not change much, hence the 
use of a buffer size as a function of traffic load in order to obtain determined packet 
loss levels remains practically the same for short routes as for long routes in WRNs, 
this is shown in Figure 21. 

In conclusion, the tendency in WRNs would be to use large buffer sizes 
independently of the traffic load experienced. 

In [7], TCP/NC was tested on a TCP-Reno flow running over a single-hop wireless 
link. The experiment is performed over 802.11a with a bit rate of 6Mb/s and a 
maximum of 5 link layer retransmission attempts. The quantity measured during the 
experiment is the goodput, we can define a goodput as the application level 
throughput, i.e. the number of useful information bits, delivered by the network to a 
certain destination, per unit of time. The amount of data considered excludes protocol 
overhead bits as well as retransmitted data packets. This is related to the amount of 
time from the first bit of the first packet is sent (or delivered) until the last bit of the 
last packet is delivered. 

The principal observation in the results was that in the lossless case, TCP performs 
better than TCP/NC. This could be because of the computational overhead that is 
introduced by coding and decoding operations, and also the coding header overhead. 
However, as the loss rate increases, the benefits of coding begin to outweigh the 
overhead. The goodput of TCP/NC is therefore higher than TCP, and hence the fall in 
goodput is more gradual with coding than without, [7].  

The main results obtained were the variation of throughput with loss rate for both 
TCP and TCP/NC. The loss rate of all links was kept at the same value, and this is 
varied from 0% to 20 %. Two scenarios were compared: two TCP flows competing 
with each other and two TCP/NC flows competing with each other. in this simulation 
was observed that TCP’s throughput falls rapidly as loss increase, however, TCP/NC 
is very robust to losses and reaches a throughput that is very close to the link capacity, 
we can say that TCP/NC has a linear behavior. An important observation is that 
TCP/NC increases almost in a 90% the throughput than the TCP normal. 

6 Conclusions and Future Work 

In this chapter, we introduced the fundamentals of wireless reconfigurable networks 
and network coding. We provided examples of the advantages of using network 
coding in wireline networks and discussed the extension of its use to wireless 
networks. We discussed some of the basic security problems in WRNs and how those 
could be detected by the use of network coding. A detection mechanism is proposed, 
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and results are presented for this mechanism in a WRN scenario with outage and 
interference. The effects of TCP in packet loss throughout a WRN are also 
introduced, and the importance of choosing the correct buffer capacity for the nodes 
as a function of the traffic load is also discussed. As we discussed previously, it has 
been shown that network coding helps improve capacity especially for multicasting. 
One future direction would be to provide load balancing using network coding, which 
could be implemented by using different coding coefficients for different network 
regions keeping packet flows from traversing some parts of the network. Another 
future direction of network coding is the integration to routing algorithms for ad-hoc 
and sensor networks. 
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Abstract. Time synchronization is required in wireless sensor networks in order 
to improve its performance. This improvement could be noticed in terms of 
energy, storage, computation, shared resources or bandwidth. One of the main 
applications in WSNs has been to decrease the energy consumption. A wireless 
network can save energy with this feature, but if this synchronization is cor-
rupted, it could cause a worse behavior. Firstly, we will analyze which are the 
most important time synchronization issues. Then, a secure time synchroniza-
tion method will be presented for group-based wireless sensor networks to 
avoid malicious attacks. The synchronization technique is based on a system 
model for secure intra-group synchronization. This system will use simple mes-
sages, where nodes of each group will exchange several parameters like time 
stamps, groupID, etc. in order to make a secure system. The system proposed 
has high scalability, due to group-based feature, while saves energy thanks to 
the designed synchronization technique. In order to test our proposal we will 
simulate several situations to show the performance of our synchronization  
algorithm. 

1 Introduction 

Nowadays, wireless sensor networks (WSN) are used in several application fields [1]. 
For instance, in energy efficiency control, high-security environments, environmental 
monitoring, industrial control, automotive industry, medical field, automation, etc. 
The implementation of these networks is following an exponential growth [2] due to 
their own features. On the one hand, these networks are deployed easily and they are 
configured by themselves. So, each sensor node can become a transmitter, receiver or 
gateway between two other nodes without direct sight or register information of 
neighboring nodes at any time. On the other hand, they support energy efficient  
management which allows them to get a high rate of autonomy to work by  
themselves. 



404 M. Garcia et al. 

In order to deploy a WSN, it is necessary to analyze its lifespan, coverage, budget, 
the best way to install it, the suitable response time, accuracy and frequency of mea-
surements and security. Moreover, in order to select the most suitable sensor nodes, 
we should take into account its energy, way of communication, processing capacity, 
way of synchronization, size and cost [3]. 

However, these networks have some limitations such as: 

• It is necessary to optimize the energy consumption of nodes to achieve maximum 
autonomy. 

• Bandwidth and network coverage are limited, so the way of communication, 
transmission and reception of data is very different in such networks. 

Therefore, the main feature to consider in these networks is the energy saving. This is 
the reason why the nodes are awake in short periods of time, only when they are tak-
ing data or measuring some variable. It depends on the frequency between measure-
ments. The three possible states are shown in Fig. 1. 

Synchronization is important for several distributed systems [4]. In particular it is 
essential for an efficient use of energy, data fusion, localization and many other appli-
cations. Synchronization algorithms for traditional networks are inefficient for wire-
less sensor networks, for instance features assumed by the traditional time protocol 
NTP (Network Time Protocol) [5], they are not applicable for WSNs. It assumes a 
static network topology where nodes are installed before the synchronization, confi-
gured by hand and the delay between nodes can be estimated with high precision.  

In contrast, WSNs have dynamic topologies and nodes can be attached to anything: 
animals, buoys, plants, etc., and anytime new nodes can be added to the network. 
Features of WSNs cannot be predicted in advance and energy is a resource very li-
mited. So, although synchronization of nodes is essential, it is difficult to get it.  

 

Fig. 1. Three possible states of energy consume in a sensor node 

The synchronization protocol should use low energy, be scalable, robust and  
assume an ad-hoc dynamic topology. Moreover, sensor network is so vulnerable to 
attacks that both an internal and external adversarial can easily corrupt the synchroni-
zation mechanism in sensor networks. 

For these reasons, in this paper we are going to show an algorithm to know the  
offset time between nodes inside a group. This algorithm is based on principles of 
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receiver-receiver synchronization protocols, but it includes security. All messages 
exchanged in the synchronization process will be encrypted using group keys. Our 
objective is that our algorithm exchanges fewer timing messages between sensor 
nodes, which means saving energy. Receiver-receiver protocols require a super node, 
which broadcasts a time reference message, so it is a centralized protocol. In contrast, 
in our proposal all nodes send messages about timing information. So, there is not an 
only one super node that manages the synchronization. 

The remainder of the paper is organized as follows. Section 2 examines some re-
lated works about time synchronization protocols used in wireless sensor networks. 
The main aspects related to time synchronization in WSN are explained in Section 3. 
Then, in Section 4 is developed our secure algorithm and the method used to manage 
the keys in a group. Our proposal of secure time synchronization is explained in Sec-
tion 5, in this section we show a mathematical study to know the offset times between 
sensor nodes. Several simulations are presented in Section 6. Finally, in Section 7 we 
summarize our results and conclude our paper. 

2 Related Work 

Many protocols have been proposed for time synchronization in wireless and wired 
LANs. Network Time Protocol (NTP) [5] has been used on the Internet for many 
years. We can consider nodes on the Internet use a GPS system [6] in order to syn-
chronize them, but this system does not work in indoor environments. Moreover, this 
protocol is not useful for WSNs because it consumes quite energy, CPU process and 
data storage and these features are limited in WSNs.  

Several time protocols to synchronize nodes in WSNs have been shown lately [7]. 
In this paper, authors review the problem of wireless sensor network synchronization 
and associated key issues, including the fundamental signal processing tasks needed, 
such as estimation of the skew and offset between two clocks, round trip delay esti-
mation, extension of synchronization to multiple nodes, as well as performance analy-
sis and bounds. 

One of the early works on synchronization in WSN was called post facto synchro-
nization proposed by Elson and Estrin [8]. In this approach, each node is normally 
clock unsynchronized with the rest of the network, a reference node periodically 
broadcasts a reference broadcast message to all other nodes of the network. When an 
event is detected, each node stores the time received (time-stamp with its local clock). 
After receiving the message reference nodes will use this time as a reference and ad-
just their timestamps with respect to that reference. The same authors present RBS in 
[9]. It is a receiver-receiver protocol that requires beacon nodes that transmit refer-
ence packets (but without time stamps) to multiple nodes. Nodes record time-of-
receipt and exchange these time-stamps to determine clock offsets and skews using 
standard linear regression techniques. However, it is not robust to clock skew, typical-
ly due to frequency offsets, and it assumes that propagation delays are negligible. 

TimingSync Protocol for Sensor Networks (TPSN) [10] is based on the main idea 
of sender-receiver synchronization protocols. It has two phases: level discovery  
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and synchronization. In the level discovery phase, TPSN is level-by-level time syn-
chronization; it leads to a tree structure. In the synchronization phase, each sensor 
performs pairwise time synchronization with its parent in a top-down fashion. The 
nodes in level 2 are synchronized with each node at level 1 and so on until all nodes 
in the network are synchronized with respect to the root.  

Flooding time synchronization protocol (FTSP [11], designed by Maroti et al., 
floods the whole network with messages, which contain values of the global time, i.e. 
the time of an elected synchronization leader. The synchronization leader periodically 
broadcasts synchronization messages containing its time-stamps. A network node 
records its local time upon reception of a synchronization message (using MAC-layer 
time-stamping), thus obtaining one reference point, which contains two time values: 
global time and local time. When a node collects an enough number of reference 
points, it computes the drift rate of its clock with respect to the leader clock using 
linear regression. 

Tiny-sync and Mini-sync [12] are proposed to keep a global time in WSN by syn-
chronizing any two nodes in the whole network. A pair of nodes uses bi-directional 
time-stamped packet transmissions to estimate the clock offset between them so that 
the two nodes are synchronized. However, since every pair of nodes must perform 
two-way message exchanges to get synchronized, a significant amount of communi-
cation traffic will be generated. In addition, a certain number of control packets have 
to be transmitted across the whole area of WSN to organize the overall network into 
several node-pair groups. 

Also, there are time synchronization algorithms for cluster-based WSNs. In [13] H. 
Kim et al. propose the cluster-based hierarchical time synchronization protocol 
(CHTS) for wireless sensor networks. They provide network wide time synchroniza-
tion through the introduction of abstractions for cluster and hierarchy. Authors  
introduce a novel way to calculate synchronization period to meet the required syn-
chronization error level by using clock drift value, deterministic delays and nonde-
terministic offset. Finally, they simulate their algorithm in several scenarios in order 
to find the best environment where CHTS could work properly. 

But as we see in [14], time synchronization methods needs security. There are dif-
ferent attacks that can lead to errors in synchronizing the clocks of sensor nodes. The 
primary goal of the attackers is to make other sensors set a wrong clock time. The 
secondary goal of the attackers is to affect more sensors by making themselves locate 
close to the root of the sync-tree, i.e., having low levels. Therefore synchronization 
protocols should be safe. In [14] the authors propose a scheme with three phases: a) 
abnormality detection performed by individual sensors, b) trust-based malicious node 
detection performed by the base station, and c) self-healing through changing topolo-
gy of the synchronization. This algorithm is tested under two attacks and the conclu-
sions are that their system can quickly detect and defeat the misleading attack and the 
wormhole attack, with reasonable implementation overhead tree. 

Another example is [15]. S. Ganeriwal et al. propose a suite of protocols for secure 
pairwise and group synchronization of nodes that lie in each other’s power ranges and 
of nodes that are separated by multiple hops. Their protocols offer different points of 
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operation in the energy-accuracy subspace and the choice of the specific protocol 
should be made by the network designer depending on his application needs. 

Finally, [16] is another paper where a secure clock synchronization process is pro-
posed. The idea behind their scheme is using node’s neighbors as verifiers to check if 
the synchronization is processed correctly so that it can detect the attacks launched by 
compromised node. This scheme is based on three phases: a) Level Discovery Phase, 
b) Synchronization Phase and c) Verification Phase. According to the simulations 
presented by the authors, this scheme guarantees that normal nodes can synchronize 
their clocks to global clock even if each normal node has up to t colluding malicious 
nodes during synchronization phase. 

After analyzing several related works about time synchronization in WSNs, we are 
going to show the most important issues about this subject. In next section, we will 
describe the need of use time synchronization techniques in WSN, which the basic 
techniques are and the main sources of errors related to this topic. 

3 Time Synchronization: Techniques and Weaknesses 

WSNs have the need to coordinate the communication, computing, sensing, and per-
formance of distributed nodes, so an accurate and consistent system to synchronize 
them is essential to keep the sensor network in working order. This section discusses 
about the main motivations for time synchronization, the challenges that it involves 
and some solutions to solve them. 

3.1 Why a WSN Needs Time Synchronization? 

WSNs need time synchronization among sensor nodes due to several reasons. Here is 
a list with the main ones: 

1. Time-stamping in measurements. Even the simplest data collection often requires 
readings with date/time and location information. This is especially important 
when a significant delay between the transmitter and the receiver node or the base 
station is possible. 

2. Signal processing in the network. Date/time information is necessary to deter-
mine which information from several sources can be added within the network. 
Many collaboration algorithms of processing signals, like tracking phenomena or 
unknown objectives, require a constant and exact synchronization. 

3. Localization. There are several techniques in order to locate nodes, which use the 
propagation time required to transmit a message to a reference node, so these 
techniques need proper time synchronization. 

4. Cooperative communication. Some techniques of multi-node cooperative com-
munication involve multiple transmitters broadcasting in phase to a given receiv-
er. Such techniques have the potential to provide energy savings and significant 
strength, but require precise timing. 
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5. Media Access. Schemes based on TDMA (Time Division Multiple Access) re-
quire node synchronization to assign them to different slots and guarantee colli-
sion-free communication. 

6. Sleep scheduling. One of the most significant sources of energy savings is the 
inactivity of the radio device, which is called sleep state. However, the synchro-
nization is necessary to coordinate the sleep schedules of neighboring devices, so 
they can communicate with each other efficiently. 

7. Coordinated action. In advanced applications in which the sensor network  
includes distributed sensor nodes, besides detection it is necessary the synchroni-
zation to coordinate the distributed sensor nodes with distributed control  
algorithms. 

3.2 Synchronization Types Used in WSN 

There are different ways to classify the synchronization techniques in WSN, but it is 
often represented by several pairs of contrasting distinctive features [17]. 

Synchronization algorithms can be proactive or reactive. The proactive algorithms 
carry out synchronization tasks continuously to keep the offset delay bounded. For 
example a reference node sends periodically a message with its time-value to other 
nodes. This allows knowing the timing offset respect to the reference time. Reactive 
algorithms act when an event is detected; a node sends its time to the base station that 
performs the necessary corrections. 

Moreover, these synchronization schemes are divided into adaptive and non-
adaptive. Adaptive schemes can modify important parameters of the synchronization 
procedure, such as frequency, response to certain changes in the network or the envi-
ronment. On the other hand, non-adaptive schemes never change their way of  
working. 

Synchronization schemes introduce computational overhead. They increase net-
work traffic due to exchange messages and this means more power consumption. It is 
important to maintain a balance between the disadvantages to incorporate a synchro-
nization system in WSNs and the advantages of keeping bounded the errors intro-
duced by offset time clocks in the sensor nodes. 

Among the most common synchronization procedures we can mention: 

• Sender-receiver synchronization: Pairwise sender-receiver synchronization is per-
formed by a handshake protocol between a pair of nodes. This protocol is executed 
in three steps (see Fig. 2a). T1, T4 represent the time measured by the local clock 
of node A. Similarly T 2, T3 represent the time measured by B’s local clock. At 
time T1, A sends a synchronization pulse packet to B. Node B receives this packet 
at T2, where T2 is equal to T1+δ+d. Here, δ and d represent the offset between the 
two nodes and end-to-end delay respectively. At time T3, B sends back an ac-
knowledgement packet. This packet contains T2 and T3. Node A receives the 
packet at T4. Similarly, T4 is related to T3 as T4 = T3-δ+d. Node A can now cal-
culate the clock offset and the end-to end delay. 
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message is delivered in a WSN. It varies from tens to hundreds of milliseconds, 
depending on the current network traffic. 

• Transmission Time: It is the time used by the transmitter to send a message. It is 
around ten milliseconds, but it depends on the length of the message and the 
transmission speed. 

• Propagation Time: It is the time required by the message to propagate it from 
sender to receiver. This time is quite deterministic in WSN and it only depends on 
distance between nodes. 

• Reception Time: It is the time taken by the receiver to receive the message. It 
equals than transmission time. The transmission and reception times can overlap in 
WSN. 

• Receive Time: It is the time required to process the incoming message and notify-
ing to this receptor. Its characteristics are similar to Send Time. 

• Attackers can be either outsiders or insiders. The outsiders do not possess keys for 
encryption and authentication. Thus, they can only jam the transmission of time 
synchronization messages, but not modify or generate those messages. On the oth-
er hand, the compromised sensors, which are insiders, can manipulate the time 
synchronization protocols in many ways. 

4 Secure Group-Based Wireless Sensor Network 

A group-based WSN is network, which is divided into several logical groups. Every 
group does the same function (collecting data, creating alarms, sending messages, 
etc.). Everyone has a central node that limits the zone where the node from the same 
group will be placed, but its functionality is the same as the rest of the nodes and 
moreover it manages its group. Every node has a nodeID that is unique on the  
network. The first node of each group of the network acquires a group identifier 
(groupID). 

All nodes in each group have the same functionality, but according its location can 
be divided into Border nodes because they are in the border between two groups, 
Central node which helps to create each group and Regular nodes that are the rest of 
nodes which make up the group along with the Central node and Border nodes (see 
Fig. 3). The process of creating groups is based on sending messages and according to 
neighboring nodes' replies and a group maximum radius (Rgroup), which is previously 
saved into all nodes of network, these groups limit their size. Each one knows its 
neighboring group using these messages, for more information about group’s creation 
you can refer to [18]. 

Border nodes are, physically, the edge nodes of the group. When there is an event 
in a node, this event is sent to all the nodes in its group in order to take the appropriate 
actions. All nodes in a group know all the information about their group. Border 
nodes have connections with other border nodes from neighbor groups and they are 
used for sending information to other groups or receiving information from other 
groups. 
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Fig. 3. An example of group-based sensor network 

In order to add security in our group-based network, we have defined two security 
zones: the intragroup security and the intergroup security. The intergroup security is 
related with the secure communications between different groups of the same net-
work. In contrast, the intragroup security keeps the security inside the group. 

The intergroup security is based on the symmetric cryptography with a single key 
for all members of the network. This feature has been chosen due to the limited local 
memory and process operation of the nodes of these networks. In contrast, the intra-
group security is different. In this case, a node can belong to a group, and, later, it can 
change to other group. For that reason the keys have to be different depending on the 
group. Communications within each group are closed and only known by the nodes 
that belong to that group. When the information is sent to other group, it this is en-
crypted through the symmetric key known by all the nodes of the network. The com-
munication is more effective because the nodes use less cycles to process the security 
and therefore they consume less energy. 

The intragroup communication security is more complex than the intergroup one. 
There are several parameters that must be taken into account. In addition, a member is 
not able to access the network information before it joins the group; neither the nodes 
can access the information after they leave the group. The central node of each group 
is responsible of managing the group key. It is also responsible of saving the key logi-
cal tree structure of the group members (Fig. 4). 

The key tree is created when the group is being formed. Each border node knows 
the keys from them to the central node. The operation can be shown in [19]. In order 
to reduce the memory wasted by the central node (this node must store and maintain 
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Fig. 4. Key distribution in a group 

the key tree), we use pseudorandom functions to generate the keys. For that reason, a 
node only needs to know some rules, but not all keys. The group key of a node (i, j) is 
defined by equation 1.  ( , ) = (2 )  (1)

Where the group key of the node (i, j) is equal to a pseudorandom function (Fp) plus 
an update factor r. A pseudorandom function is a family of functions with the proper-
ty that the input-output behavior of a random instance of the family is “computation-
ally indistinguishable” from that of a random function. 

The operation mode is as follows: Let us suppose that the key Kg(i,j) must be up-
dated. The central node must send P (see equation 2) to all nodes that had stored the 
key Kg(i,j).  =  (2)

Each authorized node will calculate the new key through equation 3.

 

 

( , ) = ( , ) = (2 ) =(2 )  
(3)

When all upgrades have been finished, all keys have the structure expressed in the 
equation 4. Using this method, the central node must only save in memory the used 
pseudorandom function (Fp) and the update factor (r'). 

( , ) = (2 )  (4)

The entire secure process is explained in detail in the work [19]. 

5 Intragroup Secure Time Synchronization 

Our proposal is based on RBS protocol commented on section 2. Our objective is that 
our algorithm exchanges fewer timing messages between sensor nodes, which means 
saving energy. RBS protocol requires a super node, which broadcasts a time reference 
message, so it is a centralized protocol. In contrast, in our proposal all nodes send 
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messages about timing information. So, there is not a super node which manages the 
synchronization. 

We propose a receiver-receiver synchronization scheme, where each message ex-
changed between nodes inside a group is encrypted. The encryption keys are ex-
plained in the previous section. Each sensor node encrypts its message with its key 
and any node of logic branch that joins with central node (see Fig. 4) can decode this 
message. Moreover, all nodes can decode messages encrypted by central node. For 
example, sensor node in Fig. with the key (Kg(4,1)) encrypts a message. This message 
can be decoded by all nodes which connect it to the central node. In contrast, when 
this message arrives to this one and it should be sent to other branch, the message 
should be encrypted with its own key.   

In order to explain our algorithm we use an example scheme illustrated in Fig. 5. It 
shows our intragroup receiver-receiver synchronization scheme. 

We suppose that the group identification is group_ID=1. Firstly, the head node 
(HN1) starts the kth synchronization process sending a synchronization beacon (Bea-
consyn) with the information , .  

 

Fig. 5. Intragroup synchronization scheme 

This message only arrives to sensor nodes under head node coverage. These nodes 
record the message arrival time, following our example ( , , , ). These times are 
explained on equations 5 and 6, where ,  is a reference time,  is clock 
offset between the node HN1 and the node INA,  is the propagation delay be-
tween both nodes and  is the receive delay at these nodes. 

Then, these nodes (INA, INB) resend this message to others nodes (BNC, BNn), 
which are farther from the head node. These last nodes record the new times ( , , , ), which are detailed on equation 7 and 8. In these cases, both equations depend on , , , . 
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, = ,  (5)

, = ,  (6)

, = ,  (7)

, = ,  (8)

Then, node INA sends a message similar to Beaconsyn with the information ,  to HN1 
and INB. They record the arrival time in each node ( , , , ). INB resend this infor-
mation to BNC and BNn. These last nodes record also the times , , , . Similarly, 
BNC sends a beacon with information of , . This beacon is received by INB and 
BNn, so they record the times ,  and ,  too. Finally, nodes INB and BNn, selected 
randomly in this example, calculate the differences ∆  and ∆ . With these data we 
can know the offset times between these nodes, as we show as follows. 

We assume that one process can be finished in a relatively short time, so we can 
neglect the effect of clock skews in one process. 

Equation 9 is deduced from equation 5 and 6.  is clock offset between node 
INA and INB, it is used to correct the clock of node B.  = = , ,  

                          ( )   
(9)

All sensor nodes are similar, so we can deduce that  is equal to . So we  
obtain the equation 10, where  is the difference between both times plus an 
increment of propagation delay. This propagation delay can vary from few picose-
conds until 333 picoseconds (see equation 11), it depends on radio coverage of each 
sensor node.  = , , ∆  (10)∆ = 0 , 333  (11)

These propagation delays do not contribute significantly to the overall error. Accord-
ing to reference [5], we can model these delay using a Gaussian distributed random 
function with mean zero and variance . For these reasons, it could be dismissed. 
Finally,  can be estimated from this synchronization process from equation 12. 

= 1 , ,  (12)

From equations 7 and 8 we can obtain  (see equation 13). With the same rea-
soning explained in equations 11 and 12, we have a simple unbiased estimator (see 
equation 14). 
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= = , ,  

                          ( )   
(13)

= 1 , ,  (14)

From the message sent by INA, we get equation 15 and 16: 

, = ,  (15)

, = ,  (16)

Where the used variables have the same meaning as in equations 5 and 6. Using equa-
tion 15 and 16, we obtain  (see equation 17). 

 
(17)

Taking into account equation 9 to know the value of  and equation 18, we can 
obtain equation 19. ∆ = , ,  (18)

 
(19)

Similar to equations 12 and 14, we can get an estimate of  from equation 20. 

= 1 , , ∆  (20)

Following the same process explained before we obtain the next equations: 

, = ,  (21)

, = ,  (22)

, = ,  (23)

, = ,  (24)

With equations 23, 24 and 13 we can get equation 25. Moreover, the node BNn can 
calculate ∆  using equation 26. Using these data we obtain  depending on , , ,  and ∆  (see equation 27). 

(25)
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∆ = , ,  (26)

 
(27)

Finally, we can estimate  using the equation 28. 

= 1 , , ∆  (28)

In this way, all sensor nodes are synchronized. There is a secure synchronization be-
tween several pair of nodes, which involves a secure synchronization between all 
nodes inside a group. The next section shows that this process is improved according 
to number of repetitions. 

6 Test Performance 

In order to check our proposal, we have simulated the algorithm proposed in the pre-
vious section. We have used Matlab [20] as a simulation tool to show the validity of 
our proposal. The sensor nodes are randomly placed in an area of 10x10 Km. They 
have radio coverage of 75 meters, so the distances between nodes, which are commu-
nicated, are always less than 75 m. The arrival times follow an exponential distribu-
tion. For each offset time, we have considered three cases: a) µ=15 and σ=3, b) µ=20 
and σ=6 and c) µ=36 and σ=13. Next figures present the simulation results based on 
scheme shown in Fig. 5. These graphs show the offset time required between two 
sensor nodes. The main conclusion from these simulations is the offset time tends to 
be constant, but now we go to analyze them in detail in the following paragraphs.  

Figure 6 shows the offset time between sensor node A and B. In this case we can 
see that when σ is low (between 3 and 6) the offset time is lower than with higher σ. 
The offset time is around 5 µs with few samples and low σ, and as the number of 
samples is increasing, the offset time decreases. It is around 1 µs for 40 samples. Si-
mulation behavior is different when we have an σ=13. In this case we have a high 
offset time between both sensor nodes until 10 samples. Then, its behavior is more 
stable and it remains constant around 2 µs after 40 samples. These differences are due 
to variability (σ=13) in the sampling times used for the simulations. 

Next, figure 7 shows us the offset time between sensor node C and n. According to 
our simulated topology, the most constant values are when our synchronous refe-
renced time has an σ=6. The offset time is around 1 µs in almost all samples. When σ 
is 3, the offset time is 6 µs in the first samples, but then it is more stable and its fluc-
tuations are between 0 and 2 µs. Finally, the most unstable offset time is when  
we have a distribution time with σ=13. In this case there are several fluctuations,  
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Fig. 6. Offset time between sensor nodes A and B ( )  

which vary from 3 to 13 µs until the sample 13. However from this sample, fluctua-
tions are decreasing and they remain between 0 and 4 µs until the 55th sample. From 
this point, the offset time is stable around 2 µs. 

 

Fig. 7. Offset time between sensor nodes C and n ( )  

Next figure (Fig. 8.) shows the offset time between sensor nodes A and 1 ( ). 
In this case, the most stable result is when σ=3. All samples are around 10µs. For 
σ=6, the first samples are around 10 µs, but from the 16th sample, it changes to 20 µs. 
There are several fluctuations between 10 and 20 µs until the 35th sample. Then it 
remains stable around 20 µs. Finally, the results obtained with σ=13 are quite differ-
ent on the first samples, the offset time reaches up to 60 µs. Fluctuations are so high 
until the 40th sample, they vary between 10 and 33 µs indeed. Next, this time is  
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stabilized around 26 µs. The time offset variability in these simulations is the ex-
pected one, as our initial distribution has a higher σ, the results are more unstable 
compared to the results obtained with smaller σ’s. 

 

Fig. 8. Offset time between sensor nodes A and 1 ( )  

Finally, we present the simulations of  (see figure 9). Simulations for scena-
rios with σ=3 and σ=6 are stable from the 15th sample. From this sample the differ-
ence between both simulations is 5 µs. When we have σ=3 the offset time is around 
10 µs. It changes until 15 µs when we have an arrival time distribution with an σ=6. 
This offset time increases until 35 µs (it is stable from the 45th sample) when our dis-
tribution time has an σ=13. In this simulation the worst case is from 10th to 25th sam-
ple. This is due to exponential feature of our arrival time distribution. In this period of 
time our variance is higher than at other times. 

 

Fig. 9. Offset time between sensor nodes C and B ( )  
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But, the most important feature obtained from all simulations shown (see Fig. 6, 
Fig. 7, Fig. 8 and Fig. 9), is the stability achieved by our proposal after several sam-
ples. So, the proposed system is able to find a constant offset time between each pair 
of sensor nodes and it never exceeds 35 µs in the worst case. Moreover, the informa-
tion exchanged between nodes is secure because each message is encrypted using 
group-based keys.  

7 Conclusion and Future Work 

In this paper we have done a review about clock synchronization in wireless sensor 
network. We have shown the main reasons to use a proper synchronization technique. 
Besides, the simplest method to make a protocol, which manages the offset times 
between sensor nodes, have been explained briefly. Lastly, we have also described the 
typical sources of error.  

After this review we have shown our secure group-based WSN and the main issue 
is the key’s exchange. This is an essential part, because it is essential in order to ex-
change encrypted messages inside a group. Next, we have explained in detail each 
step needed to know the offset times between sensor nodes. We have based our pro-
posal on receiver-receiver protocol, but adapting the main idea to a group-based to-
pology. All explanation is based on our scheme (see Fig. 5) but it could be developed 
for any group-based topology. 

Finally, our proposal has been simulated for the same scenario changing µ and σ 
values of our time arrival distribution. All cases show that our proposal can resolve 
the offset time between nodes in any moment. But this offset time is more stable 
when as the number of samples is going up. 

Our future work about this research line is to extend this synchronization algorithm 
in order to work in intergroup communications. In this way the communication be-
tween groups will be synchronized and the communication between nodes inside a 
group too. This extension should take into account that border nodes in neighboring 
groups are synchronized. 
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Key Terms & Definitions 

Clock offset: At a particular moment as the difference between the time reported by 
the clock and the "true" local time as defined by UTC. If the clock reports a time Tc 
and the true local time is Tt, then the clock's offset is Tc-Tt. 
 
Group-based architecture: A group is defined as a small number of interdependent 
nodes with complementary operations that interact in order to share resources or 
computation time, or to acquire content or data and produce joint results. In a wireless 
group-based architecture, a group consists of a set of nodes that are close to each oth-
er (in terms of geographical location, coverage area or round trip time) and neighbor-
ing groups could be connected if a node of a group is close to a node of another 
group.  
 
Intergroup communication: It is the communication done between nodes of differ-
ent groups. 
 
Intragroup communication: It is the communication done by nodes inside the same 
group. 
 
MAC: The Media Access Control (MAC) sublayer is the part of the OSI network 
model data link layer that determines who is allowed to access the physical media at 
any one time. It acts as an interface between the Logical Link Control sublayer and 
the network physical layer. The MAC sublayer is primarily concerned with recogniz-
ing where frames begin and end in the bit-stream received from the physical layer 
(when receiving) delimiting the frames (when sending). 
 
Proactive protocol: In networks utilizing a proactive routing protocol, every node 
maintains one or more tables representing the entire topology of the network. These 
tables are updated regularly in order to maintain a up-to-date routing information 
from each node to every other node. 
 
Reactive protocol: Unlike proactive routing protocols, reactive routing protocols 
does not make the nodes initiate a route discovery process until a route to a destina-
tion is required. This leads to higher latency than with proactive protocols, but lower 
overhead. 
 
TDMA: Time division multiple access (TDMA) is a channel access method for 
shared medium networks. It allows several users to share the same frequency channel 
by dividing the signal into different time slots. The users transmit in rapid succession, 
one after the other, each using its own time slot. This allows multiple stations to share 
the same transmission medium while using only a part of its channel capacity. 
 
Timestamp: A timestamp is a sequence of characters or encoded information identi-
fying when a certain event occurred, usually giving date and time of day, sometimes 
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accurate to a small fraction of a second. The term derives from rubber stamps used in 
offices to stamp the current date, and sometimes time, in ink on paper documents, to 
record when the document was received. 
 
Time synchronization: Also kwon as clock synchronization, it is a problem from 
computer science and engineering which deals with the idea that internal clocks of 
several computers may differ. Even when initially set accurately, real clocks will 
differ after some amount of time due to clock drift, caused by clocks counting time at 
slightly different rates. There are several problems that occur as a repercussion of 
clock rate differences and several solutions, some being more appropriate than others 
in certain contexts. 

 
Wireless sensor network: A wireless sensor network (WSN) in its simplest form can 
be defined as a network of (possibly low-size and low-complex) devices denoted as 
nodes that can sense the environment and communicate the information gathered from 
the monitored field through wireless links; the data is forwarded, possibly via multiple 
hops relaying, to a sink that can use it locally, or is connected to other networks  
(e.g., the Internet) through a gateway. 
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Abstract. Secure communications and cryptography is as old as civilization 
itself. The Greek Spartans for instance would cipher their military messages 
and, for Chinese, just the act of writing the message constituted a secret 
message since almost no-one could read or write Chinese. Modern public key 
Cryptography until the mid 1980’s was founded on computational complexity 
of certain trap-door one-way functions that are easy to compute in one 
direction, but very difficult in the opposite direction. To a large extent 
computational complexity is still the lynchpin of modern cryptography, but the 
whole paradigm was revolutionized by introduction of Quantum Key 
Distribution (QKD) which is founded on fundamental laws of Physics. Indeed, 
to date, QKD is de-facto the most successful branch of Quantum Information 
Science (QIS) encompassing such areas as quantum computing which is still in 
its infancy.  

Modern QKD is fundamentally composed of a series of three steps that shall 
be explained later in the chapter: 1) data transmission over the error-prone 
quantum channel; 2) information reconciliation to allow the parties engaged in 
communication to have two identical copies of a message that may not be as 
secure as desired; and 3) privacy amplification that ensures the parties possess 
copies of messages about which the information that could have possibly be 
gleaned by the eavesdropper is below a desirable threshold. It is this sufficiently 
private and often much shorter message that can be used as the secret key to 
allow exchange of longer messages between the legitimate parties. 

Step-1 must be based on the laws of quantum physics, whereas step-2 and -3 
either necessitate the use of quantum error correcting codes which are often 
complex or as is often done in practice, based on information exchange over a 
classical public channel.  

Objective of this chapter is to give a tutorial presentation and evaluation of 
QKD protocols at the systems level based on classical error-correcting codes. 
The QKD systems can provide perfect security (from the viewpoint of 
information theory) in the distribution of a cryptographic key. QKD systems 
and related protocols, under particular conditions, can use the classic channel 
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coding techniques instead of quantum error-correcting codes, both for 
correcting errors that occurred during the exchange of a cryptographic key 
between two authorized users, and to allow privacy amplification, in order to 
make completely vain a possible intruder attempt. The secret key is transmitted 
over a quantum, and thus safe channel, characterized by very low transmission 
rates and high error rates. This channel is safe given the properties of a quantum 
system, where each measurement on the system perturbs the system itself, 
allowing the authorized users to detect the presence of any intruder. Moreover, 
as shown by accurate experimental studies, the communication channel used for 
quantum key exchange is not able to reach high levels of reliability (the 
Quantum Bit Error Rate - QBER - may have a high value), both because of the 
inherent characteristics of the system, and of the presence of a possible attacker. 
In order to obtain acceptable residual error rates, it is necessary to use a parallel 
classical and public channel, characterized by high transmission rates and low 
error rates, on which to transmit only the redundancy bits of systematic channel 
codes with performance possibly close to the capacity limit. Furthermore, since 
the more redundancy is added by the channel code, the more the corresponding 
information can be used to decipher the private message itself, it becomes 
necessary to design high-rate codes obtained by puncturing a low-rate mother 
code, possibly achieving a redundancy such that elements of the secret message 
cannot be uniquely determined from the redundancy itself. 

1 Introduction and Problem Setup 

It has been said that the security of conventional cryptographic techniques relies on 
the assumption of limited advancement of mathematical algorithms and 
computational power in the foreseeable future, and also on limited financial resources 
available to a potential adversary. Computationally secure cryptosystems, no matter 
whether public- or secret-key, will always be at the mercy of mathematical and/or 
computational breakthroughs, which are difficult to predict and may even be hidden. 
In addition, steady progress in code-breaking allows the adversary to reach back in 
time and break older, earlier captured messages encrypted with weaker keys. As a 
consequence, periodic re-encryption or re-signing certain sensitive documents is 
necessary, along with the requirement to carefully sort information according to the 
used cryptosystem.  

Another common problem of conventional cryptographic methods is the so-called 
side-channel cryptanalysis. Side channels are undesirable ways through which 
information related to the activity of the cryptographic device can leak out. The 
attacks based on side-channel information do not assault the mathematical structure of 
cryptosystems, but their particular implementations. It is possible to gain information 
for instance by measuring the amount of time needed to perform a certain operation, 
by measuring power consumption, heat or electromagnetic radiation. 

Quantum mechanics offers a solution for the secure key distribution in 
cryptosystems. While the security of classical cryptographic methods can be 
undermined by advances in technology and mathematical algorithms, the quantum 
approach can provide unconditional security. In quantum mechanics the security is 
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guaranteed by the Heisenberg uncertainty principle, which does not allow us to 
discriminate non-orthogonal states with certainty. Within the framework of classical 
physics, it is impossible to reveal possible eavesdropping, because information 
encoded into any property of a classical object can be obtained without affecting the 
object itself. All classical signals can be monitored passively. In classical 
communications, one bit of information is encoded in billions of photons, electrons, 
atoms or other carriers. It is always possible to passively listen in, by splitting part of 
the signal and performing a measurement on it. Quantum cryptosystems eliminate this 
side channel by encoding each bit of information into an individual quantum object, 
such as a single photon. Single photons cannot be split, copied or amplified without 
introducing detectable disturbances. 

It is important to notice that quantum mechanics does not prevent eavesdropping; it 
only allows one to detect the presence of a possible eavesdropper. Since only the 
cryptographic key is transmitted, no information leakage can take place when 
someone attempts to listen in. Eavesdropping causes discrepancies between 
measurements and when discrepancies are found, the key is simply discarded and the 
users may repeat the procedure to generate a new key. 

1.1 Quantum Key Distribution 

In the early 1980s, Bennett and Brassard proposed a solution to the key distribution 
problem based on quantum physics [1]. They presented a protocol that allows users to 
establish an identical and purely random sequence of bits at two different locations, 
while revealing any eavesdropping with a very high probability. This idea, 
independently rediscovered by Ekert a few years later [2], was the beginning of 
quantum key distribution, which was to become the most promising element of 
quantum cryptography1. 

Quantum Key Distribution (QKD) is a technology to distribute, or rather generate, 
secure random keys between two communicating parties using optical fiber or free-
space as a communication channel. It has been said that QKD has emerged in the last 
decades as one of the most important applications of quantum mechanics. Hence, in 
this paragraph the basic configuration and elements of such an important application 
will be introduced. Alternative introductions to this subject are available in many 
sources, ranging from books [3],[4],[5],[6] to other review articles [7],[8],[9]. 

1.2 Generalities 

The general setting of QKD is shown in Figure 1. The two authorized parties, 
wishing to share a secret message are traditionally called Alice and Bob. Alice, the 
sender, is the one who starts a key transmission, while Bob, the receiver, is the one 

                                                           
1 For some authors, quantum cryptography and quantum key distribution are synonymous. For 

others, however, quantum cryptography also includes other applications of quantum 
mechanics related to cryptography, such as quantum secret sharing or every other possible 
tasks related to secrecy that are implemented with the help of quantum physics. 
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who receives the quantum states and extracts the key sent by Alice. This is just a 
convention used in the field, but not a strict definition. The third important character 
is the eavesdropper, Eve, who is trying to intrude in the QKD and gain information 
about the key generated by Alice and Bob. Alice and Bob share a quantum secure 
channel, on which they send the quantum signals; and a classical public channel, on 
which they can send classical messages possibly back and forth. The classical channel 
needs to be authenticated; this means that Alice and Bob identify themselves, a third 
party can listen to the conversation but cannot participate in it. The quantum channel 
however, is open to any possible manipulation. The task of Alice and Bob is that of 
guaranteeing security against a possible eavesdropper that taps into the quantum 
channel and listens to the exchanges on the classical channel. In order to guarantee the 
security, either the authorized partners are able to create a secret key (a common list 
of secret bits known only to themselves) or they shall abort the protocol. Therefore, 
after the transmission of a sequence of symbols, Alice and Bob must estimate how 
much information about their set of bits has leaked out to Eve. In classical 
communications, such an estimate is obviously impossible, when Eve listens to the 
exchanges on the classical channel the communication goes on unmodified. This is 
where quantum physics comes into play: in a quantum channel, the leakage of 
information is directly related to the degradation of the communication quality. 

 

Fig. 1. Quantum key distribution comprises a quantum channel and a public classical 
authenticated channel. As a universal convention in quantum cryptography, Alice sends 
quantum states to Bob through a quantum channel. Eve is suspected of eavesdropping on the 
line. 

In general, quantum information processing can be implemented with any quantum 
state of matter including energy state of ions, atoms, polarization states of light, 
electron spins, etc. Abstractly, this is also the case for QKD: one could imagine 
performing a QKD experiment with electrons, ions, and molecules; however, light is 
the only practical choice since it does not interact much with the environment leading 
to what is called de-coherence. Indeed, the task of key distribution makes sense only 
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if Alice and Bob are separated by a macroscopic distance; if they are in the same 
room, there are much easier ways of generating a common secret key. Since, at any 
practical distance of interest, light propagates faster and with smaller de-coherence 
than matter, photons are the information carriers of choice. Various properties of 
photons can be employed to encode information for QKD, such as polarization, phase, 
quantum correlations of Einstein-Podolsky-Rosen pairs, wavelength or quadrature 
components of squeezed states of light. It is also well known that light does not 
interact easily with matter.  

The way losses affect QKD varies with the type of protocol and its 
implementation. Losses impose bounds on the secret key rate and on the achievable 
distance and may also leak information to the eavesdropper, according to the nature of 
the quantum signal (for coherent pulses this is certainly the case while for single 
photons it is not). Another difference is determined by the detection scheme. 
Implementations that use photon counters rely on post-selection. If a photon does not 
arrive, the detector does not click and the event is simply discarded. On the contrary, 
implementations that use homodyne detection always give a signal, therefore losses 
translate into additional noise. QKD is always implemented with light and there is no 
reason to believe that things will change in the future. As a consequence, the quantum 
channel is any medium that propagates light with acceptable losses, typically either an 
optical fiber or just free space, provided a line of sight path exists between Alice  
and Bob. 

1.3 The BB84 Protocol 

The first and probably most famous QKD protocol is the so-called BB84 protocol, 
which can help one to understand the basic QKD concepts. Suppose Alice holds a 
source of single photons. The spectral properties of the photons are sharply defined, 
so that the only degree of freedom left is the polarization2. Alice and Bob align their 
polarizers3 and agree to use either the horizontal or vertical (+) basis (rectilinear), or 
the complementary basis of linear polarizations, i.e., +45/-45 degrees (×) (diagonal). 
The transmitted bits are “prepared” at the transmitter (using the states of the selected 
basis) and “measured” at the receiver. The theory of quantum-mechanics states  
that: 

• Measurements performed in the basis identical to the basis of preparation of 
states will produce deterministic results; 

• Any measurements in the diagonal basis on photons prepared in the rectilinear 
basis will yield random outcomes with equal probabilities and vice-versa; 

                                                           
2 Usually the way to encode the information being sent over the quantum channel is through the 

transmission of photons in some polarization states. The direction of the polarization encodes 
a classical bit. 

3 A polarizer is an optical filter that passes light of a specific polarization and blocks waves of 
other polarizations. 



428 M.T. Delgado Alizo 

Fig. 

Once Alice and Bob hav
can be summarized by the f

1. Key Transmission: Alic
transmission and chooses th
independent way for each b
four polarization states sh
randomly and independen
rectilinear or diagonal. Stati
At the end of this stage Alic

et al. 

 

2. The four states of the BB84 Protocol 

ve agreed on the coding, the BB84 protocol (See Figure
following steps: 

ce, the sender, generates a sequence of N random bits 
he encoding basis (rectilinear or diagonal) in a random 
bit. Physically this means that she transmits photons in 
hown in Figure 2 equally frequently. Bob, the receiv
ntly of Alice, chooses his measurement basis, eit
istically, Alice and Bob’s bases match in 50% of the ca
ce and Bob will share what is called the raw key. 

Fig. 3. The BB84 Protocol 

e 3) 

for 
and 
the 

ver, 
ther 
ses. 

 



 Capacity-Approaching Channel Codes for Discrete Variable QKD Applications 429 

2. Basis Announcement: Alice and Bob communicate over the classical channel and 
compare the basis used for each transmitted and detected photon. Whenever their 
bases coincide, Alice and Bob keep the bit whereupon it becomes part of the 
cryptographic key after reconciliation and privacy amplification. The bit is discarded 
when they chose different basis, when Bob’s detector fails to register a photon due to 
the imperfect efficiency of detectors, or when the photon was lost somewhere along 
the way. Any potential eavesdropper, can only learn if Alice and Bob chose the same 
basis, but cannot determine whether Alice originally sent a “0′′ or “1′′. This step is 
called sifting. At the end, Alice and Bob have a string of bits of approximately N/2 
bits, called the sifted key. 
3. Error Estimation: Alice and Bob disclose part of their strings, a subset of the bits 
of size K, and estimate the error rate in the quantum channel. If Eve tries to eavesdrop 
on the quantum channel, she cannot passively monitor the transmissions. Instead she 
can intercept the photons sent by Alice, perform measurements on them and resend 
them. However, since Alice had chosen her encoding bases randomly Eve has to 
guess. Half the times Eve will guess the basis right and resend correctly polarized 
photons, while in the other 50% of the cases, she measures in the wrong basis, 
producing errors. When Alice and Bob reveal a random sample of the bits of their raw 
keys, they discover these errors. Alice and Bob use a predetermined “failure” error 
threshold (emax) to decide whether or not an eavesdropper is present. In the literature, 
the most common failure error rate chosen is greater than or equal to 0.15 [10]. At 
0.15 error rate, an eavesdropper could have intercepted over half of the bits 
transmitted. Both Alice and Bob compute the observed error-rate e and accept the 
quantum transmission if e < emax. In this case they remove the K bits announced from 
the raw key. Otherwise if e > emax Eve is suspected of tampering with the channel, and 
the cryptographic key is thrown away. Thus, no information leak occurs even in the 
case of eavesdropping. It should be mentioned that no physical apparatus is perfect 
and noiseless. Alice and Bob will always find discrepancies, even in the absence of 
Eve. As they cannot tell errors stemming from eavesdropping from the noise of the 
apparatus, they conservatively attribute all the errors in transmissions to Eve. The 
actual error rate stems from both noise in the channel and possibly, interference from 
an eavesdropper. 
4. Reconciliation and Privacy Amplification: If there are errors however, Alice and 
Bob have to correct them and have to eliminate the information that could have been 
obtained by Eve. Information reconciliation is a form of error correction carried out 
on Alice and Bob’s keys, in order to ensure both keys are identical. It is conducted 
over the public channel and as such it is vital to minimize the information sent about 
each key, since any such information is totally accessible by Eve. In the earlier 
versions of the complete protocol, Alice and Bob perform the error correction through 
an interactive reconciliation protocol called Cascade. This is a simple protocol that 
leaks an amount of information close to the theoretical bound of an almost ideal 
protocol, when the error probability is below 15%. Cascade was presented in [11] as 
an improvement of the procedure suggested in [12]. Cascade operates in several 
rounds. During each round, Alice and Bob divide their raw keys into blocks, and 
disclose the parity of each block and compare them. If the parity bits do not match 



430 M.T. Delgado Alizo 

then a binary search is pe
blocks have been compare
random way, and a new rou
round that had correct parit
error is found and correcte
the origin of the name cas
identical keys with high pr
the key from the parity info

Once the information recon
known as the reconciled k
effectively eliminating) Ev
partial information could h
channel during key transm
public channel during infor
to all the parity informati
produce a new, condensed k
the new key is negligible. T
randomly from a publicly k
can distill depends on the k
It is important to notice th
compared to the initial key 

Fig. 4. Distil

From the description of 
security of QKD relies on t
protocol utilizes the clas
exclusively. Once the raw
secret key is distilled using 
In the process, some inform

et al. 

erformed in order to find and correct the error. After
ed, Alice and Bob both reorder their keys in the sa
und begins. If an error is found in a block from a previ
ty then another error must be contained in that block; 
d as before. This process is repeated recursively, which
cade. At the end of multiple rounds, Alice and Bob h
robability, however Eve has additional information ab

ormation exchanged.  

nciliation has been performed, Alice and Bob share wha
key. Privacy amplification is a method for reducing (
ve’s partial information about Alice and Bob’s key. T
have been gained both by eavesdropping on the quant
mission (thus introducing detectable errors), and on 
rmation reconciliation (where it is assumed Eve has acc
on). Privacy amplification uses Alice and Bob’s key
key, in such a way that Eve’s amount of information ab

This can be done using universal hashing functions, cho
known set. The size r of the secret key that Alice and B

kind, as well as the amount, of information available to E
hat the final distilled key has a very short length w
size, as shown in Figure 4. 

 

llation process and key length in BB84 Protocol 

the BB84 protocol, it can be observed that, although 
the laws of quantum mechanics, a considerable part of 

ssical communication channel and classical techniq
w key has been transmitted over the quantum channe

classic post-processing techniques that require interacti
mation about the key is exchanged via the public channe

r all 
ame 
ious 
this 
h is 

have 
bout 

at is 
and 

This 
tum 
the 

cess 
y to 
bout 
osen 
Bob 
Eve. 

when 

the 
the 

ques 
el, a 
ion. 

el in 



 Capacity-Approaching 

order to correct the errors 
derived. Information reconc
discrepancies between two 
key agreement protocol wh
Hence, it is important to e
systems, to minimize the
jeopardizing the provable se

1.4 System Model 

As seen in the previous 
excluded, the information
correction process, which r
public channel. If we denot
bits remaining after the pre
of redundant bits required f
can be modeled as error cor

length n and code rate Rc =
While the first QKD pro

[10],[11],[12] (like the Cas
(FEC) schemes have bee
retransmission, increasing 
exploiting  the information 
channel. In practice, the F
parallel channel formed b
Figure 5, where the k inf
 

Fi

Channel Codes for Discrete Variable QKD Applications 

and eliminate the possible information that Eve may h
ciliation is a mechanism that allows for elimination of 
correlated variables. It is an essential component in ev

here the key has to be transmitted through a noisy chan
explore other classical techniques in the context of Q
e information exchanged over the public channel 
ecurity that quantum physics guarantees can be avoided

section, once the presence of eavesdropping has b
n reconciliation process can be modeled as an er
requires the transmission of additional redundancy on 
te as k the length of the sifted key (the fraction of unkno
sence of Eve has been excluded) and as m=n-k the num
for error correction, the Information reconciliation proc
rrection process based on a systematic code with codew

nk /= . 

otocols were based on interactive error correction schem
scade algorithm), more recently Forward Error Correct
en suggested [13],[14],[15],[16],[17], which can av
the system efficiency, and must be decoded by decod
available at the output of both the quantum and the pub

FEC block code must operate on an equivalent compo
by the quantum and the public channels, as shown
formation bits (the sifted key) are transmitted over 

ig. 5. System model in a QKD system 

431 

have 
the 

very 
nel. 

QKD 
so 

d. 

been 
rror 
the 

own 
mber 
cess 

word 

mes 
tion 
void 
ders 
blic 

osite 
n in  

the 

 



432 M.T. Delgado Alizo 

quantum private channel, w
classical public channel. T
shown as a dotted line, be
Eve can be detected, and th
as if the eavesdropper did n
on the overall channel mode

Since extremely low resi
error free decoding is need
complexities and with ve
information reconciliation 
of information derived by 
maximized, and it must be 
for all the involved channel
channels) will be given in 
QKD applications are descr

2 Soft-Metric QK

In this section we present t
in Figure 5. A far as the
Gaussian Noise (AWGN) c

is a Gaussian random var
transmission scheme has be

information bits bk and the t

Fig. 6. C

If soft decoding techniq
codes, the channel output m
between the likelihood (pro
on the possible transmitted
Log Likelihood Ratio (LL
Figure 6 is [18]: 

et al. 

while the m=n-k redundancy bits are transmitted over 
The eavesdropping on the secure channel in Figure 5
cause  if the system is properly designed the presence

he information leaked to Eve can be made arbitrarily sm
not exist. Given this hypothesis, we will from now on fo
el linking Alice to Bob, neglecting the presence of Eve. 
idual Bit Error Rate (BER) must be achieved (theoretica
ded), capacity achieving codes with acceptable decod
ery long code-length n have been considered in 
literature. Furthermore, in order to minimize the quan
Eve from the public channel, the code rate k/n must
larger than 0.5. The description of the appropriate mod
ls in Figure 5 (and in particular, the private and the pub
Section 2, while the possible capacity achieving codes 
ribed in Section 3.  

D Schemes and Channel Models 

the system level models of the public and private chann
 public channel is concerned, a typical Additive Wh

channel model may be used, as shown in Figure 6, where

riable with variance 
2σ where for simplicity, a bin

een considered with the following association between 

transmitted levels 
krx : 

0

1

   if  

    if   

=
=







−
+

=
k

k

b

b
r b

b

E

E
x

k
 

 

Classic AWGN model for the public channel 

ques are used in decoding the capacity achieving bl
must be characterized with a likelihood ratio, i.e., the ra
obability) of obtaining a given channel output conditio
d bit. Often, the logarithm of this quantity defined as 
LR) is used. The LLR value for the public channel

the 
5 is 
e of 

mall, 
ocus 

ally, 
ding 

the 
ntity 
t be 
dels 
blic 
for 

nels 
hite 
e nk 

nary 
the 

 

lock 
atio 
ned 
the 

l in  



 Capacity-Approaching 

= ==
As far as the private chann
quantum channel can be m
equal to the quantum bit er
general model that can be
encoding is applied to photo

Fig. 7. Quantum ch

The expression for the L
channel represented by the
decoding, is given by: 

( ) =
Notice that if the QBER va

estimate. It is also importa

can only assume two value

metrics, while the metrics 

value, and are called soft m
channel is much lower tha
much less reliable than the 
in the decoding process wi
overall performance, as we 

The overall model for 
Figure 8. 

Finally, since the q-me
channel decoder with th
and comparable. Suppose 
channel is obtained using 

Channel Codes for Discrete Variable QKD Applications 

= == = = 1= 0 = 2
nel is concerned, when a single-photon is transmitted, 

modeled as a simple binary channel with error probabi
rror rate (QBER) Q, as shown in Figure 7. This is a v

e used to model the quantum channel when polarizat
ons in any QKD protocol.  

 

hannel modeled as a Binary Symmetric Channel (BSC) 

Log-Likelihood-Ratio metrics at the output of the quant
e model of Figure 7 used as input for possible soft-me

( = 1| )( = 0| ) = 1      = 1
1    = 0  

alue is not perfectly known, it should be substituted by

nt to notice that the log-likelihoods (metrics) ( qYLLR

es, and will therefore be referred to as hard metrics or

from the public channel )(
krYLLR can assume any r

metrics. Since typically the raw BER value of the pub
an the QBER of the private channel, the q-metrics can

soft-metrics, and it may be necessary to scale their wei
ith a proper weighting factor αQ in order to optimize 
will discuss in Section 4. 
the composite channel as described above is shown

trics will have to be jointly used and compared in 
he AWGN soft metrics, they need to be compati

that the equivalent BSC model used for the quant
an antipodal modulation scheme with transmitted lev

433 

 

the 
ility 
very 
tion 

tum 
etric 

y its 

)
kqY

r q-

real 

blic 
n be 
ight 
the 

n in  

the 
ible  
tum 
vels 



434 M.T. Delgado Alizo 

= 2 1 , w
 is the energy per bit and
Denoting the equival2 1 , and

with transmitted levels  
shown in Figure 9. Setting  

Fig. 8. The

Fig. 9. Equivalent model for 
antipodal modulation scheme o

et al. 

where  is the transmitted bit,  is the decided raw 
  is the noise variance per dimension. 
lent received sample as  , we would h

d the theoretical quantum error probability would be: (  ) = , = 2 1 =   and 0,  (  ) = , we would have, as a consequenc= (2 ) . 

e composite channel for QKD applications 

 

r the single-photon quantum channel when using an equiva
over an equivalent (and fictitious) AWGN channel 

bit, 

have 

 as 
e:  

alent 



 Capacity-Approaching Channel Codes for Discrete Variable QKD Applications 435 

2.1 Theoretical Limits of Information Reconciliation 

We discuss now the theoretical limits of Information reconciliation, using the 
reference system model shown in Figure 10, which is an alternative version of the 
model of Figure 5, where “channel 1” represents the private secure (quantum) 
channel, while “channel 2” represents the public channel. Furthermore, X denotes the 
random variable transmitted by Alice and Y the random variable received by Bob 
during the transmission phase, i.e. during the transmission of the random raw key on 
the quantum channel (or, more precisely, of the sifted key, i.e. the fraction of key that 
remains after the presence of Eve has been excluded). As noted above, during this 
process (performed in the upper part of Figure 10), “channel 1” is typically modeled 
as a BSC channel with transition probability Q (Q is the quantum bit error rate - 
QBER - of the quantum channel). We denote as k the length of the information block, 
as n the encoded codeword length, as m=n-k the number of redundant bits and as 
Rc=n/k the code rate. The amount of information that needs to be transmitted is 
H(X)=k bits, and the amount of information actually transmitted during the 
“transmission phase” is H(X)-H(X|Y)=k[1-H2(Q)] bits. In fact, Bob receives Y,  
which is an imperfect version of X, and is therefore left with some uncertainty about 
X, and in particular he is left with an uncertainty equal to H(X|Y)=kH2(Q), where ( ) = ( ) (1 )  (1 ) is the binary entropy function. 

The two main requirements for the information reconciliation phase are correction 
performance (all the errors must be eliminated with very high probability), and 
efficiency (the smallest possible redundancy needed for error correction must be 
transmitted, in order to maximize the effective rate). 

 

Fig. 10. Model of the information exchange occurring in QKD schemes 

The system efficiency is defined modeling the information reconciliation problem 
as a compression with side information problem, and using as reference the system 
depicted in Figure 10. In this model, once the physical layer has taken care of the 
information transmission phase, in order to remove the residual uncertainty during the 
information reconciliation process, Alice performs channel encoding of X and 

transmits the redundancy )|(
~

YXH through the information reconciliation channel 
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(“channel 2” in Figure 10), generating the received uncertainty )|(ˆ YXH . Notice 

that we must have,  

)|()|(
~

)|(ˆ YXHYXHYXH ≥≥ . 

The scheme in Figure 10 can be interpreted as a source with side information coding 
problem, schematically depicted in Figure 11, where the decoder at Bob side recovers 

an estimate X̂  of X starting from the knowledge of Y and of the estimate )|(ˆ YXH

of the uncertainty )|( YXH . 

 

Fig. 11. Information Reconciliation process modeled as a source coding with side information 
problem 

Since )|(ˆ YXH is always larger than )|( YXH  we can write it as H(X|Y)f  , 

where the parameter  f  is what we define as efficiency, and is always larger than 1 
(and equal to 1 only in the case of “perfect encoding”), i.e. 

1
)|(

)|(ˆ
≥=

YXH

YXH
f . 

If prior to the reconciliation Alice and Bob apply a random permutation, the errors 
introduced on the quantum channel can be considered uncorrelated and symmetric, 
which allows us to express the uncertainty on X given Y as, 

)()|( 2 qkHYXH = . 

The received uncertainty )|(ˆ YXH is defined as “dimension M of the received 

message”, the quantity of information transferred during the information 
reconciliation phase, or, in practice, the average number of correct bits transferred 
during the information reconciliation. Efficiency can be experimentally measured by 
simulating the considered encoding schemes, leading to the definition of experimental 
efficiency as, 

)(2 QkH

M
f =
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The system efficiency can also be defined by simulating the BER performance of the 

considered QKD scheme. The received uncertainty )|(ˆ YXH  would in fact be 

equal to the number of redundant bits, i.e. m=n-k bits, in case of perfect transmission 
through “channel 2”. Notice that the number of redundant bits can also be expressed 

as 
c

c

c R

Rk
k

R

k
knm

)1( −=−=−= , where n is the block length of the 

information reconciliation code, k the number of information bits, and 
n

k
Rc = the 

code rate. 
However, the final decoding may contain errors, and the effective rate of 

information transfer is not  Rc, but lower. At this point we must recall the considered 
composite channel model (already described in the previous section, and recalled in 
the upper part of Figure 12), and the fact that, after proper decoding has taken place, 
the overall effect of the QKD transmission plus Information reconciliation can be 
modeled with an equivalent BSC channel operating on the k information bits with a 
crossover probability equal to the residual error probability after decoding, that we 

will denote as DECp . The considered equivalent scheme is shown in Figure 12 (lower 

part). Since the final error probability after information reconciliation must be 0 with 
high probability, we assume in our simulation that the bits in error can be discarded, 
leading to a rate loss (note that in a practical system, a further CRC based control 
scheme is often present, capable of discarding wrong frames). 

Given this setup, where we only consider the correctly received bits, and we denote 

as DECp  the equivalent bit error rate of the encoded system, we can define as effk  and

effr the effective number of information bits and redundancy bits, and as effR the 

effective rate, which can be expressed as: 
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We can now estimate the efficiency of an error correction scheme operating on a 
composite BSC quantum channel with QBER Q (channel 1) and a possibly different 
channel on which the redundancy is transmitted (channel 2), as depicted in Figure 12. 
In particular, we need to experimentally estimate the overall (after decoding) BER 

)(QpDEC  as a function of the QBER parameter Q , so that the experimental 

efficiency as a function of Q will be, 
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The f(Q) function generally shows a minimum, in correspondence with the optimal 
QBER value for the considered rate. The selected code must in fact be matched to the 
channel, and, for a given QBER Q, the code with optimal rate should be selected (in 
order to find an optimal compromise between the loss due to the code redundancy and 
that due to its residual BER). 

 

Fig. 12. The composite channel (composed of the parallel secure and public channels) linking 
Alice and Bob in QKD applications. Notice that different channel model can be used for the 
public channel. 

2.2 Secret Key Rates 

Classical information theory tells us that if P(A,B,E) is the joint probability density 
function (pdf) of Alice, Bob and Eve's data, then the lower-bound on maximum 
secure key rate R is given by: ( ; ) ( ; ), ( ; ) ( ; )  

where, I(X;Y) is the mutual information between X and Y (i.e., the amount of 
information provided about X by Y , which by symmetry is the same as the amount of 
information provided about Y by X). This result by Csiszár and Körner is only valid in 
the case of independent identically distributed random variables that can only hold 
true in the case of individual attacks on the quantum system. A classical upper-bound 
on secret key rate is due to Maurer and is given by: 
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≤ ,  

where, E→Ê represents a mapping from random variable E to random variable Ê (i.e., 
we require the joint pdf P(A,B,Ê) to be consistent in the sense that it should lead to  
the proper marginal P(A,B)). Above is simply the expression for the minimum of the 
conditional mutual information between Alice and Bob, given Eve's data (the 
expression for the minimum is called the intrinsic information and is interpreted as a 
measure of how much Bob learns about Alice's data by looking at his own data after 
Eve announced her data or a function of it). 

It turns out that the gap between the lower and upper bounds is quite wide. There 
are no known protocols that achieve the upper-bound. The method of advantage 
distillation taps into the gap region. We note that most practical QKD schemes 
operate in two phases. In the first phase, a physical setup generates quantum states 
which are distributed and subsequently measured. In phase two, Alice and Bob use a 
classical channel and a one or two way communication to sift their data, perform error 
correction and privacy amplification and end up with a secret key. The computation 
of bounds on secret key rate should really look at all the phases.  

We will now develop an example of secret key rate evaluation as a function of the 
receiver parameters, focusing on the BB84 protocol, previously described. 

BB84 with Single Photon Source: Assuming that an on-demand Single Photon 
Source (SPS) did exist, what would be the secure key rate? Shor and Preskill have 
provided the following expression for secret key rate (all results are stated without 
proof. The interested reader can look at the excellent references on the subject for 
derivations of the stated results): = 1 2 ( ) , 

where, Pdet is the probability that a signal is detected (including the possibility of dark 
counts whereby the detector clicks even when there is no signal), Q is the quantum bit 
error rate and H2(.) is the binary entropy function. 

Suppose that the single photon source produces n photons with probability Pn. 
Now, any real source has non-zero probability values at least for P0, P1, and P2. One 
would hope that for n ≥ 2, Pn is so small that  the effect can  be  neglected. An ideal 
source would have P1 = 1 and P0 = 0; Pn = 0  for n ≥ 2. 

Consider finding the probability of detection error at Bob. To find this probability, 
we need to condition on several other events, and then remove the conditioning. In 
particular, we need to condition on the number of photons send by Alice, and note 
that for Bob to have detection errors, he must first detect a signal: 

P(Bob detects a signal and Bob has detection error for n-photons|Alice sends an n-photon) = 
P(Bob has detection error for n-photons|Bob detects a signal and Alice sends an n-photon) × 

P(Bob detects a signal|Alice sends an n-photon) 

To simplify the expressions, let us define the following events: 

Ev1 = {Bob has detection error for n-photons} 
Ev2 = {Bob detects a signal}=Detection probability  
Ev3 = {Alice sends an n-photon}    
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Then, we can write (below we use a comma to denote the AND operation): 

P(Bob has detection error,Ev2) = ∑n P(Ev1,Ev2|Ev3)P(Ev3). 

Now, Bob may detect a signal even when there is none, due to the detector dark 
counts. Hence, we can write (we note that P(Bob detects an n-photon or there is dark 
count|Ev3) is called the Yield and denoted Yn, and P(Ev3) is simply Pn): 

P(Ev2) =∑n P(Bob detects an n-photon or there is dark count|Ev3)P(Ev3). 

==
n

nnPYQEP μν )2(  

Finally: (    | 2) = (    | 2)( 2)  

For an ideal SPS, in order for Bob to detect a signal, either Alice's photon gets to Bob, 
which happens with probability η (i.e., the communication link transmissivity), or the 
detector has a dark count, which happens with probability Pdark. It is straightforward 
to show that: (    | 2) = · 0.5 ·

 

where, edet is the detector error rate which is independent of the number of photons. 
Putting the pieces together, we find the final expression: = · 1 2 · . ·

. 

Note that if the detector dark count probability was to approach zero and the detector 
error rate was small (on the order of 10-3 or less), then the secret key rate would be  
R ~ η. This is the best that can be achieved with BB84, ideal SPS and almost ideal 
detector. The point where the rate tends to zero as a function of transmissivity (hence 
establishing the communication range) can be easily obtained by setting  · 0.5 · = 0.5 

which occurs when · . · = 0.11  . 
This leads to the following relation: ∗ = . ·.   . 
The interpretation of this expression is that for a given detector performance as 
measured by Pdark, edet, there is a lower-bound on transmissivity ∗  below which it is 
impossible to have secure key exchange.  
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3 Capacity Achieving Codes (Turbo and LDPC) and 
Asymptotic Performance Evaluation 

The fact that the use of classical error correction techniques entails no loss in security 
of the underlying scheme has been well demonstrated in the literature. In [19] the 
authors present a proof of security of QKD showing the connection between the 
Calderbank-Shor-Steane (CSS) Quantum Error Correction Codes (QECCs) and QKD 
and demonstrate the security of the BB84 protocol [20] and other QKD schemes. The 
proof presented in [21] is much less complicated than other approaches (see for 
example, [22]). Furthermore, the QKD protocols presented in [19] do not require a 
quantum computer for their implementation, as is required for instance by the 
protocols presented in [23]. In [22] it is demonstrated that despite the introduction of 
quantum error correction, the proposed schemes do not require the entanglement of 
photon states, but rather, it is sufficient to have separable photon states. Starting from 
this key result, in [24] it has been shown that simpler protocols in which classical 
error correction replaces quantum error correction suffice to prove the security of 
QKD.  

The main ingredients that allow the simplification of using classical error-
correcting codes in place of quantum error-correcting codes are the separability of 
Alice’s state and Bob’s knowledge of the basis used by Alice. On the other hand, this 
simplification cannot be applied if Alice sends entangled states because, in this case 
the state sent by Alice consists of a superposition of states that are non-separable 
regardless of the basis used. Note that even if the protocol used was not BB84 and 
Bob did not know the basis used by Alice, the problem would still be treatable with 
classical error-correcting codes, but in this case out of a block of N transmitted qubits, 
approximately N/2 additional errors that are due to a measurement made in the wrong 
basis should be taken into account. 

Classical channel coding got a significant boost in 1993 with the introduction of 
Turbo codes and the subsequent developments of iterative decoding techniques [25]. 
With Turbo codes, Bit Error Rate (BER) of 10-5 at SNRs within 1dB of the Shannon’s 
limit was readily achieved. For iterative decoding of Turbo codes, a practical 
implementation of the Maximum A-Posteriori Probability (MAP) decoding of 
convolutional codes known as the BCJR algorithm [26] is typically used. 

As research progressed, it was realized that other capacity approaching codes once 
considered to be too complex to decode in the past, could be iteratively decoded 
achieving significant improvements in performance. In particular, Low-Density 
Parity-Check (LDPC) codes originally invented in 1960 by Robert Gallager in his 
PhD dissertation [27], which in spite of the excellent performance, were ignored for a 
long period because of the huge amount of hardware complexity involved in their 
decoding and the limitation of technology of that time, were resurrected. Tanner [28] 
provided a graphical representation denoted by Tanner graph, that is well suited to 
decoding of LDPC codes. Subsequently, LDPC codes began to be recognized as 
strong competitors to turbo codes in late 1990’s, when Shokrollahi, MacKay, and 
others rediscovered LDPC codes and showed that they have excellent theoretical 
performance [29],[30]. Like turbo codes, iteratively decoded LDPC codes can get 
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very close to the Shannon capacity limit. The asymptotic performance of LDPC 
codes, when the codeword length tends to infinity, has been studied using an 
analytical technique called density evolution or Gaussian approximation 
[29],[31],[32] and show close proximity to theoretical limits. 

In the following two subsections we present material on analysis and design of 
Turbo and LDPC codes for correction of errors that occur during the exchange of a 
cryptographic key.  

3.1 Analysis and Design of Classical Turbo Coding Techniques to Correct 
Errors That Occurred during the Exchange of a Cryptographic Key 

To introduce Turbo codes, consider a rate Rc=1/3 eight state Parallel Concatenated 
Convolutional Code (PCCC). The encoder consists of a parallel interleaved (with an 
interleaver of length k) concatenation of a rate-1/2 systematic recursive convolutional 
upper code and a rate-1 recursive convolutional lower code both with generators 
(g1,g2)=(13,17)8, where g1 and g2 are the feedback and the output polynomials in octal 
notation, respectively. The feedback polynomials specify the connections in the XOR 
sum of the state variables at the output of each constituent encoder memory cells. The 
design of concatenated codes with interleavers involves the choice of the interleaver 
and the constituent encoders. Unfortunately, a joint optimization is prohibitively 
complex. 

In [33] Benedetto and Montorsi proposed a method based on random interleaving 
arguments to evaluate the error probability of PCCCs independently from the 
interleaver used. The method consists in a decoupled design, in which one first 
designs the constituent encoders, and then tailors the interleaver to their 
characteristics. To achieve this goal, the notion of uniform interleaver was introduced 
in [33]. The use of the uniform interleaver drastically simplifies the performance 
evaluation of turbo codes. 

Denote by wm the minimum weight of an input sequence generating an error event 
of the parallel concatenated code C, and by hm and hM the minimum and maximum 
weight, respectively, of the codewords of C. Also, let AC

w,h denote the Input-Output 
Weight Enumerating Function (IOWEF), that is, the number of codewords in code C 

with input weight w and output weight h. Similarly, we define ACUw,hU
 and ACLw,hL

 for 

the upper constituent code CU and the lower constituent code CL, respectively. The bit 

error probability ( )ePb  of a PCCC over an additive white Gaussian noise channel can 

be upper bounded by [33]: 
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where N0/2 is the two-sided noise power spectral density and Eb is the energy per 
information bit. 
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Likewise, the frame error probability ( )ePw  is upper bounded by: 
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AC
w,h can be calculated by replacing the actual interleaver with the uniform interleaver 

[33] and exploiting its properties. The uniform interleaver of length k transforms an 
input sequence of weight w at the input of the upper constituent encoder into all its 

distinct 
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k
 permutations. As a consequence, each input sequence of the upper code 

of weight w, through the action of the uniform interleaver, enters the lower constituent 

encoder generating 
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 codewords of the lower code. The IOWEF of the overall 

PCCC can then be evaluated from the knowledge of the IOWEFs of CU and CL [33]: 
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where h, hU, and hL are related by the equation h=hU+hL. 
This general result needs to be modified to take into account the fact that in the 

context of the QKD application, we have two parallel channels to consider, the 
quantum channel modelled as a BSC and the classical public channel modelled as an 
AWGN.  

Assume that the systematic part of the PCCC described above is transmitted over a 
quantum channel and the redundancy at the output of the two constituent codes on an 
AWGN channel. As stated earlier, the quantum channel can be modelled as an 
equivalent binary symmetric channel (BSC) with error probability Q [18]. To 
generate soft metrics that can be combined with the metrics generated at the output of 
the classic AWGN channel, we need to convert the error probability Q into an 
effective signal to noise ratio associated with a fictitious AWGN channel, as shown in 
Section 2: 

( )( )21

0
Q 2erfcSNR Q

N

E

Q

b −==  (4)

Since the communication system consists in two parallel channels, namely a quantum 
channel with signal-to-noise ratio SNRQ, on which to transmit the information of 
weight w, and a parallel classical public channel, with signal-to-noise-ratio SNRP on 
which to transmit the redundancy of weight h −w, the bit error probability of a PCCC 
over this system can be upper bounded by [33]: 
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Likewise, the frame error probability is upper bounded by, 
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Figure 13 depicts the union bounds on the bit error probability (BER) for the rate-1/3 
PCCC with generators (g1, g2) = (13, 17)8. Here, the block length is k = 250 bits; this 
choice was made  following the assumptions in [18]. The black curve with no markers 
 

 
Fig. 13. Bit Error Rate vs. Signal-to-Noise Ratio Eb/N0 for the rate-1/3 PCCC with generators 
(g1,g2)=(13,17)8. Union bound results are reported for different Q values: Q={0.05, 0.1, 0.15, 
0.2} and also for the classical AWGN case (curve with no markers). The block length is k=250 
bits. 
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Fig. 14. Frame Error Rate vs. Signal-to-Noise Ratio Eb/N0 for the rate-1/3 PCCC with generators 
(g1,g2)=(13,17)8. Union bound results are reported for different Q values: Q={0.05, 0.1, 0.15, 0.2} 
and also for the classical AWGN case (curve with no markers). The block length is k=250 bits. 

 

Fig. 15. Bit Error Rate vs. Signal-to-Noise Ratio Eb/N0 for the rate-1/3 PCCC with generators 
(g1,g2)=(13,17)8. Union bound results are reported for different Q values: Q={0.05, 0.1, 0.15, 0.2} 
and also for the classical AWGN case (curve with no markers). The block length is k = 500 bits. 
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is the union bound results assuming the transmission of both the secret key and the 
redundancy on the classical AWGN channel. The coloured curves with markers report 
the union bound results assuming the transmission of the secret key on a quantum 
channel with fixed error probability Q ranging from 0.05 to 0.2, and of the 
redundancy on the classical AWGN channel. Figure 14 provides the union bounds on 
the frame error probability (FER) for the same code. 

In Figure 15 we provide the union bounds on the bit error probability (BER) with a 
block length of k=500 bits. 

3.2 Analysis and Design of Classical LDPC Coding Techniques to Correct 
Errors That Occurred during the Exchange of a Cryptographic Key 

This section describes the characteristics of another class of capacity achieving block 
codes, the Low-Density Parity-Check (LDPC) codes. LDPC codes are a class of 
linear block codes whose name comes from the characteristic of their parity-check 
matrix which contains few ones in comparison to the number of zeros. Their main 
advantage is that they provide a performance which is very close to the capacity for a 
lot of different channels and there are linear time complexity decoding algorithms 
available for them. Furthermore, they are suited for implementations that make heavy 
use of parallelism. LDPC codes can be represented through a matrix as well as a 
graph. 

An (n, k) LDPC code is represented by a parity check matrix which consists of 
m=n-k rows and n columns, where n is the codeword length, k the number of 
information bits and m the number of redundant bits. For example, the matrix defined 
in Equation (8) is a parity check matrix H with dimension n×k for a (8,4) code. 

                                             = 0 1 0 1  1 0 0 11 1 1 0  0 1 0 00  0 1 0  0 1 1 11 0 0 1  1 0 1 0                                                          (8) 

In a Tanner Graph representation of a (n, k) LDPC code, the n nodes related to the 
rows of the parity check matrix are denoted as Variable Nodes or Bit Nodes (V-
nodes). On the other hand there are m nodes, called Check Nodes (C-nodes), that are 
related to the rows of the H matrix, i.e., the m parity check equations of the code. An 
edge on the Tanner Graph connects a V-node to a C-node only if the corresponding 
element is a “1” in the parity check matrix H. From the parity check matrix H of 
Equation (8), we have n = 8 V-nodes connected to m = 4 C-nodes. Figure 16 shows 
the Tanner graph representation of the parity check matrix of Equation (8). Notice 
that the bit nodes values connected to same check node must sum to zero. Similarly, a 
Tanner graph can also be constructed from the columns of H. 

We can define two numbers describing the matrix H, wr for the number of 1’s in 
each row and wc for the number of 1’s in each column. For a matrix to be called low-
density the two conditions wc ≪ n and wr ≪ m must be satisfied. In order to achieve 
this, the parity check matrix should usually be very large, so the example matrix 
presented above is not really low-density. 
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account the message sent in the previous iteration from  to . The same rule holds 
for messages to be sent from  to . 

The Belief Propagation Algorithms (BPA) is an important class of message passing 
algorithm where the messages passed along the edges of a Tanner Graph are 
probabilities (or beliefs) [33]. More precisely, the message passed from the V-node  
to the C-node  is the probability that   has a certain value, given its own noisy 
observed value, and all the values received in the previous iteration from its 
neighboring C-nodes (two nodes are said to be neighbors if they are connected to the 
same edge of Tanner graph) excluding . Similarly, the message passed from  to  is the probability that  has a certain value given all the messages passed to  in 
the previous iteration from neighboring V-nodes other than . 

The aim of the belief propagation algorithm is to compute the A-Posteriori 
Probability (APP) that a given bit in the transmitted codeword  =    …   
equals 1, given the received sufficient statistic samples  =    …  , i.e., the 
APP probability 

                                                            =   (  =  1|  )                                      (14) 

or the APP ratio (also called Likelihood Ratio (LR)), 

                                                    ( ) =   (  | ) (  | )                                             (15) 

The LR can be iteratively computed exploiting the code’s Tanner graph. In one half 
iteration, each V-node processes its input messages (probabilities or LLRs) and passes 
its resulting output messages to the neighboring C-nodes. In the other half iteration 
the C-node passes its messages to the V-nodes. After a pre-defined number of 
iterations, or after some stopping criteria have been met, the decoder computes the 
APP (A-Posteriori Probabilities), or LLR (Log Likelihood  Ratios) from which 
decisions on the bits can be taken. 

Let  and   be the messages from  to  and  to  in  iteration, 
respectively. The belief propagation algorithm in probability domain can be described 
as, 

1) Initialization: (0) = 1  (16)(1) =  (17)

2) C-node update: 

                                            (0) =   ∏ (1 2  ( )(1))                   (18) 

where  is the set of all V-nodes connected to  excluding , and, (1) = 1 (0) (19)
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3) V-node update: (0) =  1  (0)  ∏ (0) (20)

where  is the set of all C-nodes connected to  excluding , and, (1) =  (1) ∏ (1) (21)

where   are constants, which satisfy (0) (1) = 1 (22)

4) Soft Decision: 

                                             (0)  = (0) ∏ (0)                                    (23) 

                                             (1)  = (1) ∏ (1)                                    (24) 

where  is the set of all C-nodes connected to , and  is chosen to satisfy, (0) (1) = 1 (25)

5) Hard Decision:  ̃  1      if (1)   00           otherwise  

If ̃ =  0, or maximum number of iterations is reached, stop, else go back to step 
2), where ̃   is the decoded codeword. 

As it can be seen above, the decoding process involves the multiplication of 
probabilities, which have high computational complexity. With the increase in 
number of iterations a log domain manipulation is required to decrease the 
complexity, by converting multiplications to additions. 

In log domain the algorithm can be described as follows, first we define:  ( ) = ( = 0| )( = 1| )  (26)

( ) = (0)(1)  (27)

( ) = (0)(1)  (28)

( ) = (0)(1)  (29)

1) Initialization: ( ) = ( ) (30)
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2) C-node update: 
From (18) and (19) we get 

                                        1 2 (1)  =  ∏ (1 2  (1))                                (31) 

Now since tanh = 1 2  and using (27) and (28), (31) can be written as, 

                                  tanh ( ) = ∏ tanh (  )                           (32) 

Equation (32) still involves multiplication and a complex tanh(.) function that needs 
to be simplified. Let us represent ( ) in its sign and magnitude form; in particular, 
let Θ  represent the sign of ( ), and δ  represent the magnitude of  ( ). Using 
these, (32) becomes, 

                      tanh ( ) = ∏ Θ  . ∏ tanh δ                      (33) 

Then, 

         ( ) =  ∏ Θ  . 2tanh . log . log ∏ tanh δ            (34) 

                 = ∏ Θ  . 2tanh . log . ∑ log  tanh δ                 (35) 

Let  be a map from the real numbers [-∞, ∞] to 2  0, ∞  defined by  (x):=(sgn( )-log(tanh(
| |

))), whereby, sgn( ) = 1  1 and 0 otherwise. 
Equation (35) can be written as, 

                                                ( ) = ∑ (δ  )                            (36) 

3) V-node update: 
Dividing (21) by (20) and taking log, we have,  

                                               ( ) =  ( )  ∑ (  )                            (37) 

4) Soft Decision: 

                                                   ( ) =  ( )  ∑ ( )                              (38) 

5) Hard decision: ̃  1      if (1)   00           otherwise  

If ̃ =  0, or maximum number of iterations is reached, stop, else go back to step 
2), where  ̃ is the decoded codeword. 
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As stated previously, the asymptotic performance of LDPC codes, when the 
codeword length tends to infinity, has been studied using an analytical technique 
called density evolution (DE) or Gaussian approximation [29],[31],[32]. 

The density evolution computes the probability density function (PDF) of the 
messages defined by the message-passing algorithm on Tanner graphs at any 
iteration. From [29], “Asymptotically, the actual density of the messages passed is 
very close to the expected density. Tracking the expected density during the iterations 
thus gives a very good picture of the actual behavior of the algorithm”. Two 
assumptions are made for the calculation of density evolution [32], 

● The independence condition assures that the messages passed on the Tanner graph 
are statistically independent; 

● For infinite code length, the factor graph can be viewed as a cycle free graph. 

In general, an LDPC code ensemble is specified by a degree profile ( , ρ). Its 
corresponding generating functions are  ( )  = ∑  x  and ( )  =∑   where  ( ) is the fraction of edges with variable (check) node of 
degree  and  ( ) is the maximal variable (check) node degree (number of 
edges connected to it), respectively. 

Let  denote the common density function of the messages  sent from C-nodes 
to V-nodes at round k and let  denote the density of the messages , i.e., the 
likelihood of the messages sent at iteration 0 of the algorithm. Then the update rule 
for the densities in (36) implies that the common density  of the messages sent 
from V-nodes to C-nodes at round 1 conditioned on the event that the degree of 
the node is d, equals ∗ , where ( ∗ )( ) = ( ( ) ( )) d  is the 
convolution over some group G of  and  [32]. 

Using ( ) defined above, let Γ( ( )) be the density of ( ). Using Eq. (36) and 
the independence assumption, it can be shown that  = Γ ( (Γ( ))) (39)

where Γ is the Laplace transform of the expected densities derived in [31],[32]. From 
this, the following recursion formula can be obtained for density evolution (DE): 

                                      =  ∗ λ (Γ ( (Γ( ))))                                       (40) 

The convolution can be efficiently computed using Fourier transform Ƒ, so the DE 
can be expressed as 

                                          = ΓƑ  Ƒ( ) λ  Ƒ                                     (41) 

From density evolution together with Fourier transform techniques, asymptotic 
thresholds below which belief propagation decodes the code successfully, and above 
which belief propagation does not decode successfully, can be derived [29],[31],[32]. 

The asymptotic performance of LDPC is characterized by finding the maximum 
channel parameter (threshold ∗) such that if ∗ then lim = 0, and  
is the expected fraction of incorrect messages at the  iteration. 
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Abstract. Security in the wireless access network gained increasing interest 
over the last years. Its implementation varies from one access network to 
another. The current trend in wireless access network is towards implementing 
mechanisms for mobility management namely handoff process and quality of 
service control. Consequently, security should be taken into consideration at 
each handoff process which may occur between different technologies (inter-
technology) or within the same (intra-technology). At the same time, security 
provisioning impact on network performances (e.g. end-to-end delay, 
throughput) should be controlled. This chapter aims to give a better 
understanding of security measures and protocols available in two distinct 
wireless network families, namely the Wireless Wide Area Network (WWAN) 
and the Wireless Local Area Network (WLAN). WWAN family includes the 
wide coverage area technologies such as the Long-term Evolution (LTE), also 
named as Evolved Packet System (EPS). On the other hand, WLAN are 
characterized by having a small coverage area. It includes the WiFi (802.11) 
technology. Each time, the chapter highlights the mechanisms employed by 
access network to ensure the trade-off between secured mobility and application 
requirements in terms of delay and throughput. 

Introduction 

Over the last few decades, we have witnessed the emergence of several wireless 
accesses which cover various requirements. The cellular access represents the first 
category of wireless access. The Global System for Mobile communication (GSM) 
was the first standard developed for the cellular access. Initially, The GSM was 
dedicated for voice traffic. The General Packet Radio Service (GPRS) extends the 
GSM capabilities to support the IP packet transfer. Several security problems were 
detected in this original standard. One decade later, the Universal Mobile 
Telecommunication System (UMTS) was introduced as an evolution of the GSM 
access. It provides a better data rate and improves user’s security. One more decade 
later, the new radio technology Long Term Evolution (LTE) appeared as the solution 
that will increase the capacity and the speed of wireless access. This paves the way to 
the Evolved Packet System (EPS) emergence [1]. The mobility management 
mechanisms were natively implemented in cellular access.  
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The fixed wireless access represents the second category of wireless access. It is 
called fixed access because the mobility was not natively considered. The Wireless 
Local Access Network (WLAN) was the early fixed wireless access. It is seen as the 
extension of the wired LAN. The IEEE 802.11 [2] is the most known WLAN and 
based on the WiFi technology. It is obvious that the low cost of the IEEE 802.11 
attracts a large number of users. Therefore, the WiFi access points become pervasive. 
The current trend in WLAN access is towards implementing mechanisms for mobility 
management namely handoff process and location update [3]. This enables the users 
to move from an access to another while keeping the session continuity. Moreover, 
the initial IEEE 802.11 standard defined a poor security implementation. The IEEE 
802.11i [4] standard was introduced to improve the security features.  

Security in wireless access network is needed to prevent the misuse. Actually, 
unlike wired networks, where data transit in cables connecting communicating 
entities, transmission in wireless networks uses the open air as a medium. The 
wireless medium has several characteristics that affect the security implementations: 
it is broadcast medium; it has a limited bandwidth; and the computational power of 
subscriber’s device is limited. For instance, the broadcast nature of wireless network 
exposes subscribers to a greater risk from intruders who may eavesdrop and 
potentially alter transmitted messages, impersonate a legitimate subscriber, and 
therefore gain unauthorized access to network equipments. Security mechanisms are 
of key importance for establishing trust relationship between communicating entities. 
Users should be able to insure that network equipments are not compromised or 
impersonated. On the other hand, network equipments should be able to check 
whether the requestor of network resources is indeed a reliable subscriber. 

On the other hand, the number of mobile users keeps growing and the amount of 
traffic related to real-time application keeps increasing. Therefore, making the 
handoff seamless and the user reachable is the key requirement for the mobility 
management in future wireless access networks. The seamless handover ensures the 
session continuity for real-time application during the subscriber movement. In 
addition, the device location should be known by the access provider so that it stays 
reachable at any time.  

The wireless access network faces dual challenge of mobility management and 
security provisioning. In fact, during each handoff process, the security procedures 
should take place so that an intruder cannot produce undesirable effects within the 
access network.  At the same time, the handoff latency including the security 
establishment delay should not impact the seamless session continuity. However, it 
was shown that the authentication delay represents approximately 64% of the total 
handoff latency [5]. As a result, the security fast reestablishment during the handoff 
process is required.  

The emerging of heterogeneous wireless access technologies, the disparity of  
the application requirements, and the urge to offer the mobility service has driven the 
wireless industry to evolve towards a convergent access network. For instance, the 
Third Generation Partnership Project (3GPP) specifications [6] defined a common IP 
core network that is able to interconnect heterogeneous access technologies including 
the cellular access (EPS/LTE) and the fixed access (WLAN/802.11). The mobility 
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management and the security provisioning are the major differences between the 
cellular access and the WLAN access. 

Within this context, we conduct a comparative study between the cellular access 
EPS/LTE and the WLAN/802.11 access. The goal of this chapter is to cover the EPS 
and WLAN security aspects.  

The chapter consists of four main parts. In the first part (Part I), we give an 
overview of the relevant security concepts such as the security services and the 
potential security attacks related to the wireless access network. We present also the 
security issues associated with the mobility management. In the second part (Part II), 
we discuss the security implementation in the EPS system. Specifically, we start with 
an overview of the network components and architectural model of the EPS system. 
Then, we analyze the way security mechanisms are implemented and the kind of 
security services the EPS system is intended to ensure. This part ends with a survey of 
the mechanisms implemented by EPS to ensure secured and seamless mobility. In the 
third part (Part III), we present the security features of WiFi along with its 
architectural model description. After that, we describe the security implementation 
evolution from unprotected to highly protected access points. This part concludes 
with an outline of mechanisms for security setup optimization during handoff process 
in WLAN network. The purpose of the last part (Part IV) is to compare the security 
scheme weakness and strength points between the two studied access networks, with 
due consideration for mobility. The conclusion includes security recommendation for 
LTE and WiFi interworking. 

1 Part I: Security Concepts 

In this section, we provide the basic concepts in security implementation. After giving 
the essential terminologies that we will use along this chapter, we present an overview 
of the main threats related to wireless access network. Then, the security services or 
properties that should be present in access networks are described. A mapping 
between each security service and some security mechanisms is provided at the end of 
the section. 

1.1 Terminologies 

Access Provider: represents an organization that arranges for a subscriber to have 
access to the Internet and potentially to additional services platforms. The cellular 
network operator is an example of the access provider. 

Subscriber: represents the user that requests resources from an access network such 
as IP address. It has already a subscription with the access provider in use. 

Intruder: refers to an attacker that would like to listen or alter messages of a 
legitimate subscriber. He may intend to alter network equipments. 
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1.2 Threats in Wireless Access Networks 

In general, security threats are classified into two categories: passive and active 
attacks [7]. A passive intruder seeks to learn information from the communication. He 
may even make use of the obtained information. However, he does not try to affect 
communicating entities or their communication. In the other side, an active intruder 
attempts to alter exchanged messages, abuse of network resources or affect the 
functioning of communicating entities.  

We propose to classify security threats into 4 main categories: 

1.2.1   Threats Related to Subscriber Privacy 
It includes the disclosure of information related to subscriber profile such as his 
identity, location, etc. Subscriber identity theft or subscriber tracking are examples of 
threats targeting subscriber privacy.  Even in case of message encryption, the intruder 
might observe the pattern of these messages and determine the location and identity of 
the communicating hosts. Also, the intruder might guess the nature of the 
communication that was taking place by observing the frequency and length of 
exchanged messages. 

1.2.2   Threats Related to Communication 
Those threats target subscriber communication. The following attacks are example of 
those threats: 

- Message contents disclosure: An intruder may listen to a legitimate subscriber 
communication without his consent. A communication may have sensitive or 
confidential information. If the communication is not protected, the intruder may 
learn the content of these transmissions. 

- Message modification: An intruder may capture messages of a legitimate 
subscriber, alter, delay or reorder them in order to produce an unauthorized 
effect.  

1.2.3   Threats Related to Access Network Resources  
Those threats aim to open access network for an unauthorized subscriber, to consume 
network resources in inappropriate way or to make it possible for access network to 
serve legitimate users. It includes the following attacks: 

- Masquerade: An intruder may pretend to be a legitimate subscriber. It may steal 
the real subscriber identity and use it to get an unauthorized access. As a result of 
this attack, the intruder may get extra privileges by impersonating the legitimate 
subscriber that possesses those privileges. 

- Replay: An intruder may capture an authentication sequence and retransmit it in 
order to produce an unauthorized effect such as unauthorized resource usage. 

- Denial of service: An intruder may engage network equipment with excessive 
and unnecessary processing, thus denying access to authorized subscribers. The 
intruder may overload a network equipment leading to reduced availability. He 
may also prevent signaling from being transmitted inducing protocol failure.  
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1.2.4   Threats Related to Mobility Management 
Thanks to mobility management, the subscriber may move from an access to another 
while maintaining session continuity. Moreover, the subscriber may still reachable as 
long as the mobility management service is active. There are two categories of 
mobility: Network-based mobility and Host-based mobility. We are interested in the 
first category where the network is responsible for ensuring seamless mobility while it 
moves from an access network to another.  

There are two categories of traffic that should be distinguished in mobility 
management: signaling traffic (that is messages for location update or handover 
command) and user traffic. 

An intruder may be merely a passive attacker by observing the signaling traffic 
related to the mobility management. With this kind of attack, the intruder may derive 
sensitive information such as subscriber location leading to a privacy violation.  

An intruder may choose to be an active attacker by manipulating the mobility 
management messages when they are carried unprotected. It may replay signaling 
messages or even flood network equipments. This may lead to unauthorized access to 
network services, denial of service, or even redirection of other user and control 
traffic. 

1.3 Security Services 

RFC 4949 [8] defines a security service as “a processing or communication service 
that is provided by a system to give a specific kind of protection to system resources”. 
Therefore, network security services may be defined as the security services ensured 
by the access provider in order to avoid potential threats such as user's identity theft, 
replay attack, and denial of service. Network security services may be implemented 
by several security mechanisms. 

In the following, we address an outline of the main security services. 

1.3.1   Identification 
Identification service is a crucial as it helps access providers to identify the 
subscribers that use their network. In general, there are two kinds of identity: 

o Subscription identity: is allocated to the subscriber by the access provider upon 
signing a subscription contract. It serves to identify subscribers when they use the 
access network. This parameter enables the access provider to determine the 
subscriber profile and the services to which he subscribed.  

o Device identity: is more related to the device and is specific to vendors. 

The type of the subscriber identity that shall be presented to an access network varies 
according to the method of authentication implemented in this access. For instance, 
the login represents the subscriber identity in the login/password authentication 
mechanism. 

1.3.2   Subscriber Authentication 
The authentication service consists in validating the subscriber identity. The fact that 
the subscriber claims an identity does not necessarily mean that he is the holder of 
that identity. The subscriber must provide evidence to prove its identity to access the 
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network. This proof can be a certificate or a response to a challenge. For security 
reasons, the authentication should be mutual in the access network, i.e., not only the 
user’s identity is verified by the network but also the network credibility is checked 
by the user.  Several authentication methods exist. 

There are three components involved in the subscriber authentication process: 

o Subscriber: represents the party in authentication process that will provide its 
identity and evidences that proves its veracity. 

o Authenticator: represents the party in authentication process that is providing 
resources only for allowed subscribers. It needs to ascertain subscriber identity 
and profile before allocating resources. 

o Security authority: represents the party in authentication process that is 
responsible for subscriber identity check.  

There are mainly three kinds of identity check mechanism: challenge/response 
authentication, mutual public key authentication, and tunneled authentication (i.e. 
first, the security authority is authenticated using its certificate, establishes encrypted 
channel with the subscriber and then authenticates the subscriber using the 
login/password or the challenge/response). 

1.3.3   Access Control 
The access control service prevents either the unauthorized use of the network 
resources or the use of network resources in unauthorized manner. Therefore, it 
ensures two main properties: 

o Authorized network resource usage: In general, the access network is intended to 
be used only by authorized subscribers.  

o Appropriate network resource usage: Once authorized, the subscriber is able to 
use network resources according to the restrictions that are defined in his profile.  

Therefore, the access control service should include two mechanisms: 

o Authorization mechanism: is intended to verify whether the subscriber has 
permission to use network resources.  

o Resource usage control mechanism: is intended to control the manner with which 
the network is used.  

1.3.4   Confidentiality and Integrity Protection 
The confidentiality service has the role of preventing the disclosure of the information 
contained in user's communication. The communication between the user and the 
network should be unintelligible to a third-party. It may be ensured by the ciphering 
operations. 

The integrity protection service has the role of preventing the modification of 
messages during their trip from the sender to the receiver. It prevents also  
from message replay attacks. In fact, with this service, any alteration of the original 
message by an unauthorized party will be notable at the receiver side. 

1.3.5   Privacy 
The access provider tends to maintain some basic information about subscribers such 
as subscription identities, devices identities, subscriber locations, etc. From privacy 
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viewpoint, those information should be protected from other parties. In general, 
access providers should mainly keep confidential the following information: 

- Identity confidentiality: is defined as the act of keeping confidential the 
subscriber’s identity. The identity privacy becomes crucial as it prevents identity 
theft, and therefore user impersonation attacks. 

- Location confidentiality: is defined as the act of keeping confidential subscriber’s 
locations. In fact, an intruder may observe and analyze location update messages 
sent by the subscriber each time he moves to a new access. This could lead to the 
disclosure of the subscriber location and therefore to privacy violations. 

1.4 Security Mechanisms 

Each network security service may be ensured with various security mechanisms. For 
instance, the authentication service may be ensured with either challenge/response or 
certificate-based mechanisms. In the following table, we present the mapping between 
the network security services and examples of the corresponding mechanisms.  

Network security service Network security mechanism 

Identification Permanent identity provisioning (device 
identity, subscription identity) 

Authentication Login/password 

Challenge/response  

Certificate-based authentication 

Access control  Access control list, port-based control  

Confidentiality  Ciphering 

Integrity protection Message digest (hashing) 

Use of the sequence number 

Privacy Binding with a temporary identity  

2 Part II: Security Implementation in EPS 

In this section, we will present the overall picture of the design of security 
implementation in the 3GPP Evolved Packet System (EPS) architecture. We start by 
describing the EPS architectural model. An in-depth description of security 
implementation appears in the subsequent sections of this part.  
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2.1 Architectural Model 

The EPS architectural model is depicted in Figure 1. It is composed of two parts: a 
radio access network (RAN) and core network (CN) [1]. Further, in EPS system, there 
is a control plane for signaling traffic exchange and a data plane for data traffic 
transmission. Dotted lines in Figure 1 are for signaling plane messages and solid lines 
are for user data traffic.  

User Equipment (UE): represents the subscriber in EPS world. It consists of a smart 
card called Universal Integrated Circuit Card (UICC) and a terminal called Mobile 
Equipment (ME). UICC houses the UMTS Subscriber Identity Module (USIM 
application). In general, UICC is known as the USIM card. The subscriber identity 
and the corresponding cryptographic key are contained in the USIM card. 

Radio access network (RAN): consists of several eNodeBs (eNB). The eNB represents 
the first contact point of the UE with the EPS system. It acts as a gatekeeper opening 
the door only for data traffic related to authenticated and authorized subscribers and 
forwarding signaling traffic related to unauthenticated subscribers to the equipment 
responsible for user’s authentication. 

Core Network (CN): consists of three main entities namely Mobility Management 
Entity (MME), Serving Gateway (S-GW) and PDN Gateway (P-GW). 

- Mobility Management Entity (MME): acts as the manager of network 
connectivity. It is responsible for the subscriber authentication and authorization. 
It generates the required keying material to secure traffic over the wireless link 
(i.e. between UE and eNB). It selects the adequate S-GW and P-GW and then 
initiates resources allocation procedure. It manages subscriber mobility. For 
instance, it ensures session continuity while the subscriber moves from an eNB to 
another. It ensures subscriber reachability by tracking his movement even when 
no session is going on.  

- Serving Gateway (S-GW): acts as a demarcation point between the eNodeB and 
the core network. It anchors UE data traffic for local mobility (i.e. packets are 
still routed through this point while UE moves between eNBs connected to this 
S-GW). For each UE, it maintains an always-on connection with the P-GW to 
ensure its reachability. It triggers the UE paging operation in the MME and 
buffers packets when downlink data arrive for an idle UE. 

- Packet Data Network (PDN) Gateway (P-GW): is the termination point of the 
core network towards one or more IP networks. It anchors UE data traffic for 
intra-LTE mobility (i.e. packets are still routed through this point while UE 
moves between several S-GWs) or inter-technology mobility (i.e. packets are still 
routed through this point while UE changes the access technology). It is 
responsible for IP address allocation from either its own pool or the target IP 
networks.  
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Fig. 1. EPS/LTE architectural model 

In Figure 1, a distinction between serving network and home environment is made. 
This distinction is relevant for security description in the following. 

o Serving network: represents the network equipments (in CN and RAN) that 
presently serve the subscriber.  

o Home Environment: includes the Home Subscriber Server (HSS) which acts as a 
central repository of all subscriber-specific authorizations and service profiles 
and preferences. In particular, the HSS contains the subscriber identity and the 
long-term subscriber key for each subscriber. The HSS is an evolution of the 
HLR of the original GSM and 3G architectures. 

The 3GPP specification [1] describes several procedures that are required to establish 
and maintain UE connection to the network. The basic procedures are: 

- Network attachment: is defined as the registration procedure. The UE needs this 
procedure to gain services from the network. For instance, due to the registration 
procedure, the MME is able to locate the subscribers and to deliver to them any 
received calls or messages. Upon receiving an initial attach request, the MME 
connects the UE to a default P-GW. A tunnel between the S-GW and P-GW is 
established and maintained as long as the UE is registered to the network.  

- Service Request: is performed when the UE is already attached and needs to send 
data traffic. This procedure may be initiated by the UE to respond to a paging 
request. 
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- Tracking Area Update (TAU): is defined as the procedure that helps the network 
to be up-to-date of the latter UE location. It is called also UE idle mobility. In 
fact, the cellular network is divided in different areas called tracking areas (TA). 
An area consists of several cells. The TAU procedure is initiated by the UE when 
a change of TA is detected.  

- Handover: is defined as the procedure that enables session continuity when the 
UE moves from an eNB to another. The UE mobility may include S-GW and 
MME changes. The handover principle is to hide the UE movement from the 
serving P-GW in order to avoid breaking the session. 

Each time the UE initiates one of this procedures with the network, security 
mechanisms are invoked. For instance, the MME should verify the identity included 
in the attach request and download the UE profile. Therefore, MME may decide 
whether the UE is authorized to use network resources. In addition, an agreement on 
security parameters such as cryptographic keys and algorithms is performed between 
the UE and the MME to protect their signaling exchanges. A second agreement is 
performed between the UE and the eNB to protect the traffic at the radio level. 

2.2 Security Implementation 

The EPS requirements in terms of security and the various alternatives for security 
implementation were discussed in the Technical Report [9]. The final version of 
security implementation in EPS is described in the Technical Specification [10]. It is 
worth mentioning that a trust relationship is assumed between the network 
equipments namely the eNB, the MME, the S-GW and the P-GW. [10] specifies only 
the way to authenticate subscribers, secure the signaling traffic exchange between UE 
and MME, and secure signaling and traffic exchange between UE and eNB. 

In the following, we map each security service presented in Part I with the 
corresponding security mechanism implemented in the EPS architecture. The network 
attachment Figure 2 in EPS seems to be the best procedure that may illustrate our 
mapping. In the following, we give the attachment phases in the EPS architecture. 

- Phase A: The UE gets access to the radio level by requesting a radio control 
channel from the eNB. After that, the UE sends an Attach request message 
including its identity. As a result, the MME starts a number of security 
procedures namely UE identification and authentication. We assume that the UE 
indicates in the attach request message that it has data to be sent. 

- Phase B: As the signaling exchange between UE and MME should be protected, 
an agreement on security parameters should happen. This includes cryptographic 
algorithm selection and cryptographic keys generation. The MME may initiate 
optionally the device identity check procedure.  

- Phase C: The MME downloads the UE profile from HSS so it may verify 
whether the UE is authorized to use the current eNB.  

- Phase D: Due to the always-on IP connectivity property of EPS access, MME 
requests from the S-GW and P-GW to establish a permanent tunnel dedicated for 
this UE.  
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Fig. 2. Network Attachment in EPS 

- Phase E: The MME generates a temporary identity and delivers it to the UE 
within the attach answer message. This message is not shown in the flow chart. 
Actually, the MME sends it to the eNB during the UE context setup message 
(procedure number 8 in the flow chart). This initiates the cryptographic keys 
generation and security algorithms selection in eNB and UE to secure their 
exchange at radio level (procedure number 9 in the flow chart). The eNB 
forwards the attach answer message to the UE during the bearer UE-eNB set up 
(procedure number 10 in the flow chart). The UE will use this temporary identity 
each time it sends a signaling message to MME. Upon receiving the attach 
complete from the UE, the MME updates the context maintained within the S-
GW by indicating the eNB to which the UE is connected. This will enable the 
activation the data tunnel between the serving eNB and the S-GW.   

2.2.1   Identification 
In EPS, each UE possess two identities: 

- Subscription identity: IMSI (International Mobile Subscriber Identity). It has 
three main components: 

o Mobile Country Code (MCC): identifies the country of the subscriber 
o Mobile Network Code (MNC): identifies the access provider of the 

subscriber within that country.  
o Mobile Subscriber Identification Number (MSIN): identifies the 

subscriber within the home network. 
- Device identity: IMEI (International Mobile Equipment Identity). 
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Whenever an UE sends a signaling message to the MME, it must include his 
subscription identity (IMSI) within this message. Therefore, the MME may fetch from 
the HSS the profile corresponding to this identity and check whether this subscriber is 
authorized to use the network resources. As the HSS contains all subscribers’ profiles, 
it is able to verify whether the identity presented to the MME corresponds to an 
existing subscription. When the MME cannot determine the subscriber identity from 
the signaling message, it sends back to the subscriber an Identity Request message 
Figure 3. 

In emergency cases, the UE may present its device identity instead of its 
subscription identity. 

 

Fig. 3. Subscriber Identity Request procedure [10] 

EPS may propose the device identity check procedure as an optional service  
Figure 4. In this procedure, the MME requests device identity (IMEI) from the UE. 
Then, it checks whether the received identity exists in a central database, called 
Equipment Identity Register (EIR). This database contains the IMEI of stolen or 
blacklisted devices. The EIR database belongs to the Home environment part (see 
Figure 1). Two EIRs of different access providers may communicate with each other 
in order to check the device validity.  

 

Fig. 4. Device Identity Check procedure [10] 
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At the access network level, network equipments generate several identifiers for 
addressing purpose. For instance, the UE is uniquely identified by the eNB within a 
cell using the C-RNTI identity. The C-RNTI denotes the cell radio network temporary 
identifier and is used to identify a user's radio connection within a cell radio coverage 
area.  The C-RNTI is allocated by the eNB and transmitted to the UE.  

2.2.2   Authentication 
In EPS access, the challenge/response authentication mechanism, called EPS-AKA 
(EPS-Authentication and Key Agreement), has been adopted. It is based on a 
permanent pre-shared secret between UE and HSS database. In fact, at the time of 
signing the subscription contract, the access provider gives a USIM card to the 
subscriber where the subscriber identity and the permanent pre-shared key are stored.  

With AKA, the network is able to firstly authenticate the subscriber and secondly 
agree with him on a common security key set. 

The network equipments involved in the authentication procedure are:  

- UE: acts as the subscriber in the authentication mechanism. 
- MME: acts as the authenticator and the security authority in the authentication 

mechanism. 
- HSS: acts as a database that provides for the security authority the information 

needed for the smooth running of the authentication mechanism.   

The flow chart of the authentication mechanism in EPS is shown in Figure 5. 

 

Fig. 5. Authentication mechanism in EPS 
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Upon receiving the subscriber identity, the MME requests authentication 
information, called also authentication vectors, from the HSS database [11]. This 
triggers the authentication vector generation procedure in the HSS using the 
permanent pre-shared key K. An authentication vector contains four components 
namely a temporary pre-shared key (KASME) called also master key, a challenge 
(RAND), an expected response to the challenge (XRES), and an authentication token 
(AUTN) that serves to authenticate the home network. The number of authentication 
vectors generated for an MME depends on the access provider policies. Then, the 
authentication vectors are sent back to the MME within the Authentication 
Information Answer message. After that, the MME chooses one of the received 
authentication vectors and sends the challenge and the authentication token to the 
subscriber within the User Authentication Request message. As a result, the 
subscriber uses its permanent key K, the parameters AUTN and RAND to 
authenticate the home network and calculate the response to the challenge. It sends 
back the response to the MME within the User Authentication Response message. 
The last phase of this mechanism consists in verifying the received response with the 
expected response. At the end of a successful authentication, the MME and the UE 
maintain each one a security context composed of the following parameters: the 
subscriber identity IMSI, temporary pre-shared secret KASME, and an identifier of this 
context eKSI (Key Set Identifier in EPS). This identifier serves as a pointer to  
the security context that should be used. The MME generates this parameter,  
checks its uniqueness and communicates it to the UE in the same message of 
challenge message.  

2.2.3   Access Control 
The authorized use of network resources represents the first property of the access 
control service. The authorization to use the current MME is checked by the HSS 
upon receiving the Authentication Information Request message. In fact, one 
subscriber may be allowed to use only the UMTS access. Therefore, when the HSS 
receives the Authentication Information Request message for the subscriber, it should 
inform the MME that the corresponding subscriber is not authorized to use the EPS 
access. 

After a successful authentication, the MME fetches the subscriber profile from the 
database HSS (see Figure 6). In this profile, the network indicates the network 
services to which the user is subscribed to such as multimedia broadcast (MBMS) and 
local IP access (LIPA) services. It indicates also the quota of resources affected to this 
subscriber such as the maximum bandwidth. 

Each time the subscriber requests a particular network service, the MME checks 
whether this subscriber is authorized to gain access to this service. 
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Fig. 6. Subscriber Profile download  

2.2.4   Confidentiality and Integrity Protection 
The 3GPP specification distinguishes between two categories of traffic: the signaling 
and user exchanges.  The first category requires total protection as it contains 
sensitive data. For instance, the confidentiality and integrity protection for the 
signaling exchange between the UE and the MME is mandatory. Any signaling 
messages received in clear are rejected by the MME except the Attach Request and 
TAU requests.  

The protection for the second category of traffic is optional [10]. In this case, the 
integrity protection is not provided for the data traffic at the radio level. It was 
established that the integrity protection is not required for user traffic [9]. Essentially, 
the integrity protection mechanism generates additional overhead if it is applied to 
each user packet. Therefore, integrity protection mechanism may reduce the available 
bandwidth. In addition, this mechanism may add an intolerable delay in the end-to-
end communication latency. 

The Figure 7 shows how security contexts are setup in both of MME and eNB. 

MME HSS

UE profile 

UE

Attach request ( Identification)

Identification

eNB

UE unauthorized

UE authorized

Authentication

Location Update procedure

Security activation

Security activation
UE context setup



472 S.B. Hadj Said, K. Guillouard, and J.-M. Bonnin 

 

Fig. 7. Confidentiality and integrity protection setup procedure 

The MME uses the security context resulting from the authentication mechanism 
(IMSI, UE security capabilities, eKSI, KASME) to derive two new cryptographic keys 
(KNAS_enc and KNAS_int). These keys are required to ensure the confidentiality (KNAS_enc) 
and integrity protection (KNAS_int) of the signaling exchange between the UE and the 
MME. 

The keys derivation is based on the temporary pre-shared key (KASME) and the 
identifier of the cryptographic algorithms that will be used in ciphering and integrity 
protection. It is worth mention here that the UE communicates its cryptographic 
capabilities (i.e. the identifiers of the cryptographic algorithms supported by the UE) 
to the MME within the attach request. Therefore, the MME choose the strongest 
security algorithms that are supported by both of them. After that, the MME initiates a 
Security Mode Command (SMC) to announce to the UE the selected algorithms. 

Upon receiving a service request or if the subscriber indicates in the attach request 
that he has data to be sent, the MME generates an additional key (KeNB). This key will 
be forwarded to the eNB and serves as the root for other keys derivation at eNB level. 
In fact, eNB derives from KeNB three new keys (KRRC_enc, KRRC_int and KUP_enc). The 
MME forwards also UE capabilities so the eNB may choose an algorithm supported 
by the two parties (eNB and UE). Likely to the MME, the eNB initiates the Security 
Mode Command (SMC) procedure to announce to the UE the selected algorithms and 
to trigger cryptographic keys derivation. 
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2.2.5   Privacy 
From subscriber privacy points of view, subscriber and device identities should be 
confidentially protected. Therefore, the EPS access takes any precaution to prevent 
the subscriber from sending identities in clear. For instance, it is established that the 
MME requests the device identity only after setting up security parameters for UE-
MME signaling protection. 

Concerning the subscriber identity, the UE should include it in each signaling 
message so the MME may identify the corresponding parameters. In mobility cases, 
the new MME requires this parameter to fetch the corresponding authentication data 
from the HSS or from the old MME. Therefore, sending this identity in clear is 
unavoidable. As a countermeasure, MME allocates a temporary identity called GUTI 
to the UE. The purpose of this identity is to provide to the UE an alternative identity 
that does not reveal the subscriber identity. Consequently, the UE may communicate 
with any MME in EPS access with this new identity.  

The MME uses the Attach Accept message to announce the temporary identity to 
the UE. 

GUTI is the abbreviation of Globally Unique Temporary UE Identity. It has two 
main components:  

- Globally Unique MME Identifier (GUMMEI): identifies the MME that allocated 
the GUTI in a global and unique way. It is constructed from the MCC, the MNC 
and the MME Identifier (MMEI). 

- M-TMSI: uniquely identifies the UE within the MME that allocated the GUTI. 

The use of the temporary identity ensures also the location confidentiality as it 
prevents the intruder from matching the TAU messages with the subscriber identity. 

2.3 Security and Mobility 

Initially, EPS was conceived with the mobility consideration in mind. Whenever the 
UE moves from an access point to another, EPS ensures the seamless continuity of 
active sessions by hiding UE location change to the other end-party of the 
communication. Even in case of mobility with no active sessions, EPS provides 
subscriber’s reachability by enabling the TAU mechanism.  

For each mobility management procedures, the security should be provided to 
avoid unauthorized use of resources or denial of service attacks. For instance, EPS 
should run authentication mechanism upon receiving a TAU request in order to make 
sure of the UE’s reliability. Thus, the unauthorized use of network equipment is 
warded off. Moreover, the TAU request sent by the UE should be integrity protected 
so an intruder cannot modify the message content.  

The security implementation may impact network performances. Firstly, the 
authentication method AKA and the SMC procedures are time-consuming procedure 
[12]. Therefore, running these procedures during each handover may impact session 
latency. Secondly, running AKA for each location update generates additional 
overhead on network and may overload network equipment [13][14]. A mechanism 
for fast security re-establishment is required to support the mobility management 
mechanisms. 
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In order to carry out authentication, the MME obtains authentication data from the 
HSS. It was established that the MME may obtain an array of AV so that the 
authentication delay is reduced [10]. The 3GPP specification left the choice of the AV 
array length to the access provider policies. Both of [13] and [14] propose a 
mechanism that dynamically selects the length of the AV array. This reduces the 
authentication signaling traffic only between the serving network and the home 
environment. However, no mechanism was proposed in these papers to reduce the 
signaling traffic between the UE and the serving network. 

In the 3GPP specification, the context transfer protocol is used to rapidly re-
establish the security parameters in the new access point and to reduce the 
authentication signaling exchange during the UE mobility. In general, the context 
protocol consists in transferring session state from one network equipment to another 
contributing therefore to the enhancement of handoff performance.  

In the following we describe the way the context transfer is implemented in the 
EPS network. We note that a trust relationship is assumed between the network 
equipments that belongs to the same serving network. 

The running of security mechanisms described earlier results in the creation of two 
security contexts (Figure 8). The first context is maintained in MME as long as the 
UE is registered to the network and consists in the permanent identity, the temporary 
identity, the cryptographic keys and algorithms in use, and the unused authentication 
vectors (AV). The second one is maintained in eNB as long as the UE has an active 
session and consists in the cryptographic keys and algorithms in use.  

 

 

Fig. 8. Security contexts in EPS 
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The security parameters that should be transferred as well as the network 
equipment concerned with this transfer depend on the mobility level. In fact, there are 
two levels of mobility. In the first level, the UE changes the eNB but keeps the same 
MME. It is called intra-MME mobility. In the second one, the UE moves from the old 
MME to a new one. It is called inter-MME mobility.  

- Intra-MME mobility: There are two kinds of handover: the X2-based handover 
and the S1-based handover. In X2-based handover, the context transfer takes 
place directly between eNBs. The old eNB derives a new key, called K*

eNB. Then, 
the K*

eNB and the UE security capabilities are sent to the new eNB within the 
Handover Command message. Therefore, the new eNB can select the appropriate 
cryptographic algorithms and generates new cryptographic keys for radio link 
level security. Then the new eNB communicates its choices to the UE through the 
old eNB. In S1-based handover, the context transfer takes place between the 
MME and the new eNB. The MME sends the UE security capabilities and a 
couple of parameters for cryptographic key generation to the new eNB using the 
Handover Command message. Once the cryptographic algorithms are selected 
and the cryptographic key generated, the new eNB informs the MME about the 
selected algorithm. The MME communicates this information to the UE through 
the old eNB. 

- Inter-MME mobility: the context transfer takes place between MMEs. Upon a 
mobility signaling message (TAU Request or Attach Request with Handover 
indictor) from an UE, the new MME uses the GUTI parameter to identify the old 
one. Then, it forwards the received message to the old MME. After checking 
message integrity, the old MME sends back the UE security context. For security 
reasons, the 3GPP specification defined several rules about the content of the UE 
security context [10]. If the old and new MMEs belong to the same serving 
network, the UE security context includes the permanent identity, the unused 
authentication vectors and potentially the cryptographic keys in use. This avoids 
the signaling exchange with the HSS for authentication information retrieval. If 
the MMEs belong to different serving network, the UE security context includes 
only the permanent identity. In this case, the new MME should rerun the 
complete authentication mechanism.. 

3 Part III: Security Implementation in WLAN 

Before describing security implementation in WLAN access, we need to briefly 
preview WLAN architectural model [2]. An overview of the techniques for fast 
reestablishment security during handoff process is given at the end of this part. 

3.1 Architectural Model 

The wireless LAN standard IEEE 802.11 defines two basic modes of operation: the 
ad-hoc network and the infrastructure network (see Figure 9). In ad-hoc mode, 
wireless devices in the same area may directly interconnect, for example laptops in a 
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meeting room. In the infrastructure mode, wireless devices may connect to a 
backbone, called Distribution System, through an access point (AP). The laptop can 
move from cell to cell while keeping access to resources on the wireless LAN. 

The term Station (STA) is specific to the terminology used in IEEE 802.11 
Standard. It refers to the subscriber that supports the IEEE 802.11 protocol. A laptop, 
a PDA, or a smartphone are examples of STA. 

 

Fig. 9. WLAN modes of operation 

As the document aims at comparing the EPS with the WLAN architecture, we are 
mainly interested in the WLAN infrastructure mode. 

The basic architectural model of the WLAN infrastructure mode, depicted in 
Figure 10, is made of three main equipments: 

- Access Point (AP): represents the first point of contact of STA with the WLAN 
network. It represents the boundary between the wireless coverage and the wired 
backbone. Depending on security configuration, AP may behave differently. For 
instance, an open AP with no security configuration serves any STA within its 
coverage area as long as the maximum number of STAs that it can serve 
immediately is not reached. Whenever the access provider decides to protect his 
access network, the AP acts as a gatekeeper. In this case, it opens the door only 
for data traffic related to authenticated and authorized STAs. Otherwise, the AP 
rejects association request as long as STA authentication procedure fails. Several 
security configurations will be described in the following.    
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- Access Router (AR): represents the first hop router in WLAN networks. It 
provides basic connectivity functions such as packet routing, IP address 
allocation. It potentially participates in Authentication, Authorization and 
Accounting (AAA) procedure.  

- Wireless Access Gateway (WAG): is the termination point of the WLAN network. 
It acts as the point of exit of subscriber’s packets towards the Internet, the 
services platforms, and other networks (e.g. domains managed by other 
operators)[28]. 

 

Fig. 10. WLAN architectural model 

As the security configuration depends on the authentication mechanism in use, 
security components are not shown in Figure 10. 

Unlike the EPS architecture, no separation between the control and user plane is 
made in the WLAN architecture. 

3.2 Security Implementation 

Security implementation in WLAN access is undoubtedly continuously improving. 
The Wired Equivalent Privacy (WEP) was the first security algorithm specified in 
IEEE 802.11 standards. The aim of this algorithm was to provide a level of security 
comparable to that of wired network [2]. WEP ensures the confidentiality protection 
for subscriber’s messages. However, the secret key (WEP key) of the AP should be 
configured in each subscriber that connects to this AP. Security analysis showed that 
security implementation in the original IEEE 802.11 is vulnerable to several attacks 
capable of WEP key cracking [15][16]. The basic goal of the IEEE 802.11i was to 
overcome the WLAN security weakness. The WiFi alliance introduced the WiFi 
Protected Access (WPA) as a replacement of WEP in order to improve security in 
IEEE 802.11 networks. WPA was just an intermediary version of the security 
implementation in WLAN. Finally, IEEE 802.11i standard [4] was proposed as an 
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amendment of the original IEEE 802.11 and is referred to as Robust Security Network 
(RSN). It relies on the IEEE 802.1X protocol to ensure authentication and access 
control services. It specifies the cryptographic algorithm to be used for confidentiality 
and integrity protection.  

The Figure 11 shows the main phases of the association procedure in IEEE 802.11i 
[7]. 

 

Fig. 11. Association procedure in WLAN 

Discovery: represents the first phase in the association procedure in WLAN. Upon 
exchanging the security capabilities, the STA and the AP decides on several security 
procedures such as the authentication method to be used, confidentiality and integrity 
protection protocols, and cryptographic key management approach. At the end of this 
phase, the STA is just associated to the AP and needs to be authenticated and 
authorized before getting the complete access to WLAN network. 

Authentication: relies on IEEE 802.1x standard which was designed to provide access 
control function in LANs. This standard introduces a new entity called Authentication 
Server (AS) in WLAN architectural model. Therefore, the AP delegates the 
authentication task to the AS. Upon a successful authentication, the AS may generate 
and forward the cryptographic key associated with the authenticated STA to the AP. 

Key Management: represents the security activation phase. During this phase, a 4-way 
handshake between the STA and the AP takes place. The aim of this exchange is to 
establish fresh keys to protect link-layer frames. Therefore, the confidentiality and 
integrity protection can be ensured. 

Protected Data Transfer: represents the last phase of the association procedure. 
During this phase, the STA and the AP apply the cryptographic algorithm for 
confidentiality and integrity protection. The STA traffic is now protected at the radio 
level. 

In the following, we present the security mechanism implemented by the IEEE 
802.11i for security services.  

3.2.1   Identification 
Identification in WLAN is still a matter of concern. Several types of subscriber 
identities exist. For instance, the subscriber uses the login as a subscriber identity in 
WiFi hotspots. In I-WLAN access (i.e. the Interworking between the WLAN and 
3GPP access [28]), the subscriber presents its IMSI as a subscriber identity. In other 
examples, the subscriber may use the MAC address of its device as a subscriber 
identity. However, this is in general not recommended if the authentication 
mechanism is not strong enough; The MAC address represents the device identity. 
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For data transfer purpose, the subscriber is identified with the MAC address within 
the AP coverage area. Further, a binding between the MAC and IP addresses is 
required at the AR level for identification purpose. 

3.2.2   Authentication 
In WEP, two authentication methods are defined:  

- Default authentication: In this mode, no authentication is carried out. Upon 
receiving an association request, the AP approves it without requesting a proof of 
the identity presented by the subscriber. However, the subscriber should be 
configured with the security key (WEP key) of the AP in use. This key is 
required for data encryption. 

- Shared Key authentication: The subscriber and the AP should share the security 
key (WEP key). In this mode, the AP authenticates the subscriber in a four step 
challenge-response handshake. 

The IEEE 802.11i relies on the 802.1x standard to perform authentication mechanism. 
The IEEE 802.1x is known as port-based network access control. It introduces three 
main functional entities in WLAN architecture (see Figure 12): 

- Supplicant: represents the party that needs to be authenticated. It is located at the 
subscriber side. 

- Authenticator: is defined as the gatekeeper of the access network. It delegates the 
authentication service to the authentication server and waits for its approval to 
open the access for the subscriber. It is located in the AP. 

- Authentication Server (AS): is defined as the entity that provides authentication 
service to the authenticator. Therefore, the AS task is to check the supplicant 
credentials and to give the supplicant authorizations to the authenticator. There 
are two possibilities for the AS location in WLAN network. The first possibility 
consists of a standalone mode where the AS serves a number of authenticators. In 
this case, it needs an AAA protocol, namely RADIUS and Diameter to 
communicate with the authenticator. Co-locating the AS with the authenticator in 
the same AP represents the second possibility. 

The authentication exchange between the AS and the supplicant relies on the 
Extensible Authentication Protocol (EAP). 

EAP is a generic authentication framework that implements diverse authentication 
methods, called EAP methods, such as EAP-TLS, EAP-AKA, etc. In addition, EAP 
messages are easily transported over several protocols. For instance, any EAP method 
may run over wired links as well as wireless links. Moreover, any EAP method may 
run at the link-layer as well as at the IP-layer. The number of messages exchanged 
during an authentication procedure depends on the selected authentication method.  

EAP-TLS is a mutual authentication method where the supplicant and the server 
use certificates as credentials. A PKI infrastructure is required for the smooth running 
of the method. However, the disadvantages of PKI infrastructures reside in their 
expensive cost and implementation complexity. Therefore, access providers will use 
the vendor certificate associated with the MAC address at the subscriber side and 
provide the AS with a certificate. Upon a successful authentication, session key is 
generated at both sides (supplicant and AS). 
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Fig. 12. Authentication components in WLAN 

 

Fig. 13. EAP-AKA in 802.1x context 
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EAP-AKA is a well-known mutual authentication method. Likewise the EPS –
AKA authentication mechanism used in the 3GPP cellular access, it is based on a pre-
shared key authentication method and requires a USIM card at the subscriber side. 
The 3GPP specification [6] considers any WLAN implementing EAP-AKA as a 
trusted access. Figure 13 depicts the authentication in trusted access as it was defined 
in 3GPP specifications. 

3.2.3   Access Control 
Several mechanisms for the access control service exist [18]. For instance, the AP 
may be pre-configured with a list of authorized MAC addresses. Moreover, the access 
control may be implicit. That is the case of WEP. In fact, receiving data encrypted 
with WEP key, assures the AP ensures that the sender possesses the pre-shared key. 
Therefore, it is authorized to gain access to network resources. These mechanisms are 
vulnerable and static. A dynamic and stringent access control is needed. 

The 802.1x protocol ensures the network access control service by maintaining two 
kinds of ports at the authenticator side. The first port is always open. However, it only 
transfers traffic related to the authentication exchange towards the AS. This enables 
the subscriber to present its identity and its credentials to the AS. The second port is 
dedicated to the data transfer. It is maintained blocked until the subscriber is 
successfully authenticated (see Figure 14).   

 

Fig. 14. Access control in IEEE 802.11i 
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3.2.4   Confidentiality and Integrity Protection 
At the end of a successful authentication, common temporary key called Pairwise 
Master Key (PMK) is setup in the subscriber and the AP. From this key, a number of 
dynamic and short-lived keys are derived. A 4-way handshake takes place between 
the subscriber and the AP to confirm the presence of the PMK, to select the cipher 
suite and to derive the other keys. 

Actually, AP triggers the key derivation by sending its MAC address to STA. 
Therefore, the Pairwise Transient Key (PTK) is derived from the PMK using the AP 
and STA MAC addresses at STA side. The use of MAC address in key derivation 
provides a protection from impersonation attacks. After that, STA sends back its 
MAC address to the AP. The sent message is integrity protected. At this time, the AP 
can derive the PTK key using both of the MAC address and the PMK key. An 
acknowledge message concludes the 4-way handshake.  

The PTK key has 3 main components: 

- EAPOL-KCK (EAP over LAN - Key Confirmation Key): is used to ensure the 
integrity protection of the control frame transporting key material during the 4-
way handshake. 

- EAPOL-KEK (EAP over LAN - Key Encryption Key): is intended to ensure the 
confidentiality protection for the control frame transporting key material during 
the 4-way handshake. 

- TK (Temporal Key): It enables user traffic protection at the Radio link level. 

 

Fig. 15. Cryptographic key management in 802.11i 

3.2.5   Privacy 
Regarding identity privacy, the EAP framework generates temporary identity that can 
be used in the next authentication request. However, the subscriber should send its 
identity in clear whenever it changes the authenticator. Moreover, the MAC addresses  
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of both of the subscriber and the AP respectively are exchanged in clear during the 4-
way handshake for the security keys setup. Thus, we may conclude that identity and 
location privacy is not ensured. 

3.3 Security and Mobility 

The security implementation in WLAN access and its impact on network 
performances were extensively studied. For instance, [19] carried out an analytical 
and experimental study about the impact of several security levels on WLAN 
performance. It showed that the major contributor in the authentication delay is the 
time needed to detect the surrounding AP. [20] showed that the security may add a 
slight degradation on the throughput. However, no mobility considerations were made 
in these papers.  

The original IEEE 802.11 standard specified no mobility management mechanism 
leading to session broken whenever the AP change. Several approaches have been 
proposed to encounter this problem. At link-layer, the IEEE 802.11r supports the fast-
handover by enabling the STA to change the access point seamlessly while moving. 
At IP-layer, the Mobile IP (MIP) and Proxy Mobile IP (PMIP) are examples of IETF 
protocols for the mobility management. Both of these approaches define no 
mechanism to rapidly reestablish the security parameters. Even when the EAP 
framework was introduced in IEEE 802.11i, the fast reestablishment of the security 
parameters during the mobility event without generating a lot of signaling was not 
addressed. In fact, the mobility has not been considered at the EAP framework design 
time. In fact, [21] states that the EAP authentication should be performed each time 
the user changes the EAP authenticator regardless of whether the user is already 
authenticated by an old EAP authenticator or has valid keying materials.  

Maintaining seamless mobility and ensuring security at the same time are ones of 
major challenges in WLAN. Actually, the aim of the mobility management is to 
provide the subscriber with the same Quality of Service (QoS) while it moves from an 
access point to another. The security procedures may generate additional overhead. 
Moreover, it may make the network association longer. For instance, [5] mentioned 
that the 802.11i authentication latency represents 65% of the total handover latency. It 
was shown in [22] that the IEEE 802.1X authentication is a time-consuming 
mechanism within the handover process. Hence, each time the STA changes the AP, 
the authentication delay affects the real-time application. A study was carried out 
about the effect of the mobility on four different security levels [23]. This study 
shows that the higher the STA mobility rate, the greater the authentication signaling 
and processing cost. This highlights the need for mechanisms to reduce authentication 
delay during handover. 

In literature, several mechanisms were proposed to enable the fast security 
reestablishment:  

- Context transfer: consists in transferring the security parameters created by the 
STA at the current AP to a new one. The IEEE 802.11f standard specified the 
way to exchange context between APs during the handoff process. When the 
mobility is managed at IP layer, the IEEE 802.11f proposal works separately 
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from the mobility protocol. This may introduce an additional delay to the handoff 
process. Consequently, the [24] proposes extensions to the mobility messages to 
carry the security context. From the network performances viewpoint, the context 
transfer technique reduces the handoff latency and the authentication signaling 
traffic. However, from the security viewpoint, this mechanism raises some 
security concerns such as the domino effect [25]. Actually, a strong trust 
relationship between the involved APs is required. 

- Pre-authentication: consists in pre-installing the security context into the next AP 
before the STA moves. The IEEE 802.11i introduced the pre-authentication 
mechanism to reduce the handoff delay. Actually, the new authentication 
mechanism takes place between the STA and the next AP through the current AP. 
Once a successful authentication, a new PMK is generated and maintained in 
both of new AP and STA. When the STA moves to the new AP, the 6-way 
handshake takes place using the new PMK. As the 802.11i is based on link-layer 
frames, the proposed mechanism for fast security reestablishment cannot work 
when the involved APs belong to different Distribution Systems (DSs). To 
overcome this issue, [26] proposed a mechanism based on IP-layer that assists the 
handover process between different DSs. Thanks to the pre-authentication 
technique, the handoff delay is reduced. However, the AS is significantly loaded. 

- Proactive Key distribution: consists in distributing cryptographic keys into 
several APs that will probably host the STA during its mobility [27]. A trusted 
third-party such as the AS will generate keys and pre-distribute them to the 
corresponding APs. The proactive key distribution requires the knowledge about 
the network topology such as AP location. Therefore, it cannot work when the 
STA moves between different DSs. This technique enables a reduction in handoff 
delay. However, it generates a significant network load upon receiving the initial 
authentication procedure. Moreover, it keeps an AP busy as long as the STA has 
not reached this AP.  

4 Part IV: Comparison between EPS and WLAN 

In this section, we address an overall comparison between the EPS and the WLAN 
accesses. 

1. From the Architecture Viewpoint 

In EPS architecture, a distinction is made between the signaling plane and the data 
plane. In fact, a number of protocols were specified to only carry the signaling traffic. 
For instance, the Non-Access Stratum (NAS) protocol carries the security and 
mobility signaling traffic between the UE and the MME. 

In the original IEEE 802.11standard, the signaling plane is not separated from the 
data plane. Then, the IEEE 802.11i amendment introduced the IEEE 802.1x protocol 
which separates the security messages from the data message (i.e. through the use of 
the EAPoL messages). This may be seen as an initiative to separate the signaling 
exchange from the data exchange.  
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2. From the Security Implementation Viewpoint 

- Identification: In EPS/LTE architecture, only the IMSI should be used as the 
subscriber identity. Whereas in WLAN/802.11, the subscriber identity depends 
on the authentication method in use. Where the addressing plane in EPS is based 
on multiple temporary generated identities, it relies on the use of the device 
identity namely the MAC address in the IEEE 802.11. 

- Authentication: The 3GPP standard specified the EPS-AKA as the unique 
authentication method that should be used. It is based on a pre-shared key which 
is maintained in both of the HSS database and the subscriber terminal.  

In the IEEE 802.11i, the subscriber negotiates with the AP the authentication 
suite to be used. For instance, it may choose to use the pre-shared key method. It 
may also choose the IEEE 802.1X which relies on the EAP framework. Even 
within the EAP framework, the subscriber can negotiate the authentication 
method to be used. 

- Access control: In EPS, the access control is distributed between the HSS 
database, the MME and the eNB. Actually, the HSS decides whether the 
subscriber is authorized to use the current MME. According to the subscriber 
profile, the MME decides whether the subscriber is authorized to use the current 
eNB. Finally, the eNB enforces the MME authorization decision by opening the 
door for the subscriber data. When the IEEE 802.11 uses the pre-shared secret, 
the access control is performed implicitly. When the IEEE 802.11 uses the EAP 
framework, the access control is distributed between the AS and the AP. In fact, 
the AS decides whether the subscriber is authorized to use the current AP. The 
latter enforces the AS authorization decision. 

- Confidentiality and integrity protection: The security in EPS is layered. Actually, 
the first security layer aims at protecting the exchange between the UE and the 
MME. The second one aims at protecting the exchange between the UE and  
the eNB. 

A unique security layer was specified in IEEE 802.11i. This aims at protecting 
the exchange between the STA and the AP. 

- Privacy: In EPS, the identity confidentiality is ensured thanks to the temporary 
identity allocation. The location confidentiality is ensured thanks to the use of the 
temporary identity and the ciphering of the signaling exchange. In fact, whenever 
the MME changes it is possible guess the old MME through the temporary 
identity. Therefore, an intruder cannot link the subscriber to its location.  

The EAP framework defined a temporary identity for the re-authentication. 
However, this identity becomes useless when the authenticator change. 
Therefore, the subscriber should send its permanent identity in clear at each 
authenticator change. The tunneled authentication method can preserve the 
identity confidentiality. 

The following table summarizes the comparison between the EPS/LTE and the 
WLAN/802.11 access from the security implementation viewpoint. 
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Security service EPS access WLAN access (802.1x) 

Identification Subscriber identity : IMSI 

Device identity : IMEI 

The addressing plane relies on 

multiple temporary identities 

Subscriber identity: Multiple 

subscription identities 

Device identity: MAC address 

The addressing plane uses the 

MAC address 

Authentication EPS-AKA Several authentication method 

Access control Distributed between the eNB, 

the MME and the HSS. 

Distributed between the AP 

and the AS. 

Confidentiality and 

integrity protection 

Layered security:  

- confidentiality and 

integrity protection for the 

UE-MME exchange 

- confidentiality and 

integrity protection for the 

UE-eNB exchange 

One security layer: 

- Security and integrity 

protection for the STA-

AP exchange.  

Privacy Identity confidentiality: Tempo-

rary identity allocation 

Location confidentiality: the 

use of temporary identity, en-

cryption of the location update 

messages 

Identity confidentiality: the 

temporary identity allocation 

for re-authentication  

3. From the Mobility Viewpoint 

The 3GPP specification selected the context transfer technique for the fast security 
reestablishment. Since the mobility management and the security mechanisms are 
natively implemented in the EPS architecture, the context transfer technique relies on 
the mobility management messages for security parameters transfer between either 
the eNBs or the MMEs. This enables the handoff latency and signaling reduction. 
However, it is established in the 3GPP specification that the context transfer should 
be used carefully. For instance, two MMEs belonging to different serving network 
cannot exchange authentication information. 
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The IEEE 802.11i specified the pre-authentication technique as a support for the 
fast handoff. This technique has reduced the handoff delay. However, it has generated 
a significant load at the AS. In the literature, multiple alternative techniques were 
proposed for the fast security reestablishment. 

Conclusion and Future Work 

Throughout this chapter, we reviewed the security aspects of two distinct wireless 
access network namely the EPS/LTE and the WLAN/802.11. We described the 
architectural model of each wireless access. In more details, we focused on the 
security implementation in both of them. We presented the impact of the security on 
the mobility management performances. This was followed by an overview of the 
techniques that was proposed in the literature for the fast security reestablishment 
during the handoff process. At the end of the chapter, we compared the EPS/LTE 
access and the WLAN/802.11 access. 

Under the interworking between the LTE and 802.11 access technology, 
optimizing the authentication schemes becomes a key challenge. In fact, the 
comparison between the EPS/LTE and the WLAN/802.11 conducted within this 
chapter reveals some point of differences. Where the authentication method is 
systematic in the first access, the authentication method can be negotiated in the 
second one. Therefore, when the subscriber moves from the EPS/LTE access to the 
WLAN/802.11 access, the authentication negotiation phase may increase the handoff 
delay leading to performance degradation. Moreover, the security level at the target 
access should be the same as the level at the old access. For instance, the subscriber 
has a high security level when he is connected to the EPS/LTE access. He should 
obtain the same security level when he moves to the WLAN/802.11 access. 

Currently, the research community is working on improving the handover delay 
between heterogeneous accesses by making the authentication automatic and 
optimizing therefore the association phase. In fact, the network may prepare the target 
access point by choosing the adequate authentication mechanism that should be run. 
For instance, the Access Network Discovery and Selection Function (ANDSF) entity, 
which is specified by the 3GPP standards group, may inform the subscriber about the 
authentication mechanism and the credentials that should be used in the next hotspot. 
Hence, the association phase in the next hotspot may be optimized. 

The dynamic nature of the current environment requires a very active flexible and 
adaptable security implementation. Actually, the future security implementation 
should be able to adapt to situations with a scarce resources. At the same time, it 
should be able to evolve and provide a strong security guarantees when more 
resources are available. Moreover, the future security implementation should be able 
to cope with several categories of devices. Consequently, a research challenging task 
is to make the future access network more flexible without adding complexity. In fact, 
everytime we add extra network mechanisms into our architecture to make it more 
flexible, we are usually adding more complexity. 
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