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Preface

PATMOS 2012 was the 22nd in a series of international workshops on Power
and Timing Modeling, Optimization and Simulation. The PATMOS meeting
has evolved, during the years, into a leading scientific event where industry and
academia meet to discuss power and timing aspects in modern integrated circuit
and system design. Both universities and companies are invited to participate.

The objective of this workshop is to provide a forum in which to discuss and
investigate emerging challenges in methodologies and tools for the design of up-
coming generations of integrated circuits and systems, including reconfigurable
hardware such as FPGAs. The technical program focused on timing, perfor-
mance, and power consumption as well as architectural aspects with particular
emphasis on modeling, design, characterization, analysis, and optimization.

September 2012 Alex Yakovlev
Delong Shang
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Sleep-Transistor

Based Power-Gating Tradeoff Analyses�

Sven Rosinger1 and Wolfgang Nebel2

1 OFFIS Research Institute
2 University of Oldenburg,

D - 26121 Oldenburg, Germany
rosinger@offis.de, nebel@informatik.uni-oldenburg.de

Abstract. Power-gating is a promising leakage-reduction technique in
recent sub-100nm semiconductor technologies but its efficiency and us-
ability depends on several parameters. Beside the technology node size
and related parameters (e.g. process corner) it also depends on the switch
implementation scheme (e.g. header vs. footer device, single vs. double
cutoff), the sleep transistor sizing, and on dynamic parameters such as
the supply voltage. In this work, typical sleep-transistor based power-
gating schemes are applied to RT-level components and leakage
reductions, break-even-, and wake-up-times are traded off for relevant
parameters and possibilities as well as limitations of these schemes are
evaluated. It is shown that the break-even time varies up to a factor of 4
and the wake-up time up to a factor of 6 solely due to the power gating
scheme selection while the leakage reduction is above 95% in all cases.

1 Introduction

The international technology roadmap for semiconductors (ITRS) working group
identified dynamic power-management to be one of the most promising chal-
lenges to counteract the power issue of today’s high performance integrated
circuits [7].

Within this class of techniques, sleep-transistor based power-gating has evolved
to be the most effective leakage-reduction technique. By applying a header or
footer device in series to a circuit block these blocks can be powered down for
times of disuse and the leakage currents are reduced effectively.

Figure 1 schematically illustrates such a power-down sequence of a circuit
block with a p-type header device. The sequence is divided into the phases
active1, power down, sleep, wake up, and a secondary active phase active2.

Thereby a sleep phase needs to be long enough in order to amortize the state
transition energy ESW that occurs due to capacitance charging during wakeup
as it is defined in Equation 1.

� This work was supported by the European Commission within the Seventh Frame-
work Programme through the European Integrated Project COMPLEX under Grand
Agreement 247999.

J.L. Ayala, D. Shang, and A. Yakovlev (Eds.): PATMOS 2012, LNCS 7606, pp. 1–10, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. p-type power-gating functionality

ESW =

∫
twakeup

VDD · I1(t) (1)

With known leakage currents in active and sleep state (IACTIVE and ISLEEP ) a
break-even time tbe can be computed with Equation 2 that defines the minimum
time beeing powered down to compensate state transition costs. Thereby, some
further costs need to be considered because the header or footer device, necessary
interfacing circuits as voltage anchors, or buffers have inherent leakage currents
and consume an inherent amount of energy during state transition that are
summarized as IOVERHEAD and EOVERHEAD .

tbe =
ESW + EOVERHEAD

(IACTIVE − (ISLEEP + IOVERHEAD )) · VDD
(2)

The most important questions in applying power-gating include the technical
implementation of the gating switch, its size, and its temporal and spatial gran-
ularity of application. In this work, power-gating is applied to functional units
at RT-level such as adders or multipliers. Based on this spatial granularity, dif-
ferent power-gating schemes that have been proposed in literature are analyzed
and several tradeoffs are done. For example the sleep-transistor size dependent
leakage reduction is compared and the impact on the state transition wake-up
time as well as on the energetic break-even time are analyzed. Furthermore, the
impact of the semiconductor technology selection, its process variation, and dy-
namic parameters such as the supply voltage and temperature is explored. At
last, the overall area increase is examined for an example design as a function of
a delay constraint.

The remainder of this work is organized as follows. Section 2 summarizes
variants of technical implementations for power-gating switches that have been
proposed in literature. Section 3 then describes the experimental environment
that is used for the analyses followed by efficiency, break-even time, and wake-up
time tradeoffs. Section 4 summarizes the results.
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2 Related Work

The idea of introducing a third network in series to the pull-up and pull-down
network of the complementary metal-oxide semiconductor (CMOS) implemen-
tation has been invented by M. Horiguchi, T. Sakata, and K. Itoh in 1993 [3].
Their proposed switched-source impedance circuits have evolved to today’s sleep-
transistor based power-gating schemes. Figure 2 shows the most typical types
of implementation that have been proposed so far. In general, the first three
schemes apply p-channel metal-oxide semiconductor (PMOS) gating whereas
the last scheme implements n-channel metal-oxide semiconductor (NMOS)
gating. In the first scheme, a PMOS transistor that is built in a
standard threshold voltage (SVT) process is used for powering down the circuit.
The power-gated circuit is typically made of SVT transistors to provide highest
possible performance. This kind of power-gating implementation is nearly out-
dated because high threshold voltage (HVT) sleep transistor (indicated by the
thick channel in the second scheme) are used to maintain a higher potential at
the virtual rail and thus to push the suppression of leakage currents. Another
advantage of HVT sleep transistors is a reduced inherent leakage current of the
transistor itself being relevant because of its size. A combination of HVT sleep
transistors and SVT devices in the circuit is state-of-the-art in today’s realization
of power-gated designs.

circuit 
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Fig. 2. Microarchitectural implementation of different power-gating schemes

To enforce the leakage suppression, the sleep input of a PMOS transistor can
be driven by voltage values above VDD . In literature, this technique is referred to
as super cutoff CMOS (SCCMOS) [8]. A problem that arises in doing so is a high
voltage between the gate- and drain-terminal of the sleep transistor. This leads
to a high voltage stress that may even result in a gate oxide breakdown of the
transistor. To overcome this problem the third power-gating scheme applies two
sleep transistors in series. A SCCMOS implementation then drives the supply-
facing device with a sleep voltage above the supply voltage and the circuit-
facing transistor with the supply voltage. Then, a voltage level arises between
the two sleep transistors that is uncritical regarding the gate-to-drain voltage of
the supply-facing transistor [9]. The transistor stack further leads to a higher
voltage drop across the transistors in both, the sleep and active state. This will
better suppress the leakage currents during sleep but will also further reduce the
virtual supply voltage and thus the speed during operation. Every PMOS gating
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scheme has a corresponding NMOS-gating based counterpart. For example, the
fourth scheme shown in Figure 2 is the NMOS gating counterpart of the one
before.

A new field of research is to find alternative power switches like
microelectromechanical systems (MEMS) [2] that are physical levers that bend
due to any kind of electrostatic, piezoelectric, thermal, or magnetic force and
thus form a bonding. In [12], spintronic memristors are proposed for use as
power-gating switches. But due to the easier integration into CMOS circuits and
the compatibility with today’s manufacturing processes, sleep-transistor based
power-gating schemes are state-of-the-art and are also addressed in this work.

Beside the general knowledge that NMOS sleep transistors have less impact
on the active state and on the state transition due to an inherent higher on-
current ION , no deep tradeoff analysis on the impact of parameters on break-
even times, leakage reduction efficiency, and wake-up time has been done so
far.

3 Tradeoff Analyses

In the following the power-gating technique is analyzed and the impact of sev-
eral parameters are traded off. At first, the experimental environment is de-
scribed. This includes the semiconductor technology selection, and a description
of how the necessary estimates are obtained. Then, the impact of semiconduc-
tor technology selection on the break-even time is analyzed. Thirdly, the impact
of implementation style, supply voltage, temperature, and process variation is
analyzed in terms of the power down efficiency and resulting break-even and
wake-up times. In the end, the sleep transistor sizing impact and the resulting
area increase will further be discussed on an exemplary design.

3.1 Experimental Environment

The proposed power-gating analysis requires consistent models for predicting the
power and delay in all operating states. In detail this includes state transition
power and delay as well as leakage power models for the power-gated circuit and
sleep devices. The overall power-gating estimation framework presenting the
ESW , EOV ERHEAD , ISLEEP , IOV ERHEAD is described in [10]. It is completed
with the RT-level delay-model of [4] and the IACTIV E leakage model of [1].
The addressed RT-level components are synthesized to gate-level by Synopsys’s
Design Compiler for the target technologies and are then converted to Spice-
compatible circuits. All used models are then created by HSPICE-based circuit
simulations for separately estimating every power state.

The tradeoff analysis in this work bases on an industrial low power 45nm
technology and on the Nangate free 45nm open source digital cell library tech-
nology [5]. The latter is a high performance technology based on predictive
technology modelcards of the NIMO Group, Arizona State University [6]. It
is freely available and is widely used in the scientific context. It further of-
fers three process corners (slow-slow, typical-typical, and fast-fast) and it is
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an multiple threshold CMOS (MTCMOS) technology. Thus it includes both,
standard- and high-VTH devices. All models are characterized for the targeted
transistor technology and are temperature and supply voltage dependent.

During the analysis these models are either applied to estimate the effect of
power-gating on isolated RT-level components or on multiple components in mi-
croarchitectural data-paths that are obtained by behavior- to RT-level synthesis.

3.2 Break-Even Time Analyses of Power-Gating

Figure 3 shows break-even time computations for two different 45nm technolo-
gies. On the left the steady active and sleep state are characterized in terms of
measured IACTIVE and ISLEEP curves. On the right state transition energy ESW

curves are shown. The subsequently break-even time computation (bottom right
of the figure) has been performed as defined in Equation 2. All measurements
have been performed by Synopsys HSPICE R© simulations powering down an 8-
bit adder component by PMOS gating with a supply voltage of 1.0V and for the
two examined transistor technologies. The sleep transistor width WST remained
a parameter as indicated in the charts. Thereby WST is scaled relatively to the
adder component size WRT (defined as the sum of all transistor widths in the
pull-up and pull-down networks) in the range of up to 10%.

The results clearly show the tbe sensitivity regarding different technologies.
While the break-even time of the predictive technology model (PTM) technol-
ogy ranges between 110− 122ns what is equal to about 12 cycles at a 100Mhz
clock speed, it is significantly higher for the low power industrial 45nm technol-
ogy. Thus, a temporally fine-grained power down at RT-level only makes sense
for the PTM technology whereas the low power technology can only apply power-
gating at a system-level perspective for longer idle periods. The same result also
holds for the examined 65nm technologie in [11] where the authors analyze the
break-even time of several circuits to be in the order of one s.

3.3 Power-Gating Efficiency and Dynamic Parameter Impact

This Section will evaluate a system-level view of power management in relative
comparisons and absolute numbers against the background of overall possible
savings, impact of parameters, and overhead costs of area and power. Thereby,
all functional units (FU) in a datapath are power-gated simultaneously.

Table 1 lists design examples and characteristic parameters such as their
functional unit datapath composition after high-level synthesis and cycle count
within the schedule. To all of the functional units within the designs power-gating
has been applied with HVT NMOS sleep devices that are most commonly in to-
days practice. The fourth and fifth column of Table 1 show absolute IACTIVE

and ISLEEP numbers of the designs at a fixed supply voltage of 1.1V , an ambient
temperature of 27◦C, and on the base of the Nangate 45nm technology at typical
process corner. ISLEEP and IACTIVE are restricted to the functional units of the
designs because of the focus within this work. Nevertheless, the functional units
make up the dominating part of the total energy consumption. For example, in
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Fig. 3. Break-even time computations of power-gating application

the FDCT benchmark, the functional units contribute 68% of the total energy
consumption whereas the remaining 32% split up for multiplexer, registers, con-
troller, and clock tree. As the results show, IACTIVE is effectively reduced to
ISLEEP throughout all benchmarks.

In the following, a deeper analysis of the FDCT benchmark is exam-
ined in order to show the impact of the continuous parameters tempera-
ture and supply voltage as well as the discrete parameters process corner
and power-gating scheme (PGS) selection. For this analysis the HVT version
has again been selected for sleep devices and the sleep device sizes have
been fixed to 2% for each RTL component. The supply voltage range is con-
strained to [1.1V ; 1.3V ] whereas the temperature is examined across a range
of [27◦C, 127◦C]. Figure 4 then shows the gating-switch effectivity as a ratio
of ISLEEP/IACTIVE and the break-even time of the overall FDCT design in
nanoseconds.

Table 1. Design examples and the effectivity of power-gating in a global sleep state

Design name Composition Schedule length IACTIVE of FUs ISLEEP of FUs

FDCT 4 x add small@20bit,
3 x sub small@20bit, 7 cycles 93.1μA 2.2μA
8 x mult small@20bit

JPEG encoder 1 x add small@32bit
1 x inc small@32bit 69 cycles 28.9μA 0.7μA
1 x mult small@32bit

AES cipher 4 x add small@32bit 116 cycles 29.9μA 0.7μA
1 x mult small@32bit
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At first, it can be seen that the effectivity of power-gating has only a small
variance across the parameter ranges. It becomes only slightly less effective in
suppressing leakage currents if the temperature increases. The supply voltage has
also only a marginal impact on the effectivity. Additionally, there is only a small
variation between 2% and 4% among the different PGSs. In other words, leakage
is reduced by 96 − 98% in all cases and, from the point of pure leakage saving,
the PGS selection is not particularly interesting if all surrounding parameters
are identically.
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Fig. 4. Comparison of PGS efficiency and dynamic parameter impact

Secondly, the break-even time is presented. Unlike the gating effectivity, tbe
diminishes with increasing temperature and supply voltage. This is because the
wake-up time is much lower and less incomplete transitions occur during the
state transition. With a factor of up to four, the variance is also much higher.
Furthermore, the PGS selection highly impacts the break-even time. As it can be
seen, PMOS schemes have up to two times higher break-even times. Comparing
the two process corners, tbe is also about twice as big for the typical process
corner than that of the fast process corner.

The wake-up time at system-level is given by the maximum RTL component
wake-up time if the supply grid is assumed to be sufficiently dimensioned. Fig-
ure 5 shows the wake-up time of the FDCT benchmark in dependence on the
temperature and supply voltage parameter for the aforementioned gating types
and process corners.

It can be observed that twakeup shows a very small variance in the parameter
ranges. It slightly decreases with increasing supply voltage and increases with a
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Fig. 5. Wake-up time evaluation of the FDCT design

raising temperature. Furthermore, at the fast process corner, it is about 20−30%
smaller as it is at the typical process corner. A comparison of the gating schemes
shows that NMOS schemes are about three times faster in waking up than PMOS
schemes and single-gating schemes are two times as fast as double-gating schemes
leading to a total variance of a factor of six.

3.4 Sleep Transistor Sizing Impact

Next, the impact of sleep transistor sizing on the overall power and area demand
is analyzed. Therefore, Figure 6 lists four different behavioral synthesis passes
of the FDCT behavioral description. In all cases area estimates after rough RT-
level placement and energy estimates are provided. Thereby, the area estimates
consider sleep transistors, necessary buffers for amplifying the sleep signal, and
voltage anchors at the RT-component’s outputs. The first column in the table
holds the results for a synthesis without power-gating and the other three in-
clude power-gating during synthesis process. The difference between them is the
maximum allowed performance degradation for each arithmetic unit due to the
IR drop accross the sleep transistors during operation. This performance con-
straint influences the sleep transistor sizing as well as several estimation results
including the area, leakage currents during active operation, as well as remaining
leakage currents during the global sleep state.

As it can be seen, the area of the design without power-gating is the smallest
and the size increases with falling performance degradation. This is because the
smaller the allowed delay increase is, the larger the sleep transistor has to be
sized to guarantee a worst case delay. In total, the area after rough RT-level
floorplanning increases by 4.3% to 10.1% for the overall design. The second row
holds the total energy estimation result of all arithmetic units within the design.
The pure leakage increase for each component is given in the third row. The
overhead that is caused by the additional power management hardware com-
posed of PGS, buffers, and voltage anchors raises up to 3.2%. This increase is
due to additional leakage currents of the power-gateable adders, subtracters, and
multipliers within the design. For example, an increase in leakage current of up
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Fig. 6. Power-gating of FDCT design with IP-level granularity

to 12.5% can be observed for a multiplier component compared to a none-power-
gateable multiplier. The results show that the more the performance degradation
is compensated, the larger the sleep transistors need to be sized leading to an
increased area demand and active state energy consumption. Beside the over-
head costs, power-gating leads to enormous savings in a global sleep state. The
FDCT example shows reductions of the quiescent current of up to 98.5% if a
5% performance degradation is acceptable. In this case, the energy overhead of
2.7% will be amortized by the 98.5% savings if the sleep-time vs. active-time ra-
tio exceeds 3%. If the performance degradation is limited to 0.1%, the overhead
increases and the leakage reduction reduces. But even this case is profitable as
soon as the entire FDCT design is power-gated for at least 4% of the total time.

4 Conclusion

In this work sleep-transistor based power-gating implementations are analyzed in
terms of their efficiency in suppressing leakage currents as well as of their impact
on the break-even and wake-up time. The analysis covers typical single/double
and PMOS/NMOS-gating implementation schemes.

It is shown that the application area differs a lot and a temporally fine-grained
application in terms of powering down for short periods (< 1μs) is not reason-
able in all cases and strongly depends on the semiconductor technology. It is
further shown, that the scheme selection as well as the parameters supply volt-
age, surrounding temperature, and process corner have only a minor impact on
the leakage reduction efficiency. In all cases, a leakage reduction of more than
90% has been observed. But the aforementioned parameters highly influence the
break-even and wake-up time. Especially the high variance between single- vs.
double- gating and the technology process corner stand out.

At any time, the adoption of the power-gating technique is a tradeoff between
possible leakage reductions, delay degradation, and area. The latter has been
analyzed to typically increase by no more than 10%.
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Abstract. This paper describes the development of a cell library which can be 
used to efficiently predict the distribution of circuit delay and leakage power 
performance due to process variation effects. In developing the library a step-
wise approach is adopted in which the effects of process variations on the de-
sign parameters of interest at the various levels of design abstraction are eva-
luated, that is from transistor through circuit to architectural level. A cell library 
is generated comprising functional blocks whose complexity ranges from a sin-
gle gate up to several thousand gates. As a demonstration vehicle a 2-stage 
asynchronous micropipeline is simulated using the cell library to predict the 
subsequent delay and leakage power distributions. The experimental results 
show that the proposed method is much faster than the traditional statistical 
static delay/power analysis (SSTA/SPA) approaches by a factor of 50; the re-
sults are also compared with Monte Carlo simulation data for validation pur-
poses, and show an acceptable error rate of within 5%. 

1 Introduction 

When there is a degree of uncertainty in the fabrication process, the potential effects 
of the fluctuations implicitly impact not only on device manufacturability and reliabil-
ity but also on design ‘aggressiveness’ which affects design performance and subse-
quently the profitability of the final product. 

The statistical variation analysis from process parameters to device performance is 
commonly based on the Design of Experiment (DoE) technique and Response Surface 
Methodology (RSM) [2], which enables designers to construct empirical models from 
which the output responses can be determined as a function of the input factors or 
parameters. The variability effects from device level to circuit level can be analyzed 
using Statistical Static Timing Analysis (SSTA) and Statistical Power Analysis (SPA) 
techniques [3-10], wherein the variation sources are described as Random Variables 
(RVs) and the performance parameters are usually modelled as low-order polyno-
mials of all the RVs [3].  

Although a lot of research into process variation effects has been made at each 
stage of analysis, there are very few methods which provide a complete methodology 
to model these effects from the perspective of a designer in terms of circuit perfor-
mance factors. On the other hand, at present, most of the investigations into statistical 
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delay and leakage power models have been limited to small circuit models. In order to 
perform an efficient variation analysis on a large circuit, it is essential to take into 
consideration the effects of process variation on delay and leakage power at a higher 
level of design abstraction.  

This paper introduces a statistical approach based on Technology Computer Aided 
Design (TCAD) tools and statistical techniques to model the impact of process varia-
tion effects on the device performance metrics for devices realised by bulk Silicon 
process technology. This technique has been applied to the modelling of the variation 
effects from 16 typical process parameters on the zero-biased threshold voltage, Vth0, 
of the devices. The accuracy of this technique is checked using the ‘goodness’ of the 
second-order fit, and the experimental results show that the errors of the mean and 
sigma value of  Vth0 estimated using the proposed methodology are within 4%. Fur-
thermore, a statistical cell library characterization methodology is proposed that effi-
ciently migrates the effect of process variation on delay and leakage power at device 
and circuit level to higher levels of abstraction where the overall effect on system 
performance can be analyzed and design modifications made to ameliorate these ef-
fects early in the design cycle. As a demonstration vehicle, the models have been 
implemented in a 2-stage pipeline circuit. The experimental results show that this 
methodology can achieve a relatively high accuracy in which the error in the mean 
and sigma values for delay and leakage power are under 5% compared with 5000-
sample Monte Carlo (MC) data, with a computation time which is at least 50 times 
faster than traditional SSTA/SPA approaches.  

2 Analysis of Process Variation Effects on Device Performance 

A statistical approach based on TCAD and statistical techniques to model the impact 
of process variation effects on the device performance metrics for NMOS and PMOS 
transistors realised by bulk Silicon process technology, is outlined in this section. The 
general methodology for studying variability is shown in Fig.1 and involves parame-
ter screening, model building and model analysis. The methodology begins with the 
calibration of the TCAD process and device electrical characteristics with the experi-
mental data, and the extraction of the compact model parameters for nominal devices. 
During the process simulation, to generate an accurate set of device characteristics, all 
necessary physical models were incorporated in order to have as realistic a simulation 
as possible. The basic model for the complete process simulation consisted of a diffu-
sion model with charged point defects, a transient dopant clustering model, a three-
phase segregation model and a mechanical stress model, including the thermal and 
lattice mismatch as well as intrinsic stresses. Thereafter the compact models for 
NMOS and PMOS transistors were extracted for the nominal devices using I-V data 
generated.  
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Fig. 1. Flow chart of variability analysis utilized by DoE and RSM statistical techniques 

The compact model parameter chosen in this work is Vth0 which represents the 
threshold voltage for long channel devices at zero bias voltage. The reason for choos-
ing Vth0 out of the numerous other compact model parameters is that it shows a strong 
statistical relationship with circuit performance metrics. 

3 Analysis of Process Variation Effects on Circuit Performance 

In this section, a description is given to the first-order statistical modelling methodol-
ogy, which will be applied to model the process variation effects on circuit perfor-
mance in terms of propagation delay time and leakage power dissipation, followed by 
a general description of the corresponding statistical analysis techniques.  

3.1 Statistical Gate Delay and Leakage Power Models 

In statistical gate performance modelling, device and circuit environmental parame-
ters will be represented by a Random Variables (RV), which are usually assumed to 
be Gaussian. The circuit performance parameters are modeled as low-order polyno-
mials of the source RVs. Equations (1) and (2) show the 1st order canonical form for 
the delay and leakage power models [4][10].  

 (1)

  (2)

Equation (1) is the first-order canonical gate delay model. μD is the mean delay time 
of the gate. Gi represents the ith global variational source (Inter-die). R is the sum of 
all the local RVs in the gate (Intra-die). βDs are the sensitivity coefficients for all the 
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RVs in this delay model. The gate leakage power on the other hand is modelled as a 
lognormal RV in Equation (2) since the gate leakage current has an exponential rela-
tionship with the variational sources. All the RVs in Equations (1) and (2) follow a 
normal distribution (Gaussian). 

3.2 Statistical Timing and Power Analysis 

Both of the timing and leakage power analysis techniques can be used to estimate the 
overall probability density functions (PDFs) of multiple cell models in terms of delay 
and power. In order to keep the delay and power analysis alive, both of the techniques 
use a corresponding approximation methodology to define the non-normal analysis 
result in a normal canonical form. A small error will be introduced by doing so; how-
ever this is not significant (within 5% as shown in the experimental results in section 
5). The tightness probability based SSTA approach from C.Visweswariah [4] and the 
recursive moments-matching based SPA technique from A.Srivastava et al [9] are 
employed in this work. Having established the cell model form and the analysis me-
thods, the device parameter variation effects can be analyzed on circuit performance 
in terms of delay and leakage power dissipation. Furthermore, a statistical cell library 
for 90nm technology has been built to bring the process variation effects up to the 
architectural level.  

4 Analysis of Process Variation Effect at Architectural Level 

In order to model process variation effects at architectural level, a statistical cell li-
brary comprising a variety of functional blocks has been built. In this section, it will 
discuss the characterization of the library cells will be discussed in detail. 

4.1 Cell Characterization 

The gate delay is not only relevant to the device parameters under variation, but also 
is highly correlated to its operating conditions such as load capacitance CL and input 
signal slope Tin. Fig.2 shows this relationship between propagation delay and operat-
ing conditions for an inverter circuit. It is very difficult to model the operating condi-
tion effects (Tin and CL) on propagation delay in canonical form, typically the table 
look-up approach will solve this problem, where the delay time is sampled with re-
spect to a range of CL and Tin values, then saved in memory. In this work, 7 typical CL 
and Tin values are sampled as break points, any delay values in close proximity to 
these will be estimated from the linear function of its adjacent break points. Fig.3 
shows a piecewise linear fitting of the inverter delay which is a more efficient view in 
terms of volume of data required for its representation. 

Unlike the statistical delay cells, the characterization of leakage power does not re-
quire to be the modelling of the input signal slope because there is no input signal 
transition in a static environment; furthermore, the leakage power dissipation of a cell 
has no relationship with its load capacitance, hence there is no need for it to be  
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considered. The leakage power of a cell will only differ when the cell’s state has been 
changed. Hence, only one 2-D lookup table is sufficient to characterize the leakage 
power of a whole cell where the rows represent the different input signal states, and 
the columns represent the coefficients in the canonical power polynomial form. 

 

Fig. 2. Inverter delay vs. CL and Tin Fig. 3. Modelling using look-up table 

4.2 Modelling Higher Level Blocks 

By using the methodology introduced in this section, all the basic cells for the logic 
gates in the library can be created. With the help of the SSTA/SPA techniques, the 
delay and leakage power performance of any circuit can be analyzed. Consequently, 
the higher level digital blocks can be modeled using SSTA/SPA analysis results from 
lower level cells, instead of using SPICE runs; it is very time consuming to run 
SPICE simulations on larger circuits in order to construct the look-up tables for the 
delay model. Fig.4 shows a schematic view of variability aware cell modeling frame-
work, which illustrates process variation effects propagating from transistor level to 
architectural level. 

 

Fig. 4. Schematic view of variability aware 
cell modeling [12] 

Fig. 5. Characterization Flow from Standard 
Cells to 4-bit Adder 

Once a digital block has been characterized, it can be used as the standard cell to 
perform SSTA/SPA at a higher level in a more complex circuit, expending the cell 
library to architectural level blocks in a hierarchical manner. Since only the variability 
calibrated results of top level digital blocks are used, the models permits a very fast 
delay analysis to be performed, which also makes it more suitable for scaling up to a 
larger system. Fig.5 shows an example of the library block characterization flow from 
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standard cell to a ripple carry adder. The only problem is that a more complex system 
has a larger number of input transition cases, which leads to a massive memory re-
quirement in order to model each circuit switching case. However, larger functional 
blocks always have a lot of symmetry and multiple occurrences in the circuit. In 
Fig.5, the ripple carry adder is actually a serial connection of multiple full adders, so 
it can be characterized just by the full adder model. During the work of constructing 
the whole library, most of the blocks can be represented using a smaller circuit model, 
the output delay time is simply a matter of the proportions of the model. 

5 Implementation and Experimental Results 

To study and analyze the impact of process variability on the compact model parame-
ter Vth0, sixteen process parameters were identified as potential sources of uncontroll-
able variation at different process steps for the devices implemented in a bulk silicon 
technology. All the process parameters were varied by ±10% of their mean values. 
However the process temperatures during the different manufacturing steps were set 
at ±10 o C from the nominal. This is because the temperature values are very high and, 
in practice, would not drift in the range of ±10%. The range of variation (± 10% and 
±10 o C) corresponds to ±3σ variation. The Pareto plots indicating the relative magni-
tude of the effects which various process parameters have on Vth0, for NMOS and 
PMOS devices are shown in Fig.6-7. 
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Fig. 6. Pareto plots for NMOS device Fig. 7. Pareto plots for PMOS device 

Table 1 summarizes the most significant process steps that influence Vth0 for both 
NMOS and PMOS devices based on the observation from the Pareto plots. 

Table 1. Most significant parameters that impact Vth0 for NMOS and PMOS devices 

NMOS PMOS 

Vth adjustment implantation energy (x6). 
Vth adjustment implantation dose (x5). 

Halo implantation energy (x8). 
Gate oxide thickness (x1). 

High-k dielectric thickness (x2). 

Vth adjustment implantation energy (x6). 
High-k dielectric thickness (x2). 

Halo implantation dose (x7). 
Vth adjustment implantation dose (x5). 
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Having identified the most significant process parameters for the device responses 
in the screening steps in terms of the compact model parameter, namely Vth0, the re-
sponse surface models for these compact model parameters were subsequently built. 
Fig.8 and Fig.9 show the response surface for Vth0 for the NMOS device as a function 
of different process parameters. 

 
Fig. 8. Response surface for Vth0 (NMOS) with 
respect to gate-oxide thickness and high-k di-
electric thickness 

Fig. 9. Response surface for Vth0 (NMOS) 
with respect to implantation energy and 
dose 

Table 2. The variation result of Vth0 for both NMOS and PMOS devices 

Device 
Type 

Vth0(V) 

μ σ σ /u R2 R2adj 

NMOS 0.3975 v 0.0362 v 10.98% 97.93% 96.05% 

PMOS -0.3957 v 0.049 v 12.38% 98.38% 96.10% 

Table 2 compares the μ and σ values of Vth0 for both NMOS and PMOS devices fol-
lowed by the ‘goodness’ of the second-order fit. It can be seen that the R2 and R2adj 
values are very close to 100% for all responses. This is desirable and therefore ensures 
that the models accurately highlight the variability due to process fluctuations. 

Since the mean and sigma values have been established and verified as accurate, 
Vth0 can be assumed as a variation source and applied to the cell models in the statis-
tical cell library which was introduced in Section 4. For demonstration purpose, Vth0 
of the NMOS and PMOS devices are assumed to be normal-distributed local variables 
with sigma value equal to 11% and 12% of its mean values respectively; additionally 
the supply voltage Vdd and operating temperature T are chosen as the global variation 
sources, which are also normal variables, which vary ±15% of their mean values. 
(The mean value of Vdd and T is 1v and 75 °C respectively)  

Subsequently, the process variation effects were analyzed on a 2-stage asynchronous 
pipeline circuit using the cell library with the assumed parameter specification above. 
The pipeline circuit is an event-controlled two-phase bounded data system [11] with an 
overall complexity of 3272 gates which is shown in Fig.10. It contains 2 asynchronous 
pipeline registers, a 3-to-8 decoder, a 16-bit register file with 16 memory cells and a  
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16-bit ALU which can perform 8 logic and arithmetic functions. All the circuit cells 
were realized using BSIM 4.0 90nm technology model card from University of Califor-
nia, and simulated using Berkeley SPICE program. The cell library is implemented in 
Matlab Simulink, which provides a convenient graphic interface of all cell blocks to the 
user. All the transistor parameters in one gate or basic cell are assumed to have a high 
correlation to each other, and share the same local variables. 

 

Fig. 10. Pipeline processor block diagram 

The pipeline circuit has also been simulated using SPICE-base Monte Carlo tech-
nique for validation purposes. As an example, Fig.11 and 12 show the PDFs for the 
propagation delay time and leakage power dissipation of the ALU block. The histo-
grams in Fig.11 and 12 are generated by a 5000-sampled Monte Carlo simulation, and 
the solid lines are the predicted PDF obtained using the cell library. It can be seen 
from the graphs, the predicted PDF fit the Monte Carlo data very well.  

All the experimental results are compared with 5000 sampled Monte Carlo simu-
lation, the errors in the delay and leakage power distributions for the main blocks used 
in the pipeline circuit are listed in Table 3. All the errors are within 5%, 3% for most 
of the cases. Furthermore, the proposed cell library is also much more feasible com-
pared with MC simulation in analyzing the process variation effects on circuit per-
formance; it would take a month to run a 5000 sampled MC simulation for the pipe-
line circuit in Fig.10 whereas the cell library only requires a few seconds. The speed-
up factors shown in Table 3 have illustrated this advantage of the proposed technique. 

 

Fig. 11. Delay PDF Matching for ALU Fig. 12. Leakage PDF matching for ALU 
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Additionally Table 3 also compares the CPU time between the cell library and tra-
ditional SSTA and SPA approaches; it shows that using the cell library is also much 
faster in computing the delay and leakage power distribution of circuits over tradi-
tional SSTA and SPA approaches. The speed-up factor is highly related to the regu-
larity of the circuits. For example, the computation time for the performance analysis 
of the Register File (RF) block is at least 100 times faster than SSTA and SPA; this is 
because there are a large number of identical digital blocks (registers) in the circuit of 
the RF which can be represented by a single model block. On the other hand the 
speed-up factor for the decoder block is only around 10 since most of the decoder 
circuit is modeled at gate level. The experimental results show that the overall speed-
up factor for the whole demonstration pipeline circuit is more than 50. 

Table 3. Comparison of Results 

Blocks 
No. of 
Gates

Compared with 5000 Sampled MC Simula-
tions  Computation Time 

Comparison 
Delay Error Leakage Error

Speed-up 
Factor 

μ (%) σ (%) μ (%) σ (%) Cell Li-
brary 

SSTA & 
SPA 

Decoder 21 1.26 4.65 1.76 1.89 9,543 0.84s 11.8 s 

ALU 743 0.62 2.32 0.73 3.45 20,246 2.40s  33.9 s 
Register 

File 
2574 0.79 1.90 1.87 3.49 28,965 0.96s 98.7 s 

Pipeline 3738 1.14 1.88 3.11 4.33 58,209 3.27s 166.1 s 

6 Conclusions 

A statistical methodology based on the DoE and RSM techniques with the aid of 
TCAD, has been utilized to study and analyze the effect of process variability in a 
90nm bulk silicon technology; a similar approach can be used for SOI technologies, 
FINFET structures etc. and also for the more advanced technology nodes when 
process variation issues will be more problematic. Subsequently, a methodology for 
the architectural level modelling of the effects of process variation on propagation 
delay and leakage power was introduced. A statistical cell library has been built in 
order to provide both speed and efficiency in analyzing circuit delay performance. All 
the desired device parameters, whose variation specifications are obtained from the 
DoE and RSM analysis, are assumed to be Gaussian variables. A first-order canonical 
delay model is employed. The cell model can not only precisely reflect the process 
variation effect on delay and leakage power, but also can cope with different operat-
ing conditions and switching cases. This makes it easier to construct higher level 
blocks in the library with the help of SSTA and SPA. Based on the proposed metho-
dology, the variation effects from manufacturing process can be analyzed at architec-
tural level. A full analysis has been demonstrated on a 2-stage micropipeline circuit; 
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where it has been shown that this technique can achieve a comparable accuracy com-
pared to a Monte Carlo simulation with the errors less than 5%, and save significant 
amount of computation time, at least 50 times faster than traditional SSTA and SPA 
approaches.  

It is considered that the technique outlined in this paper, permits designers to effi-
ciently assess the effects of variations in processing parameters, such as threshold 
voltage, together with supply voltage and operating temperature, on a design in terms 
of their potential impact on specification parameters such as propagation delay and 
leakage power early in the design cycle. Subsequently, the designer can choose which 
technology or cell library should be used to implement the design to ensure its robust-
ness to the effects of process variation.  
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Abstract. Due to the increasing algorithmic complexity of today’s em-
bedded systems, consideration of extra-functional properties becomes
more important. Extra-functional properties like timing, power consump-
tion, and temperature need to be validated against given requirements
on all abstraction levels. For timing and power consumption at RT- and
gate-level several techniques are available, but there is still a lack of meth-
ods and tools for power estimation and analyses at system and higher
levels. In this paper we present an approach for non-invasive augmen-

tation of functional SystemC
TM

TLM-2.0 components with power prop-
erties. The I/O behaviour of a TLM-2.0 component will be observed
by a Protocol State Machine (PrSM) that generates trigger events to
stimulate a Power State Machines (PSM). The PSM describes the com-
ponent’s internal power states and transitions and transitions between
them. Each component’s PSM is connected with a frequency and voltage
dependent power model. We present first evaluation results of different
IP components and compare our system-level power traces generation
with state-of-the-art gate-level power simulations in terms of accuracy
and simulation speed.

Keywords: power state machine, system level, energy consumption.

1 Introduction

While the complexity of today’s applications as well as the performance is con-
tinuous increasing, the development of battery capacities cannot keep up with
the power demand of applications. This leads – especially in mobile systems –
to reduced system runtimes, if suitable energy saving methods are not used. But
entire systems are already very complex requiring power management techniques
to be integrated in early design phases, long before a physical hardware platform
is available. For this reason it is necessary to be able to analyse the expected
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power consumption of all system components for realistic system use-cases, e. g.
in system-level simulation runs.

This includes consideration of energy consumption of the processor cores (and
its integrated power management capabilities) plus the energy consumption of
additional hardware components on the platform (e. g. buses, memories, ded-
icated hardware accelerators). Most of them are not developed from scratch,
but reused from previous designs or bought from IP vendors. Usually these IP
components do not contain any information about their power consumption. In
some cases data sheets for calculating an estimate of the power consumption
in dependence of the clock frequency, supply voltage, and target technology are
available. But information of these data sheets can hardly be used in functional
system-level simulations, because they are not applicable to any dynamic effects.
These include different platform usage scenarios, which bring along different load
profiles per platform component and thus different energy consumption per com-
ponent over time.

To simulate complex applications on today’s platforms, abstract and high
performance simulation models are necessary. Today’s state-of-the-art Virtual
Hardware Platforms enable early software development. Component models in
these platforms make use of Transaction-Level Modelling (TLM) techniques [1].

For this purpose the SystemC
TM

TLM-2.0 Standard[2] allows description and
simulation of inter-component communication using memory mapped I/O (e. g.
on a shared bus).

To enable power management of the entire system on high abstraction levels,
a holistic approach for energy estimation based on virtual platforms in SystemC
TLM-2.0 is required. This paper presents a concept for non-invasive simulation of
energy consumption for SystemC TLM-2.0 system-level components. The term
”non-invasive” describes that our proposed power annotation does not require
any modifications on the functional TLM models, nor on the SystemC simula-
tion kernel. The internal state and energy consumption of TLM components is
approximated on the observation and interpretation of the interaction with the
environment. This property allows us to use existing black-box IP components
and commercial simulation environments that do not allow modification of the
SystemC simulation kernel.

Section 2 gives an overview about existing related work for modelling energy
consumption in SystemC. Our approach for describing and simulating Power
State Machines (PSM) is presented in Section 3. With the aid of a PSM the
energy consumption (resp. the average switched capacitance) for every abstract
internal state of an IP component is defined. To detect the transitions between
these states, the examined component’s communication behaviour is observed at
its interfaces through a specific adapter called Protocol State Machine (PrSM).
In Section 4 the energy consumption of different IP components is modelled
and simulated at system-level. The resulting power traces are compared against
energy simulations on gate-level. Section 5 closes with a summary and gives an
outlook on future work.
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2 Related Work

In the past, several methods for estimating the energy consumption on different
abstraction levels have been investigated. It became evident that early design
decisions offer the greatest potential on power savings [3]. In [4] Power State
Machines have been proposed for the first time in system-level modelling. State
transitions are controlled by inputs of a power manager. Instead of a definite
energy consumption, a state can have a maximal energy consumption, too. Its
activity level is controlled by a power manager. Costs for state transitions are
modelled by delays.

Since dynamic energy consumption emerges from activity, in [3] a concept is
presented where activity is observed at the communication interfaces. A process
is notified about every default_event of the communication channels and traces
the activity. This method is very transparent and produces little overhead, but
neglects the activity inside the component which can definitely behave different
than the activity in the communication channels.

With Powersim a new approach was recently proposed in [5]. In this case
the model does not have to be changed because a modified SystemC simulation
kernel is used. The power model of the system is loaded at the beginning of
the simulation, which does an activity estimation at every access on a SystemC
data type. Due to the modified SystemC simulation kernel this approach can-
not be integrated in commercial design environments, which have a proprietary
SystemC kernel that usually cannot be changed. Additionally an estimation of
communication, especially of abstract models (e. g. TLM), is possible only with
restrictions because merely the assignment operator can be used for power an-
notation.

The past has shown that modelling and estimating the energy consumption
through state machines with adaption to the environment is a good possibility.
In [6] this approach is used with SystemC/TLM to invoke a state transition in
a state machine by calling a method at corresponding source positions in the
functional model. Energy consumption can be adapted to Dynamic Voltage and
Frequency Scaling (DVFS). The disadvantage of this approach is its invasive-
ness and thus can hardly be used for IP components. Its use with black-box IP
components is impossible.

In [7] a system-level model that separates architecture and functional appli-
cation model is presented. The application model is mapped on the platform
model, which includes a model for the energy consumption. By using configura-
tion files, different mappings of the application model onto the platform model
can be explored. In contrast to our approach the application is an actor-based
Dynamic Data Flow (DDF) Model of Computation (MoC). This approach as-
sumes an application model described by a DDF MoC. Our proposed approach
does not make any restrictions to the used MoC. It can be used with any IP
component that communicates via memory-mapped I/O. For this reason our
approach could be used at the platform model in [7].
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Fig. 1. PSM approach overview for non-invasive simulation of energy consumption

3 Power State Machines in SystemC

An essential requirement for the proposed approach is the estimation of black-
box components. In this case the internal structure cannot be annotated or
modified to record switching activities to compute energy consumption. For this
reason the internal state of an IP component is abstracted based on a correlation
of its observable interaction with the estimated power consumption. The esti-
mated energy consumption per macro states can be taken from data sheets, can
be inferred from an estimation of design size or the functional complexity of the
design (top-down), or can be extracted from lower level (e. g. RTL) simulations
(bottom-up). With the latter approach, the most accurate model can be built,
c. f. [6].

Fig. 1 gives an overview of our non-invasive approach for integration of energy
information with TLM IP components. For using our approach the following is
assumed:

– The examined IP component is either available as synthesisable functional
model with TLM-2.0 interface or as a functional black-box (TLM) model
and synthesisable black-box RT model.

– The register interface, i. e. the logical register organization in the global
address space, and its usage has been defined.

– In addition to the various operation modes of the component an energy
estimation exists (average power consumption at a given target technology
or the component needs to be synthesizable for generating a power-over-time
trace).

Based on the energy characteristics of the component the dynamic power model
can be created. To determine the dynamic energy consumption P (t) as function
of time, the well-known formula

P (t) =
1

2
V 2
ddfC · α(t) (1)
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can be used, where C is the total switched capacitance which is always constant,
Vdd the supply voltage, f the clock frequency, and α(t) = {x | 0 ≤ x ≤ 1} the
switching activity at time t.

Since the real switching activity α(t) cannot be obtained at system-level, a
set of macro states S = s1, . . . , sn is defined in the PSM to distinguish charac-
teristic operation modes. These are time dependent, thus the time t ∈ T can be
associated with the operation modes s ∈ S as follows:

ϕ : T → S (2)

We assume that time is already quantified into a discrete set of values. To each
operation mode si ∈ S an average activity, described by the arithmetic mean
αi ∈ A for the time, when si is active, is associated in the following way:

α′ : S → A with αi =
1

Δt(si)

tend(si)∑
t=tbeg(si)

α(t) (3)

Inserted in (1) we get the average energy consumption P (t) over time:

P (t) =
1

2
V 2
ddfC · α′(ϕ(t)) (4)

Supply voltage and frequency are parameters depending on the power island
and the current strategy of the power manager. For this reason we abstract from
these parameters and get the average switched capacitance over time:

C(t) =
1

2
C · α′(ϕ(t)) (5)

In (5) the output of the PSM is described. This formula is the basis for recording
the average switched capacity during simulation to generate a power-over-time
trace.

Since the used components are modelled with TLM-2.0, the known external
register-based interfaces of a component are observed over time to approximate
the internal functionality. Based on these observations, a Protocol State Machine
(PrSM) is controlled. The main task of the PrSM is the triggering of state
transitions in the PSM through observation and interpretation of the interaction
between component and environment. The PrSM extracts the energetic relevant
events to orthogonalize the communication and functional artefacts of the non-
functional PSM model. This can lead to a reduction of complexity in the PSM
because it only describes the different internal operation modes whereas the
PrSM covers the protocol state of the component. Furthermore, the separation
of PrSM and PSM has the advantage that components with the same access
protocol and different internal implementations could use the same PrSM, only
the PSM has to be changed.

The input data for the PrSM is the observed transaction information of the
TLM-2.0 sockets of the component. Depending on the register interface and the
semantics of read/write operations at specific address, activities or even complex
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operations are triggered in the observed component. This can be modelled with
transitions between states in the PrSM to abstract the functional characteristics.
Such transitions can lead to notifications of the PSM.

Furthermore, there may be some functional state transitions in the IP compo-
nent that cannot be detected by observing the interaction with the environment
(e. g. if a target component finishes its calculation, it may not send a transaction
indicating this, because target components do not initiate transactions at all). In
this case the PSM is modelled as a state machine that executes state a transition
after a defined delay/timeout.

It is possible to extend PrSM and PSM with shared state variables Z. These
shared state variables are modified only by the PrSM and can be used to store
specific configuration data, like current function choice (e. g. MD5 vs. SHA256
in a hashing module). This modification facilitates a more easy management
of context aware information to be shared between PrSM and PSM. With this
modification the output of the PSM also depends on the shared state variables
and the determination of the average switching activity from (4) and (5) has
to be modified to α′(ϕ(t), Z(t)). I.e. state transitions, delays, and output of
the state machines can depend on the shared state variables. If a shared state
variable describes the current clock frequency of the module, delays in the PSM
can be adapted accordingly.

3.1 Protocol Observation

Under the assumption that the examined component interacts with the envi-
ronment via TLM-2.0 Base Protocol [2], several information with the following
attributes are available:

– Generic Payload (R/W, base address, payload data, data length, . . . )
– Current phase of transaction (TLM-2.0 LT/AT base protocol phase)
– Used interface of component (socket)
– Role of the component in the transaction (initiator, target, or interconnect)

To model the PrSM, the communication with the component can be observed at
multiple protocol layers. On one hand this is the mere read/write operation in
the address space of a component (transport layer, single TLM-2.0 transaction).
For a memory component this layer is mostly sufficient to describe the energetic
behaviour because there is no logic relation between multiple transactions.

On the other hand for complex components, like hardware accelerators, side
effects inside the target component can occur over several transactions (presen-
tation layer). In this case it is an advantage to separate the address space of the
component in control, configuration, and payload addresses. Therefore, the se-
mantic description of the register interface is needed to abstract the functionality
with the aid of suitable states and shared state variables in a PrSM.

Control data influence the protocol flow and thus immediately the internal
state of the component. An example for this is an explicit handshake register to
synchronize with a hardware accelerator. Transactions at such registers ordinary
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Fig. 2. Flow for creating extended system-level modules from system-level modules

lead to explicit state transitions in the PrSM. Configuration data influence the
behaviour of a component in the following states or over a long period of time
(e. g. the choice of the algorithm for an encryption coprocessor). The values of
configuration registers often require the introduction and observation of a state
variable in the PrSM. Payload data are processed by the IP component, but
they do not influence the communication protocol or the internal (observable)
protocol flow of the component (e. g. data that should be encrypted by the above
mentioned accelerator). Although the concrete used data influences the activity
in a component, this is in most cases very small and can be neglected on system-
level (see experiments in Section 4).

3.2 PSM Model Construction

For construction of the PSM model we assume plateaus in the power-over-time
trace in which the average energy consumption keeps nearly constant over time.
These plateaus are described through power states in the PSM model. That
means, if a state transition in the PSM occurs, there is a change in the average
energy consumption, i. e. a change between plateaus.

To generate these power values from gate-level simulations, a test bench is
used that implements a use case in which preferably all operation modes are
tested. During simulation the activity inside the device under test is traced and
converted into a power-over-time-trace with the aid of target technology and
timing information. Such a trace is shown in Section 4. This trace, overlayed
with I/O events over time, provides information about periodic behaviour of
energy consumption and communication dependent and independent switches
of plateaus. Based on this analysis relevant power states, the average switched
capacitance per power state, and transitions between power states can be ex-
tracted. Additionally, special communication attributes can be associated with
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Fig. 3. Comparison of gate-level and system-level power-over-time trace of a
SynopsysR© DesignWareR© SRAM IP with related PrSM and PSM

power state transitions. This includes state transitions with annotated switch-
ing delays that cannot be triggered through I/O events. The complete flow for
creating the PrSM and PSM models is sketched in Fig. 2.

4 Experiments

To evaluate the proposed approach, we applied the PSM method to a Synopsys R©

DesignWare R© SRAM IP and an AES encryption module. We synthesized the
RT modules to gate-level and generated power-over-time traces to detect the
different operation modes, corresponding I/O operations, and calculated the
average energy consumption for every state. With this information the PSMs
and PrSMs have been implemented and new stimuli data have been applied to
the gate-level and system-level simulation model. We compared the execution
times for simulating and calculating the average energy consumption, and the
accuracy of the average energy consumption between system-level and gate-level
simulation models.

The SRAM model is quite simple and can be divided into four operation
modes: idle, initialise, writing and reading. These modes can also be seen in
the PSM in Fig. 3. To detect the initialise state, the payload data is saved in
the shared state variable which can be accessed by the PSM. Fig. 3 shows also
the gate-level power-over-time trace overlayed with the system-level power-over-
time trace (dotted line) for a test bench with the following phases: initialisation
with zeros, writing a sequence of numbers, writing random data, and reading
back data. It can be seen that initialising with zeros consumes only a small
amount of energy and has been considered for modelling in a separate state
(Init). Writing a sequence of numbers consumes also much fewer energy than
an MP3 stream, because in average only two bits are switching between two
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Fig. 4. Comparison of gate-level and system-level power-over-time trace of an AES
encryption and decryption module

payload data. Nevertheless, the worst-case error of average energy consumption
measured between the system-level and gate-level power-over-time traces was
2.44% when initializing the SRAM with zeros. For this reason it was put in a
seperate state to reduce the error to 2.05%. For a typical set of examined stimuli
data, we have measured an average execution time of about 7ms at system-level
and 13.225 s at gate-level.

For the AES module we took two different implementations in SystemC.
The first one is at RT-level and cycle accurate. The second one is modelled at
transaction-level. For the transaction-level model and RT-level model we took
the same power values and delays and therefore the power-over-time traces of
these models are equal. The data is first encrypted (setting the AES module
to encryption mode) and decrypted afterwards by a second AES module that
works in decryption mode. In this example the PSM uses the timeout mechanism
to detect the end of the encryption/decryption process because no communica-
tion takes place after the AES processing has been finished. During simulation
a Dynamic Frequency and Voltage Scaling (DFVS) from 100MHz at 1.10V to
150MHz at 1.15V has been done. A comparison of system-level and the gate-
level power trace is shown in Fig. 4. To generate the gate-level power trace it
took 3.5 hours. For this model we also measured a worst-case error for the av-
erage power consumption of below 1%, because for a crypto core the energy
consumption does not significantly depend on the input data or on the oper-
ation mode (encryption/decryption). We measured that the execution time at
RT-level in SystemC is about 6.66 faster compared to gate-level simulation. At
transaction-level the execution time is even 3800 times faster than at gate-level,
it takes only 15 ms.

In our experiments the static power had an amount of about 7% of the total
energy consumption and the variation accounted only for 10%. For this reason
we assumed a constant static power.

These first experiments show very promising results. Modelling the energy
consumption at system-level with PSMs can lead to a significant speed-up >
1000, while offering a sufficiently accurate power-over-time tracing at the same
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time. The only drawback resides in the relatively high modelling effort for gen-
erating the PrSM and PSM model for the first time. Moreover, the RTL power-
over-time trace generation also take some time, since state-of-the-art gate-level
power estimation tools only support the calculation of average energy consump-
tion over a specific time frame. Hence, each sample has to be calculated sepa-
rately and concatenated to a power-over-time trace before the PSM model can
be generated. But this effort only has to be spent once per IP component.

5 Conclusion and Future Work

In this paper we have presented a methodology for non-invasive modelling of
the energy consumption of transaction-level models. Through observation at the
interfaces and abstract interpretation of the internal power states, modifications
of the functional model or the underlying simulation kernel can be avoided. The
PrSM is the communication protocol interpreter and filters power information
to trigger PSM transitions. This way also introspection of transmitted payload
data can be filtered to trigger power mode switches. Through modelling the PSM
as state machine extended with timeouts also time dependent and communica-
tion independent power mode switches can be represented. We have applied our
approach to an SRAM and AES encryption IP and obtained a significant simu-
lation speed-up in comparison to gate-level simulations. We could also confirm
a high fidelity of the system-level power simulations. In the future we will apply
this methodology to components with a more complex internal state space like a
DMA controller and examine the correlations between I/O operations and gate
level power trace. Additionally we want to take into account parasitic effects.
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Abstract. Near-threshold voltage operation is a well-known solution for
drastically improving the energy efficiency of microprocessors fabricated
with the latest process technologies. However, it is not well studied how
the optimal gate size of standard cells changes when the supply voltage of
the microprocessors gets closer to the threshold voltage. This paper first
shows an experimental observation that the optimal gate size for near-
threshold voltage which is 0.6V in this work is far from the optimal gate
size for the nominal supply voltage which is 1.2V in our target process
technology. Based on this fact, the paper next presents our cell optimiza-
tion flow which finds the optimal gate sizes of individual standard cells
operating at the near-threshold voltage. The experimental results show
that, when operating at the 0.6V condition, the energy consumptions of
several benchmark circuits synthesized with our standard cells optimized
for the 0.6V condition can be reduced by 31% at the best case and by
23% on average compared with those of the same circuits synthesized
with the cells optimized for the nominal supply voltage.

1 Introduction

With an increasing number of portable electronic devices and with a severe
world-wide energy crisis, there is a great demand for designing low energy LSI
circuits. Although many low energy design techniques have been developed be-
fore and they have contributed for reducing the energy consumption in the LSI
circuits, ever increasing demand for higher-performance LSI circuits requires re-
ducing more energy in the LSI circuits. Since the energy consumption of the
LSI circuits is quadratically proportional to the supply voltage, reducing the
supply voltage of the LSI circuit is very effective for the energy reduction. How-
ever, it increases delay in the LSI circuit. Therefore, it is necessary to take the
energy-delay trade-off into consideration for designing the high-performance and
low-energy LSI systems. Standard cells are key components for designing high
quality LSI circuits in a short turn-around-time. The standard cells are a set
of pre-designed and pre-verified building blocks which can be used for automat-
ically synthesizing a targeting circuit. Since the energy consumption and the
performance of the standard cells strongly affect those of the target circuit syn-
thesized with the standard cells, it is customary that a cell library is designed
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carefully by a silicon foundry such that the library can fully exploit the char-
acteristics of its target fabrication process. Typical standard cells are tuned for
a nominal operating voltage of the targeting process technology. In the latest
process technology, 1.2V or 1.0V is the nominal voltage. Therefore, if we use the
cells in lower voltage conditions like 0.6V or 0.5V, several design parameters of
the cells are not necessarily optimal. This paper shows an experimental obser-
vation that the optimal gate size for near-threshold voltage operation is much
smaller than that for the nominal supply voltage. Based on this observation,
we find the optimal gate width for each cell in a target standard cell library
which reduces in balance the energy consumption and the delay of the circuits
synthesized with the cells. Although there are several previous studies on the
optimization of PMOS/NMOS size ratio [3,4], to the best of our knowledge, our
work is the first one which explicitly shows that the optimal total size of the
PMOS and the NMOS in a cell also depends on the target supply voltage. The
rest of this paper is organized as follows. Section 2 describes related work and
motivation of this work. Section 3 shows our cell optimization flow and results
of individual cells. Section 4 shows energy consumption, area and performance
results of benchmark circuits synthesized with our optimized cells and foundry
provided cells, respectively. Section 5 concludes this paper.

2 Related Work

In recent years, standard cells targeting for near- and sub-threshold voltages are
widely investigated. In [1,2], cell libraries optimized for a wide range of sup-
ply voltage are presented. Their main focus is designing standard cells covering
wide range of operating voltage instead of optimizing the cells for a specific low
voltage. Although this optimization policy is very effective for designing energy
efficient DVFS-capable processors which run across a wide supply voltage range
in order to support both high performance and high power efficiency modes of
operation, it is not necessarily the best solution for the processors if they target
a specific low operating voltage. Unlike their approaches, our approach opti-
mizes the cells for a specific near-threshold voltage. Our optimization policy is
good for multi-VDD designs where each voltage island is optimized for a spe-
cific operating voltage. This paper shows the effectiveness of our approach by
comparing the energy efficiency of several benchmark circuits synthesized using
our cells optimized for a near-threshold voltage with that of the same circuits
synthesized using foundry-provided cells. In [3,4], methods for optimizing the
P/N width ratio of standard cells for a specific low supply voltage are proposed.
Although the methods in [3,4] find the optimal P/N width ratio, they do not try
to find the optimal gate size (i.e., the total size of PMOS and NMOS transis-
tors). Unlike [3,4], our approach simultaneously finds the optimal gate size and
the optimal P/N ratio of cells for the near-threshold voltage operation. Above
mentioned previous papers also do not quantitatively show the impact of the cell
optimization on the energy consumption, area, and performance of practically
large circuits in near- and sub-threshold conditions. Even if individual cells are
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very energy efficient, the large circuits synthesized with the cells are not always
very energy efficient. This is because the quality of the circuits synthesized with
a cell library strongly depends on a holistic quality of the cells in the library.
Therefore, evaluating the large scale circuits synthesized by the cells is very im-
portant. This paper quantitatively shows the impact of the cell optimization on
the energy consumption, area and performance of practically large scale bench-
mark circuits selected from ISCAS’85 benchmark suite. In [5,6], methods for
choosing the gate size and the supply voltage of the circuit simultaneously at
a circuit synthesis phase are proposed. Those papers show that the wider gate
saves more energy consumption of the circuits synthesized with the gates when
the supply voltage is scaled down together. This is because the supply voltage
quadratically impacts on the energy consumption of the circuit while the gate
size only linearly affects the energy consumption. Therefore, increasing the gate
size together with lowering the supply voltage can reduce the energy consump-
tion without any delay overhead. This is true when we chose the gate size and
the supply voltage at a circuit synthesis phase. However, when we develop a
standard cell library, the cells are optimized for a specific supply voltage such
that the library cells can fully exploit the characteristics of their target fabrica-
tion process at the specific supply voltage condition. In this paper, for the first
time, we show that the optimal gate size for a near-threshold voltage operation
is smaller than that for a nominal supply voltage operation.

3 Standard Cell Optimization

This section presents our cell optimization method which finds the optimal gate
sizes of individual cells in a target standard cell library. The target process used
in this work is a commercial 65nm CMOS process technology. The optimization
is done by changing the gate sizes of foundry-provided standard cells. Therefore,
the basic architecture, the height and the placement pitch of our standard cells
are the same from those of the foundry-provided cells.

3.1 Target Cells

We target standard cells presented in Table 1. Although the target cells do not
include a full set of the foundry-provided cells, the full variety of drive strength

Table 1. Type of cells in a target library

Logic Drive Strength

INV 0.5X, 1X, 1.5X, 2X, 3X, 4X, 6X, 8X, 10X, 12X, 16X

BUF 0.5X, 1X, 2X, 3X, 4X, 6X, 8X, 10X, 12X, 16X

NAND2, NOR2 0.5X, 1X, 1.5X, 2X, 3X, 4X, 6X, 8X

AND2, OR2 0.5X, 1X, 2X, 3X, 4X, 8X

AOI21, OAI21 0.5X, 1X, 2X, 4X

AOI22, OAI22 0.5X, 1X, 2X
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values is included in the target library. Functions of AOI21, OAI21, AOI22, and
OAI22 are as follows;

AOI21 = !((A · B) + C) AOI22 = !((A ·B) + (C ·D))
OAI21 = !((A+B) · C) OAI22 = !((A+B) · (C +D))

The total number of cells included in the target library is 63.

3.2 Simulation Setup

In a typical simulation structure for finding the optimal gate size, rFO4 is used
[3] as shown in the left of Figure 1. An FO4 (fanout of 4) is used for both input
and output. By keeping the reference input and output cells unchanged, various
gate sizes of the target cell are compared [3]. This structure works well when the
supply voltage is enough high compared to the threshold voltage. However, in a
near-threshold voltage region, this structure does not necessarily find the optimal
gate size for the final circuits synthesized with the cells. As shown in the right
of Figure 1, the propagation delay can be defined as a difference between times
where the input and the output voltages become VDD/2, respectively. In the
near-threshold region, the transition delay of input signal (Ttran in Figure 1) is
dominant since the threshold voltage (Vt in Figure 1) is higher than the VDD/2.
Therefore, if the gate size of the reference input is kept unchanged, a smaller gate
size in the target cell results in a smaller propagation delay of the target cell.
This does not reflect an actual situation of circuit synthesis using the standard
cells. For example, when we synthesize a circuit, the gate sizes of all the cells
in a standard cell library used for the synthesis are pre-optimized for a specific
supply voltage. In this case, the gate size of the input cell is small if the gate size
of the target cell is small. To reflect this situation more accurately, we use a new
FO4 simulation structure where only the output load of the target cell is kept
unchanged for finding the optimal gate size of the target cell as shown in Figure
2. In our gate size optimization, the optimal gate size is exhaustively explored
by changing the gate size of all the cells except for the FO4 cells connected to
the output of the target cell under evaluation.

Target Target

INV

input output

(a)  rFO4 simulation structure (b)  Propagation delay in near-threshold region

4X

3X
Vt

VDD/2
Ttran TRC

Fig. 1. rFO4 simulation structure
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1 2

Target Cell

FO4

VDD VDD

FO4 INVERTER

VDD3
VDD2

FO4

3

INPUT (FO4)

VDD

W unchanged
FO4 load

Fig. 2. New FO4 simulation structure

3.3 Optimization Flow

A flow of our gate size optimization is shown in Figure 3. For a given cell in
a target library, the propagation delay D and the energy consumption E for
various gate widths are measured through circuit simulation using HSPICE of
SYNOPSYS. From the results, we calculate an energy and delay square product
(ED2) value for each cell. Note that we measure rise (Drise) and fall (Dfall)
propagation delays separately. The ED2 value here is obtained by E × (D2

rise +
D2

fall). Then, we find the optimal NMOS and PMOS gate sizes separately for

each cell, which minimize the ED2. The gate size exploration begins from the
minimum gate size allowed in the target process technology. Then the gate size
is increased by Δw at a time, and E and D values are evaluated for the gate
size. This process is repeated until the improvement of the D value in the target
cell becomes negligible. From all the gate sizes explored in this procedure, we
find the optimal gate size which minimizes the ED2 value. Finally, based on
the gate sizes of the cells, we find a common WELL boundary among cells so
that the total cell area is minimized. If the gate width is larger than the WELL

Change gate size w

Make physical layouts of cells and 
extract SPICE netlists with parasitics

Characterize the cells and make a .db 
file for logic and layout synthesis

Cells to optimize

For each gate size w of a given cell, 
measure the energy consumption E
and propagateion delay D

Based on the gate sizes found by the 
gate size optimization, find a common 
WELL boundary among cells so as to 
minimize the total cell area

Calculate ED  as an objective function2

Fig. 3. Optimization flow
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height, the cell is implemented as a multi-finger cell. Physical layouts of cells are
created based on the results of gate size and WELL boundary optimizations. We
use NCX of Liberty for characterizing the cells. The characterization results are
compiled into a .db file which is used for logic and layout synthesis.

In [7], validity of EDx is discussed. The x represents an exponent for delay.
Values of x less than one mean that the energy is more significant than delay,
and on the other hand, values larger than one can be interpreted as a case that
the delay restriction is more severe than the energy one. In many circuit op-
timization flows, a metric of ED is used. This metric treats both energy and
delay factors in a same way. However, minimizing ED product without consid-
ering the application does not give us any reasonable answer. Suppose we reduce
both the energy and delay by tuning the gate size in the near-threshold region.
As explained in the previous subsection, since the transition delay is dominant
in the near-threshold region, reducing the delay by increasing the gate size is
more difficult than reducing the energy by decreasing the gate size. Therefore,
using more than one for x in the EDx metric seems reasonable. In this work, we
therefore use an ED2 metric instead of using the ED product.

3.4 Optimization Results

The gate size optimization results for the near-threshold voltage condition are
summarized in Figure 4. Upper two figures show gate width ratios of our cells
to the foundry-provided cells. Lower two figures show the ED2 ratios of our
cells to the foundry-provided cells. The most important observation here is that
the optimal gate size for the near-threshold voltage condition is much smaller
than that for the nominal supply voltage. The main reason of this result is that
the cells in the near-threshold operation have a weaker dependence between
the gate width and the delay compared to that in nominal voltage operation. As
explained with Figure 1 in Subsection 3.1, the input transition delay is dominant
in the total propagation delay when we use the cells in a near-threshold voltage
region. Therefore, the propagation delay for the near-threshold operation is less
sensitive to the gate width compared to that for the nominal voltage operation.
On the other hand, the relation between the energy consumption and the gate
width is almost independent from the operating voltage. As a result, for the near-
threshold voltage operation, the optimal gate width which minimizes the ED2 of
the cell is smaller than that for the nominal voltage operation. More specifically,
on average, the gate size of the cells optimized for the near-threshold voltage
is 22% smaller than that of the foundry-provided cells. As a result, the energy
consumption of the cells optimized for the near-threshold voltage is reduced by
22% on average compared to the foundry-provided cells as well when we use
them in the near-threshold region.

However, as we mentioned above, even if individual cells are very energy ef-
ficient, the large circuits synthesized with the cells are not always very energy
efficient. This is because the quality of the circuits synthesized with a cell library
strongly depends on a holistic quality of the cells in the library. Therefore, eval-
uating the large scale circuits synthesized with the cells is very important. In the



38 M. Kondo et al.

op
t t

ot
al

 W
 / 

or
g 

to
ta

l W
 

IN
V

B
U

F

N
A

N
D

2

N
O

R
2

A
N

D
2

O
R

2

O
A

I21

O
A

I22

A
O

I21

A
O

I22

0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

1

op
t t

ot
al

 W
 / 

or
g 

to
ta

l W
 

0.5X

1X

1.5X

2X 3X 4X 6X 8X

10X

12X

16X

op
t E

D
   

/ o
rg

 E
D

0.5X

1X

1.5X

2X 3X 4X 6X 8X

10X

12X

16X

op
t E

D
   

/ o
rg

 E
D

IN
V

B
U

F

N
A

N
D

2

N
O

R
2

A
N

D
2

O
R

2

O
A

I21

O
A

I22

A
O

I21

A
O

I22

2
2

2
2

 0

 0.2

 0.4

 0.6

 0.8

 1

in low drive cells
33.5% smaller

 0

 0.2

 0.4

 0.6

 0.8

 1

15% smaller

 0

 0.2

 0.4

 0.6

 0.8

 1
OPT PMOS OPT NMOSORG PMOS ORG NMOS

22% smaller

in high drive cells
5% smaller

Fig. 4. Gate size optimization results for near-threshold operation

next section, we quantitatively shows the impact of the cell optimization on the
energy consumption, area and performance of practically large scale benchmark
circuits selected from ISCAS’85 benchmark suite.

4 Evaluation with Benchmark Circuits

4.1 Experimental Setup

We use four different benchmark circuits selected from ISCAS’85 benchmark
suite as summarized in Table 2. We use design compiler of SYNOPSYS for
synthesizing the circuits.

4.2 Logic Synthesis Results

Figure 5 shows the energy consumption of the benchmark circuits for different
time constraints in near-threshold voltage operation. Solid and dotted lines in
the figure show the results for benchmark circuits synthesized with foundry-
provided standard cells and our standard cells optimized for the near-threshold
voltage, respectively. Vertical axis represents the energy consumption of the cir-
cuits. Horizontal axis represents the time constraints given when the circuits are
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Table 2. Specification of the ISCAS-85 benchmark circuits[8]

No. of No. of No. of
Circuit Function inputs outputs logic gates

c2670 12-bit ALU and controller 233 140 1193
c3540 8-bit ALU 50 22 1669
c5315 9-bit ALU 178 123 2307
c7552 32-bit adder/ comparator 207 108 3512

synthesized using design compiler. The time constraint corresponds to the max-
imum operating clock frequency of the circuit. The energy consumption values in
the figure are estimated by power compiler of SYNOPSYS. As can be seen from
the figure, our standard cells can reduce the energy consumption of the circuits
drastically. For example in the c7552 circuit, our library reduces the energy con-
sumption by more than 28% compared with the foundry-provided library when
5200ps is given as a time constraint. The circuits synthesized with our cells can
also largely improve the maximum circuit performance. More specifically, the
maximum clock frequency of the c7552 circuit synthesized with our library is
improved by 4% compared with that synthesized with the foundry-provided li-
brary. Area of the circuits synthesized with the most strict time constraints are
also shown in Figure 5. As can be seen from the figure, area of the circuit syn-
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Fig. 6. Energy and performance results for nominal supply voltage (1.2V)

tesized with our library is equal to or smaller than that synthesized with the
foundry-provided library.

Similarly, Figure 6 shows the results for 1.2V operation. For obtaining these
results, we first characterize both our library and foundry-provided library un-
der the nominal voltage (i.e., 1.2V) condition. The benchmark circuits are then
synthesized with those libraries. As can be seen from the figure, on average, the
energy efficiency of the circuits synthesized with the foundry-provided cells is
better than that of the same circuits synthesized with our cells optimized for
0.6V operation. Another important observation from the figure is that the max-
imum performance of the circuit synthesized with the foundry-provided cells is
higher than that of the same circuit synthesized with our library. This means
that the foundry-provided cells can synthesize a high performance circuit which
cannot be synthesized by our cells in the nominal voltage condition. In several
cases, the energy consumption of the circuit synthesized with the foundry pro-
vided cells is very close to that of the same circuit synthesized with our cells.
However, this happens only when the time constraints are not very strict. The
main reason is that our library has more cells that have low-drive strength than
the foundry-provided library. Therefore, when the time constraint is not very
strict, those low-drive cells are effectively used for non-critical paths, which re-
duces the energy consumption of the circuit. From the results shown in Figure
6 and Figure 5, we can conclude that optimizing the gate sizes of the standard
cells for a specific target supply voltage has a strong impact on both energy
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reduction and performance improvement of the circuits synthesized using the
standard cells.

5 Conclusion

This paper shows an experimental observation that the optimal gate size for near-
threshold voltage (0.6V) operation is much smaller than that for the nominal
supply voltage (1.2V). Then, we show that the main reason of this observation
is a weaker dependence between the gate width and the delay of the cell in lower
voltage conditions. Based on this fact, we find the optimal gate width for each cell
in a target standard cell library which reduces in balance the energy consumption
and the delay of the circuits synthesized with the cells. The synthesis results show
that the energy consumptions of the circuits synthesized with our optimized
standard cells can be reduced by 31% at the best case and by 23% on average
compared with those of the same circuits synthesized with the foundry-provided
cells. Our future work will be devoted to develop a framework which takes the
process variation into consideration during the gate size is optimized.
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Abstract. Synchronizers play a key role in multi-clock domain systems on chip. 
Designing reliable synchronizers requires estimating and evaluating synchro-
nizer parameters  (resolution time constant) and  (metastability window). 
Typically, evaluation of these parameters has been done by empirical rules of 
thumb or simple circuit simulations to ensure that the synchronizer MTBF is 
sufficiently long. This paper shows that those rules of thumb and some common 
simulation method are unable to predict correct synchronizer parameters in 
deep sub-micron technologies. We propose an extended simulation method to 
estimate synchronizer characteristics more reliably and compare the results ob-
tained with other state-of-the-art simulation methods and with measurements of 
a 65nm LP CMOS test-chip. 

Keywords: Synchronization, metastability, synchronizers, simulation, MTBF. 

1 Introduction 

Multiple-clock domain System on Chip (SoC) designs require synchronization when 
transferring signals and data among clock domains and when receiving asynchronous 
inputs. Such synchronizations are susceptible to metastability effects which can cause 
malfunction in a receiving circuit. In critical designs, this risk must be mitigated. To 
assess the risk and to design reliable synchronizers, models describing the failure 
mechanisms for latches and flip-flops have been developed [ 1][ 2]. Most models ex-
press the risk of not resolving metastability in terms of the mean-time-between-
failures (MTBF) of the circuit, Eq. (1), where S is the time allotted for resolution,  
and  are the receiver and sender clock frequencies, respectively,  is the resolution 
time constant, and  is a parameter related to the effective setup-and-hold time 
window during which the synchronizer is vulnerable to metastability. 

MTBF eSTW FC FD (1)

Over the years, techniques have been developed for obtaining an arbitrarily long 
MTBF. These techniques have been translated into convenient rules of thumb for 
designers. As digital circuits have become more complex, denser and faster with  
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reduced power consumption, the old rules of thumb are beginning to fail [ 3][ 4], espe-
cially when adding process variations and operating-condition sensitivities in today’s 
manufacturing technologies [ 5]. One rule of thumb has stated that the time constant  
is proportional to the fan-out of four (FO4) propagation delay. This rule of thumb thus 
predicts that  decreases with feature size and FO4 gate delay. However, a change in 
this pattern is emerging at process nodes 90nm and below [ 3][ 4][ 6]. This change is 
particularly significant when the metastable voltage (typically about ½ ) is in the 
vicinity of the transistor threshold voltage, an increasingly common occurrence for 
low-power circuits employing lower supply voltage and high threshold transistors. 
Under these circumstances, the current flowing in a metastable complementary pair of 
transistors can be exceedingly small [ 4], resulting in a large value of . Operating 
conditions, particularly at low temperatures, and process variations further aggravate 
the situation and can cause many orders of magnitude variation in the MTBF of a 
synchronizer. No longer can the designer depend upon the rule of thumb that  is 
proportional to the FO4 delay. As a result, traditional guidelines for synchronizer 
design are no longer useful and simulations should be used to correctly estimate syn-
chronizer error probabilities. 

Over the years, several simulation methods have been proposed to calculate syn-
chronizer failure probabilities. In some works [ 2][ 3][ 7], the simulation shorts latch 
nodes to force metastability to estimate . In this work we show that this simple node-
shorting method is inadequate for simulating general latches and is only valid for fully 
symmetric cross-coupled inverters. In non-symmetric latches the method generates 
incorrect results. Typically, a chain of latches or flip-flops is used for synchronization. 
Those latches are usually non-symmetric or the capacitive loading by other circuits 
leads to non-symmetric circuits, yielding inaccurate results. We propose an extension 
of the simulation method for the case of asymmetric cross-coupled inverters and 
compare the results of our extended method to results obtained by two other state-of-
the-art simulation methods [ 8][ 10]. We show that our proposed novel simulation me-
thod correctly predicts synchronizer parameters in a simpler manner and at a lower 
computational cost than another recently published method [ 8]. To further validate 
our method we also compare the result of our simulations with real measurements of 
65nm LP CMOS latches. 

2 Node Shorting Simulation  

Node shorting simulation (NSS), as described in [ 2][ 3][ 7], is widely used by 
designers. The two nodes of a latch are shorted to equate their voltage, simulating 
metastability. When the short is opened, the latch is allowed to resolve. One node will 
diverge to  while the other to ground. A small battery (order on nV) across the 
nodes is placed to ensure the starting time and the direction of divergence. Fig. 1 
shows two different latch configurations with the voltage controlled switch that is 
used to short the lacth nodes (dotted lines). The potential metastable nodes ,  are 
higlighted in red.  
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Fig. 1. Two common latch configurations, (a) Reduced clock swing latch [ 12] (b) regular low 
high latch configurations [ 13] 

The small signal behavior of the latch can be modeled as two cross coupled 
inverters as shown in [ 7][ 10] and it is possible to describe their behavior by 

 

 
(2)

where the time constant ⁄  ,  is the metastability voltage at the input of 
the  inverter(in the metastable node),  is the total capacitance associated with 
the  metastable node,  is the trans-conductance of the inverter and , . In particular, if the cross-coupled inverters are symmetric,  , 

 and in terms of the difference voltage  we get 
  the solution of which is  0  (3)

From a transient simulation of the resolving nodes ( , the exponential rate of diver-
gence  can be computed. The result of such a simulation using a symmetric latch circuit 
as the one shown in Fig. 1a (symmetric inverter and same size transistors with respect to 
nodes a,b) is shown in Fig. 2. At 1nsec the voltage controlled switch is opened and nodes 

 and  diverge to opposite directions (black solid lines). The logarithm of the voltage 
difference  is plotted in blue, clearly showing an exponential resolution in time as 
predicted by Eq. (3). The inverse of the derivative of the blue line is shown in green 
yielding . The flatness of the green line corresponds with Eq. (3). 

 

Fig. 2. Node shorting simulation for symmetric latch shown in Fig. 1a 
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Without the assumption of symmetry in the latch, the general solution of Eq. (2) is  ⁄ ⁄  ⁄ ⁄  
(4)

The constants , , , , are determined by initial conditions and depend on 
the setting of origin of the time scale and . In this case, shorting the nodes 
does not force a metastable state in the latch, and hence this simple procedure cannot 
be used to simulate τ. Fig. 3 shows a simulation using the latch configuration of Fig. 
1a with non-symmetric inverters, using the same color code as in Fig. 2. The green 
plot is not flat, showing non simple exponential behavior and hence  cannot be 
computed from the slope of the logarithm of the voltage difference as proposed by the 
simple short node simulation method.  

 

Fig. 3. Node shorting simulation of non-symmetric latch of Fig. 1a 

When the cross-coupled inverters and capacitance loading are symmetric in the 
circuit of Fig. 1a, the metastable point lies on the line  (Fig. 4a) and when the 
nodes are shorted the system is forced into metastability (blue circle). On the other 
hand, when the cross-coupled inverters are non-symmetric (Fig. 4b, skewed low, or 
Fig. 4c, skewed high), the metastable point is not reached by shorting the two nodes. 
Instead, shorting the two nodes yields an intermediate state (green circle), different 
than the metastable state (blue circle); when the switch is opened, the latch follows 
the green path in state space, from the blue circle on  towards either the (1,0) 
state (Fig. 4b) or the (0,1) state (Fig. 4c). 

 

Fig. 4. Voltage transfer curves (VTC) (a) Symmetric latch (b)skewd low asymmetric latch (c) 
skewed high asymmetric latch 
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3 Extended Node Shorting Simulation  

In an asymmetric latch, the metastable voltages of the two nodes differ by some  
(Fig. 5a), which needs to be found. Using the notation of (4),  . If a 
voltage source  is placed between the metastable nodes, shown in Fig. 5b, 
when the switch is closed the latch is forced into metastability (blue circle). Then the 
switch can be released showing the exponential behavior predicted by Eq. (4). In the 
case when the value of  is exactly  the current through the switch is zero, and 
thus the switch can be opened without changing any condition. This is caused because 
the intrinsic difference between the metastable voltages of the nodes (  is com-
pensated for by the voltage source , resulting in no current through the 
switch. 

Consequently our enhanced node shorting simulation (ENSS) method comprises 
two steps: 

(i) Finding the metastability offset voltage ( ). 
(ii) Node shorting transient simulation as described in Sec.  2 using . 

An iterative process is used to find the value of . An adjustable voltage source 
 is used, and its value is changed until = , namely until the metastable point 

lies on the line = =  (Fig. 5a). 

outout

data data

clock

 

Fig. 5. Proposed technique for reaching metastability in asymmetric latches 

We propose three different iterative algorithms to calculate : 

• Current compensation (CC) 
• Transient bisections (TB) 

The current compensation algorithm adjusts the voltage  with the switch closed, 
using the circuit of Fig. 5b with an arbitrary initial value of . If > , current 
flows in one direction, and if < , current flows in the opposite direction  
(Fig. 6). The algorithm iteratively adjusts  until the current is zero. At that stage, 
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 and the latch is metastable. A pseudo-code describing the algorithm is 
shown in Alg. 1. It starts with two initial voltages ( ,  yielding currents (  
with opposite sign. Then the algorithm performs a binary search untill the current falls 
below the desired error tolerance ( ). The value of  is given by the last value of /2. The algorithm uses only SPICE DC simulations . 

  

Fig. 6. Illustration of CC circuit 
diagram and behavior 

In the transient bisection method, SPICE transient simulations are used with the 
circuit of Fig. 5b. The algorithm starts by choosing two values for ,  ,  
which lead to two opposite transitions of the node  (or ). The transition direction 
is determined by the value of the voltage at the end time of the simulation (T). The 
transition settling time ( , measured from the time when the switch is released is 
computed, and the resolution is given by the maximum settling time allowed 
( ). Next, by binary search the algorithm finds a narrower interval, which also 
produces two opposite transitions on its extremes. A pseudo code for the algorithm is 
shown in Alg. 2  
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Once the value of  is found, with either one of these two methods, a single 
transient simulation is performed with the circuit of Fig. 5b. The voltage source  is 
set to the found value of  and the switch is opened showing a divergence of the 
metastabale nodes. Re-writing Eq. (4) for the voltage node difference (   ⁄ ⁄

 ⁄  
(5)

The negative exponent term in Eq. (5) decreases fast with time and can be neglected. 
Fig. 7 shows a transient simulation of the circuit of Fig. 5 after finidng  using the 
current compensation algorithm. As predicted in Eq. (5) the voltage (  shows 

exponential behavior and τ can be calculated from the slope of the blue curve (green line). 
When  is larger than about 100 mV the small signal model fails and the traces are no 
longer exponential as can be seen for times greater than 2.2nsec in Fig. 7. 

 

Fig. 7. Extended short node simulation for asymmetric latch using current compensation 
method to find  

Though the two proposed methods generate consistent results for  and hence 
for τ , the CC method incurs less computational effort and requires simpler 
simulations than the bisection method. CC method require DC simulations only, while 
TB requires several transient SPICE simulations with fine resolution and long run 
times. In order to achieve the same resolution for  in the TB method, the 
transient simulation time in each run should be increased and hence increasing the 
overall simulation time. For that reason our tested ENSS uses CC to calculate . 
The ENSS using CC proposed is more time efficient than the sweep simulation 
method [ 8] since it requires fewer steps of much simpler DC simulations compared to 
several transient simulation, iterations and interpolations required in the sweep 
method. 

3.1 Metastability Time Window  

The drawback of the ENSS method is its inability to simulate the parameter , re-
quired in Eq. (1) to calculate failure probability. In most cases, however, knowing the 
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value of  is sufficient to reliably estimate the failure probability and a lower bound 
on MTBF can be found. Since  is the smallest data input arrival time window such 
that for all data toggling outside this window the settling time of the latch does not 
increase above its nominal value [ 9], then . Then the error 
probability can be re-written as: 

 (6)

Both last terms of Eq. (6) are good lower bounds for the design of reliable synchro-
nizers using the simulation method proposed to obtain . 

3.2 Multi Stage Synchronizers 

The method derived so far applies only to a single latch. The calculation of the failure 
probability of a synchronizer comprising multiple cascaded latch stages from its con-
stituent latch parts is given in [10]. A detailed study using our enhanced method is out 
of the scope of this work and will be addressed in future publications. 

4 Simulations and Measurements 

A library latch (Fig. 8) has been implemented in a 65nm LP CMOS process. Its per-
formance has been measured and the results are compared here to our simulations 
based on the ENSS method, as well as to results generated by two other state of the 
art simulation methods, the sweep simulation method [ 8] [ 9] and the parametric simu-
lation method [ 10]. CC method for calculating  is used. The library latch is 
asymmetric due to different loading of the two latch nodes. All simulations were per-
formed using SPICE BSIM4 model level 54. The measurement method was described 
in [ 11]  

A comparison of  in measurements and simulations is presented graphically in 
Fig. 9 for different levels of supply voltage between 0.95V and 1.3V, at room temper-
ature. Fig. 10 shows the percentage error difference between each of the simulation 
methods and the measurements results of τ. Note that all three methods yield consis-
tent values for  with a maximum error of 11.5% with respect to measured values. 
The results of the proposed simulation method (ENSS) fall within 3% of the results of 
the other methods tested. 

 

Fig. 8. Library latch used for simulation and measurements 
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 . 9.  vs supply voltage, for measurements and simulations of a library 65nm CMOS FF 

 

Fig. 10. Simulation errors with respect to measurements for different supply voltages 

A comparison of the run times for ENSS simulation and the sweep simulation is 
shown in Fig. 11. For a fair comparison all simulations were performed using a com-
mon maximum resolution time ( . The  resolution of ENSS was previously 
calibrated for . This is why for higher supply voltages, for which  is lower, more 
iterations are required to achieve the target resolution time and hence the run time is 
higher. The results show that our method provides accurate results much faster than 
the sweep and parametric method.  

For the sake of completeness, Fig. 12 shows the offset of the metastable point from 
the symmetrical case, , against supply voltage. Note that  is never zero 
along the range of supply voltage.  

 

Fig. 11. Run times for ESNS simulation me-
thod and sweep simulation method 

Fig. 12. Offset of metastable point ( ) 
against supply voltage 
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5 Conclusions 

We demonstrated that the node shorting simulation method as previously used in the 
literature is inappropriate for simulating latches and only works in the very special 
case of perfectly symmetric latches. We extended the node shorting simulation me-
thod for the case of non-symmetric latches and showed that it produced consistent 
results. The extended proposed method comprises two steps, finding the metastable 
offset voltage  followed by a single run of a transient simulation. We showed 
two different algorithms to calculate , namely the current compensation, and the 
transient bisection method. We compared the results of our extended simulation me-
thod with the sweep and parametric simulation methods and showed that the results 
match with high accuracy but incurs less computation time and using only DC SPICE 
simulations followed by one transient simulation. We validated our simulation me-
thod against measurements taken on a circuit fabricated in a CMOS LP 65nm process. 
Simulation results predict  with an error of less than 12% (measurement equipment 
error) compared to measurements, demonstrating that the proposed simulation method 
is suitable for characterizing synchronizers in a reliable and easy manner. 
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Abstract. A phase space based NBTI model that relies upon the well-
known reaction-diffusion model is introduced. Temporal shift in thres-
hold voltage and a new parameter called “healability” are used to char-
acterize the state of the NBTI effect. The NBTI degradation is then
simulated as a trace of the interpolated characterization parameters.
Thereby, healability is crucial for the success of the model. The phase
space based model is well suitable in performance oriented use cases,
since a small deterioration of the simulation results comes with a vastly
improved simulation speed. The additional phase space dimensions of
temperature and supply voltage in combination with the conversion be-
tween duty cycle and supply voltage permit a performance efficient way
to simulate NBTI degradation for complete circuits without disregarding
power gating, temperature profiles and the IR drop.

1 Introduction

Variation, leakage and aging are major problems in current transistor technolo-
gies. Thereby, the aging effect and its implication on device lifetime is at least
understood. Most important aging effects are negative bias temperature insta-
bility (NBTI), hot carrier injection (HCI) and electromigration. Among those
effects NBTI has certainly the most complex characteristic. Therefore, it is very
demanding to model the NBTI effect and its impact on transistor aging. Fur-
thermore, the influence of the NBTI effect on other relevant device parameters,
such as dynamic power and leakage, isn’t analyzed, yet.

The NBTI part of integrated circuit design is currently based on worst-case
assumptions. Thereby, each PMOS is thought to be always conducting [1], the
IR drop is disregarded and the temperature is set to a high constant value. This
leads to a vast amount of over-design and generates additional cost. This cost
occurs due to an increased circuit area by the use of of additional redundancies
or due to a decreased performance through additional slack.

In order to calculate the influence of the NBTI effect on relevant device pa-
rameters and to simulate the NBTI degradation for complete circuits without
disregarding power gating, temperature profiles and the IR drop, the perfor-
mance of the NBTI model is crucial. Therefore, we propose a method to simulate
the NBTI effect in a performant way that comprises the complex characteris-
tic of the effect. Thus, some of the worst-case assumptions in integrated circuit
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design can be disregarded and the NBTI aging effect can be predicted in a less
pessimistic way.

The paper is organized as follows. The basics of our NBTI simulation method
are presented in Section 2. In Section 2.3 an example of a calculated phase space,
which forms the base of our simulation method, is shown. Simulation examples
and evaluation results follow in Section 3. Section 4 finally concludes the paper.

2 Phase Space Based NBTI Model

The main idea of the phase space based NBTI model is to characterize the state
of the NBTI process of a transistor using only a few parameters. The transis-
tor degradation for a given set of outer conditions can than be simulated by
interpolating the alteration of these parameters based upon a set of precalcu-
lated alteration values. This set of alteration values is called phase space within
this paper. All alteration values of the phase space are calculated using a specific
time step. The transistor degradation is then simulated as a trace of interpolated
characterization parameters (see Figure 5). Resolution of the trace is thereby de-
pendent on the time step of the phase space.

The calculation of the phase space must be based upon an NBTI model.
Therefore, the reaction-diffusion model of [2] [3] was chosen. The differential
equations that define this model are presented in Equations 1-4. Since we had no
access to reaction-diffusion parameters based upon a current technology, model
parameters are taken from [2] and correspond to accelerated transistor aging.
The reaction-diffusion model is based on hole assisted breaking of Si-H bonds in
the Si-SiO2 interface [4]. The released hydrogen converts to molecular hydrogen
[3] and diffuses into the gate oxide. This model is well in line with measurements
performed until 2005/2006. However, recent measurements [1] show that the
short time effects and the long time recovery can’t be explained by the reaction-
diffusion model. Instead, this may give evidence to hole trapping being the cause
of NBTI. Based on these results the switching trap model was proposed [5] [6].
This model may be the successor of the reaction-diffusion model. However, up to
now there is still no consensus regarding the physical origin of NBTI [6]. However,
the main ideas of the phase space based model should also be applicable to the
switching trap model. Therefore, it should be possible to adapt the phase space
based NBTI model to a newer base NBTI model.

Main advantage of the phase space approach is simulation speed. Furthermore,
a change of the outer conditions at an advanced point in time doesn’t require to
start the simulation from the very beginning with a totally unaged transistor.
Of course, this comes at the cost of calculating the whole phase space. However,
this has to be done only once for each technology and may be processed in par-
allel. There might also be a problem regarding the interpolation accuracy, which
will be addressed in the evaluation in Section 3. Another immanent problem of
this simulation approach is the time step of the phase space. Changes of outer
conditions at rate faster than the time step are obviously not supported and
very short time steps may increase the interpolation problem.
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The dimension of the phase space is given by the number of parameters for the
characterization plus the number of parameters describing the outer conditions.
Within this paper, temperature, supply voltage and transistor duty cycle are used
for the outer conditions. Duty cycle can be directly used within an NBTI model
during the calculation of the phase space and stands for a measure of activity. Two
parameters are used for the characterization of the state of the NBTI process. The
first parameter is the temporal component of the shift in threshold voltage. This
is equivalent to the number of hydrogen molecules within the gate oxide in the
case of the reaction-diffusion model. The second parameter should characterize
the ability of the system to regenerate. It is therefore called “healability” and is
linked to the probability that the temporal component of the shift in threshold
voltage becomes permanent. The two parameters should also be independent of
one another. These requirements led to a definition of the healability that is de-
scribed in Section 2.1. The permanent component of the shift in threshold voltage
is treated specially. During a simulation it can only increase over time. As long
as the permanent shift in threshold voltage is small in comparison to the maxi-
mal possible shift in threshold voltage, the calculations of the reaction-diffusion
model are barely affected by a permanent voltage shift. Therefore, it was decided
to not use the permanent shift in threshold voltage as a third characterization pa-
rameter. Instead, the permanent voltage shift is calculated for every phase space
entry. During a phase space simulation the permanent shift in threshold voltage
that occurs in each time step is then summed up.

2.1 Healability

The healability definition is based upon a solution of the system of differential
equations (Eq. 1-4) that characterize the reaction-diffusion model. These equa-
tions are presented in [2] and are slightly adapted within this paper to comprise
the conversion to molecular hydrogen [3].

dNIT

dt
= kF (N0 −NIT )− 2kRNHNIT x = 0 (1)

dNIT

dt
= 2DH

dNH

dx
+ δ

dNH

dt
0 < x < δ (2)

DH
d2NH

dx2
=

dNH

dt
δ < x < Tox (3)

DH
dNH

dx
= −kPNH Tox < x (4)

where NIT is the number of interface traps, N0 is the initial number of unbroken
Si-H bonds, NH is the hydrogen concentration, kF is the forward dissociation
rate constant, kR is the annealing rate constant, kP is the surface recombination
velocity, DH is the hydrogen diffusion coefficient, x = 0 denotes the Si-SiO2

interface, δ is the interface thickness and Tox is the oxide thickness.
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The following approach is used to solve the system of differential equations.

NH(x, t) =

{
−m(t)x+ b(t) + κ(x, t)

A(t)e−β(t)x
(5)

κ(x, t) stands for the deviation between linear solution and current system state.
Inserting the approach in Equation 4 gives

β(t) =
kP
DH

(6)

Continuity in Tox yields

A(t) = (−m(t)Tox + b(t)) e
kP
DH

Tox (7)

Continuity of the derivative in Tox yields

b(t) = m(t)

(
DH

kP
+ Tox

)
(8)

Integration of NIT (t) =
∫∞
0 2NH(x, t)dx delivers

m(t) =
NIT (t)− 2

∫∞
0

κ(x, t)dx(
T 2
ox + 2DHTox

kP
+ 2

D2
H

k2
P

) (9)

The linear solution κ(x, t) = 0 of the concentration of hydrogen molecules
NH(x, t) is therefore thoroughly defined by the number of interface traps NIT .
In this way, there is a certain linear solution for every shift in threshold voltage.
This solution is shown as a blue line in Figure 1 for an example value of the
threshold voltage shift.

The calculation of the healability value for a given hydrogen concentration
starts with the linear solution of the corresponding threshold voltage shift. Next
step is a weighted difference between hydrogen concentration and linear solution.
The weight function is a linear function with the value 1 at Si-SiO2 interface (x =
0) and the value −1 at the end of the oxide (x = Tox). Thus, in the first half of the
oxide a hydrogen concentration that is higher than the linear solution produces
positive values of the weighted difference in this region. Likewise, a hydrogen
concentration that is lower than the linear solution produces positive values in
the second half of the oxide. This is illustrated by the arrows in Figure 1. As
shown in Equation 10, the healability is then defined as the spatial integral of the
weighted difference divided by the spatial integral of the hydrogen concentration.

Healability =

∫ Tox

0 (NH − LS) ·WF dx∫ Tox

0 NH dx
(10)

where LS represents the linear solution of the system of differential equations
(Eq. 5, 8 and 9) and WF is the weight function. In this way, healability is re-
stricted to the region [−1, 1]. Examples of hydrogen concentrations with positive
and negative healability values are given in Figure 1.
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Fig. 1. Three examples of concentration of hydrogen molecules within the gate oxide.
The examples have the same shift in threshold voltage (integral) but different heal-
ability values. The blue curve (Healability = 0) is the linear solution of the system of
differential equations. Difference between hydrogen concentration and linear solution
defines the healability value.

In order to calculate the phase space it is needed to generate a hydrogen con-
centration based upon a given shift in threshold voltage and healability. This is
done starting with the linear solution of the shift in threshold voltage. After-
wards, the hydrogen concentration is changed repeatedly in minor steps in the
first and second half of the oxide as long as the desired healability is reached.
At each position, the change of the hydrogen concentration is a product of the
appropriate hydrogen concentration value of the previous iteration and a prede-
fined multiplier. Thereby, the spatial integral of the hydrogen concentration is
kept constant.

2.2 Duty Cycle Conversion

Duty cycle can be directly used within the reaction-diffusion model and stands
for a measure of activity. Hence, the effect of power gating or different signal
probabilities on NBTI degradation can be simulated with the duty cycle pa-
rameter. The reaction-diffusion simulation results are independent of the duty
frequency in wide frequency range [7]. Therefore, duty frequency is irrelevant as
long as it is within this range.

The dimension of the phase space is given by the number of characterization
parameters (temporal shift in threshold voltage and healability) plus the number
of parameters describing the outer conditions. Within this paper, temperature,
supply voltage and duty cycle should be used for the outer conditions. Therefore,
the parameter duty cycle adds a phase space dimension and greatly increases
the effort to calculate the phase space. However, effects of supply voltage and
duty cycle may also be specified in a combined way with a single phase space
dimension. This could be achieved with an interpolation that maps the plane
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Fig. 2. Conversion between duty cycle and supply voltage. Panel A: Shift in threshold
voltage simulated by the reaction-diffusion model. Panel B: Interpolated supply voltage
at 100% duty cycle that yields the same shift in threshold voltage.

of supply voltage and duty cycle to a single dimension of corresponding supply
voltage at a precise duty cycle value. This interpolation is called duty cycle
conversion within this paper. It is based upon the reaction-diffusion results of
the shift in threshold voltage as a function of supply voltage and duty cycle.
These results are shown in panel A of Figure 2. In this way, the interpolation of
a corresponding supply voltage at 100% duty cycle, that yields the same shift in
threshold voltage as the different pairs of supply voltage and duty cycle, can be
performed. The interpolated supply voltage values are presented in panel B of
Figure 2. Within this paper, a single dimension of corresponding supply voltage
at 100% duty cycle is used during the phase space calculation instead of separate
dimensions of supply voltage and duty cycle.

2.3 Phase Space

A calculated phase space is presented for a time step of one minute and a corre-
sponding supply voltage of 2.7V. As stated in Section 2, these parameter values
are due to reaction-diffusion model parameters only being available for accel-
erated aging of an outdated technology. Since the supply voltage only affects
the general amount of the NBTI effect, it was chosen to restrict the number of
supply voltage values. Results are presented in two different ways in Figure 3
and 4. The arrows in Figure 3 show the directions of the changes that occur in
a minute within the plane of temporal shift of threshold voltage and healability.
The actual differences between initial values and calculated values after a time
step are presented in Figure 4. Thereby, the components of temporal shift in
threshold voltage and healability are shown in panel A and B, respectively.

The directions of the arrows are dependent on both temporal shift in thresh-
old voltage and healability. Since the arrows at the edge of the plane of threshold
voltage and healability aremainly directed inwards, it is very unlikely that the pre-
calculated plane is abandoned during a simulation. This is a major prerequisite for
the reliability of the simulation technique. While the arrow directions in Figure 3
are rather independent of temperature, the length of the arrows and therefore the
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Fig. 3. Calculated phase space (white arrows) and permanent component of the shift
in threshold voltage (colors) for a time step of one minute. Different panels represent
temperatures of 290, 335 and 380K. The arrows are scaled in order to fit within the
plot. The correct differences of the threshold voltage and healability components that
occurred within a time step are shown in 4A and 4B, respectively.

Fig. 4. Temporal shift in threshold voltage (Panel A) and healability component (Panel
B) of the calculated phase space. The differences between initial values and calculated
values after a time step of one minute are shown. Red colors represent increased tran-
sistor aging.

amounts of the changes are certainly not. This equates to the temperature activa-
tion of the NBTI effect. The difference in threshold voltage is highly dependent on
temporal shift in thresholdvoltage andhealability.This is best visible at thehighest
temperature in Figure 4A. In this case, a reduction of the voltage shift only occurs
at higher values of the initial voltage shift and positive healability values. In con-
trast, the difference in healability at the highest temperature in Figure 4B is only
dependent on the initial healability value. At lower temperatures a dependency on
temporal shift in threshold voltagebecomes apparent.However, this dependency is
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only present at lower voltage values. This result shows that the parameter healabil-
ity is independent of the parameter temporal shift in threshold voltage to a certain
degree. This independence was a goal of the healability definition.

The permanent components of the shift in threshold voltage that occur during
the time step of one minute are shown as colormap in Figure 3. These components
are summed up during a phase space based simulation. Relevant values of the
permanent component only occur at negative healability values. This result also
confirms the healability definition in Section 2.1. As expected, the permanent
shift in threshold voltage also increases with an increasing value of the initial
temporal voltage shift.

3 Simulation Results

Parameter degradations of a transistor during one hour of permanent stress
are simulated using the phase space based model. Thereby, the phase space of
Section 2.3 with a time step of one minute is used. Hence, the simulations are
composed of 60 interpolations within the phase space. A simulation example with
a constant temperature of 290K and an example with alternating temperatures
are shown in Figure 5.

In order to evaluate the phase space based method, direct reaction-diffusion
simulations are also performed for the conditions with one hour of permanent
stress. The green arrow in Figure 5 shows the result of the direct reaction-
diffusion simulation that is equivalent to the simulation example with a con-
stant temperature of 290K. In this example, there is only a marginal difference
in shift of threshold voltage between these two methods. However, the simula-
tion with the phase space based model was more than 600 times faster than the

Fig. 5. Simulation of one hour of permanent stress. Red arrows represent the phase
space simulation, while the green arrow represents a direct calculation with the
reaction-diffusion model at the same temperature. An example of a phase space simu-
lation with different temperatures is shown by the blue arrows.
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direct reaction-diffusion simulation. In this way, simulations that would need
about a month with the reaction-diffusion model can be calculated in less than
75minutes. The short time step of the phase space was chosen, since the parame-
ters of the reaction-diffusion model correspond to accelerated transistor aging. If
we had access to reaction-diffusion parameters based upon a current technology,
a phase space with a greater time step could have been used. In this case, the
benefit in simulation speed would have been greater.

Direct reaction-diffusion simulations are performed for a wide range of initial
shift in threshold voltage and temperature. Percental differences between the di-
rect simulations and the phase space simulations are calculated for all those con-
ditions. These results are presented in figure 6. The different panels of the figure
illustrate the benefit of the different features of the phase space based model. In
panel A the phase space simulation is performed without using the healability
parameter and the summation of the permanent component. A difference up
to 40% occurs in this situation. This difference is reduced when the healabil-
ity parameter (panel B) or the summation of the permanent component of the
shift in threshold voltage (panel C) is used during the simulation. As expected,
best phase space simulations are achieved when both healability parameter and

Fig. 6. Percental differences between direct reaction-diffusion calculation and phase
space simulation of one hour of permanent stress. Panel A shows the differences for a
simulation without healability parameter and summation of permanent component of
the shift in threshold voltage. Simulation methods used in panel B and D make use
of the healability parameter while the summation of the permanent component of the
shift in threshold voltage is used in panel C and D.
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summation of the permanent component are used (panel D). In this case, the
percental difference between direct calculation and phase space simulation is
always smaller than 10%.

4 Conclusion

The calculated phase space indicates that the new parameter “healability” is well
defined with respect to the requirements. Furthermore, healability and summa-
tion of the permanent shift in threshold voltage are crucial for the success of
the phase space based model. The model is well suitable in performance ori-
ented use cases, since a small deterioration of the simulation results comes with
a vastly improved simulation speed. The additional phase space dimensions of
temperature and supply voltage in combination with the conversion between
duty cycle and supply voltage permit a performance efficient way to simulate
the dependence on various outer conditions. In this way, NBTI degradation can
be calculated efficiently for complete circuits without disregarding power gating,
temperature profiles and the IR drop.
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Abstract. Hamming and signal distance are common model variables
for characterising register-transfer level components for power. In order
to use power estimation models based on this characterisation it is nec-
essary to know exact input-stimuli for a circuit in order to propagate it
through the datapath and calculate the Hamming and signal distances
at each node.

In this work a new propagation approach for Hamming and signal
distances is presented. It is based on precharacterised components for
Hamming and signal distances. Using this approach it is not necessary
to know the exact input data of a circuit, only statistical information of
the input-stream is needed. The errors of the estimated Hamming and
signal distance properties are in the range of 5% to 14% The result of
an estimation is available nearly instantaneously since look-up tables are
used for implementation.

1 Introduction

Power dissipation is a key parameter when designing integrated circuits since it
influences costs, battery life and reliability of embedded systems. For this reason,
a lot of research activity is located in the field of power estimation and power
optimisation of digital circuits at different levels of abstraction.

Power dissipation can be separated into dynamic power, static power, and
power dissipation caused by short-circuit currents. The sources of dynamic power
are switched capacitances while leakage currents are the source for static power.
In this paper we focus on dynamic power, more precisely on the estimation of
switching activity.

The dynamic power is given by (1)

Pdyn =
1

2
· α · C · V 2 · f (1)

where α represents the switching probability, C is the capacitance to charge,
V is the supply voltage, and f represents the frequency. The common method
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to estimate power on gate level or lower is to simulate a circuit by using a
testbench and capturing the activity of the signals in a file. This file can be used
with commercial power estimation tools and technology libraries of the vendor
to get an estimation of the average power dissipation.

There are many approaches dealing with the estimation of power on register-
transfer or behavioural level. One possible basis for an estimation on these high
abstraction levels is to characterise the commonly used datapath components
(adders, multipliers, etc.) for power to build macro-models for the components.
In [1] the Hamming and signal distance between consecutive patterns are used
to characterise typical ASIC datapath components for power. In [2] the same
approach was used for FPGAs. The authors of [3] use the same model variables
to estimate the power of an H.264 decoder. In general, a power estimation on the
basis of Hamming and signal distance can be done but the estimator still needs
input stimuli, propagate it through the datapath and calculate the Hamming
and signal distance at each input of the used components. This means that the
input stimuli are one important factor to get trustful results. But in many cases
real stimuli are not known at this early stage.

There are some other papers dealing with the propagation of signal statis-
tics through datapaths. The authors of [4] showed, that switching activity in
datapaths can be characterised and propagated as probability based entropy of
the used components. Further investigations on entropy based models were done
in [5] by using a dual bit type model and switching activity statistics. Another
approach in is done in [6], where statistical methods were used at word level to
estimate the average switching activity of signals. To the best of our knowledge
there exists no approach of propagating Hamming and signal distances through
datapaths without knowing the datastream at the primary inputs.

In the following sections we present a method for propagating these signal
characteristics. Power-models which are based on characterising components
based on Hamming and signal distances can use this approach to abstract input
stimuli to input-characteristics. Only a knowledge of the switching behaviour at
the inputs is needed.

The paper is organised as follows. Section 2 explains the preliminaries needed
for understanding the approach which is presented in the subsequent Sect. 3. In
Sect. 4 the accuracy of the estimation is evaluated. The paper is concluded in
Sect. 5.

2 Preliminaries

A transition between two consecutive bitvectors can be classified by the Ham-
ming and signal distance. The Hamming distance Hd is defined as the number
of bit-transitions between two consecutive bitvectors vt and vt+1:

Hd(vt, vt+1) =

bw∑
i=1

(vt(i)⊕ vt+1(i)) (2)
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where ⊕ is the XOR-Operator, bw is the bitwidth of the input vector and i is
the bitposition in the vector.

The signal distance Sd is defined as the number of bits which are stuck at
logical one in two consecutive vectors:

Sd(vt, vt+1) =
bw∑
i=1

(vt(i) ∧ vt+1(i)) (3)

where ∧ is a logical AND.
The maximum Hamming and signal distances of a bitvector transition are

limited by the bitwidth of the vector:

Hd+ Sd ≤ bw (4)

For a vector with a bitwidth of bw there exist 2bw possible bitvectors. For every
bitvector there are 2bw possible consecutive bitvectors. This leads to (5) which
defines the cardinality of the set of all possible transitions T for a vector with
bitwidth bw.

card(T ) = 4bw (5)

These bitvector-transitions can be separated into Hamming and signal distance
classes. The set C of these classes has a cardinality of

card(C) =
bw+1∑
i=1

i (6)

A propagation of an Hd/Sd-combination through a component can be done by
feeding the component with every possible transition that represents this com-
bination. The result is an output-distribution of Hamming and signal distances
which can be represented in a table. For example, if we have a look at a 2-bit
incrementer and an input Hd/Sd-combination of Hd = 1 and Sd = 0 the input
and output transitions shown in Table 1 are possible:

Table 1. In- and output-transitions for a 2-bit incrementer with Hd = 1 and Sd = 0

input-transition output transition output Hd output Sd
(vt → vt+1) (vt → vt+1)

00 → 01 01 → 10 2 0
00 → 10 01 → 11 1 1
01 → 00 10 → 01 2 0
10 → 00 11 → 01 1 1

The according output-distribution for an Hd/Sd-input-combination can be
represented by a table. Table 2 shows the distribution for the presented incre-
menter example. The fields which are invalid due to (4) are marked with a dash.
Hereinafter, this Hd/Sd-output-distribution is called output-triangle since the
valid fields form a triangular-shape.

In the following section the approach for propagating Hamming and signal
distance classes through a datapath is presented.
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Table 2. Hd/Sd-output distribution for a 2-bit incrementer with Hd = 1 and Sd = 0

hd\sd 0 1 2

0 0 0 0
1 0 2 -
2 2 - -

3 Hd/Sd-Propagation Method

The Hd/Sd-propagation approach which is presented in this section uses the
Hamming and signal distance at the inputs of an RT-component to estimate the
output-triangle (see Sect. 2). The output-triangle then serves as input for prop-
agating the Hamming and signal distance through the subsequent components
of a datapath.

3.1 Validation of Data Abstraction

In order to validate whether the Hamming and signal distance are suitable pa-
rameters to be propagated through register-transfer level components, typical
components (adder, multiplier) with a maximum bitwidth of eight per input
were chosen since the number of possible input transitions rises by the factor
of 16 for every additional bit at each input according to (5). The components
where analysed by generating all possible input transitions for every Hd/Sd-
combination and calculating the result. Afterwards the output-triangle for every
possible input Hd/Sd-combination was generated.

If the Hamming and signal distance are suitable parameters then most of the
distribution in the output-triangles should be accumulated in a few fields.

Figure 1 shows the resulting coverage (y-axis) of all input data by choosing
a growing number of fields (x-axis) of the descending ordered list of the Hd/Sd-
output mean distribution. Most of the output data is accumulated on a low
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Fig. 1. Data coverage by number of fields of the output-triangle



66 A. Reimer et al.

percentage of the fields and with every additional field the coverage is rapidly
increasing. Choosing a satisfying level of coverage at 75%, this level is reached
by using 22-27% of fields of the adder and 7-10% of the fields of the multiplier.
This shows that a propagation of Hamming and signal distances is meaningful.

3.2 Monte Carlo Method for Hd/Sd-Propagation

The main objective of this method is to find the fields with high datacover-
age for given input Hamming and signal distances. Since the quantity of input
transitions increases rapidly by the bitwidth, exhaustive calculations would re-
quire a great deal of time and effort especially for common bitwidths e.g. 32 bit.
Thus an approximation is needed. A commonly used method for exploring large
amounts of data is the Monte Carlo method. It uses random data refined by
a probability distribution to explore the experimental space. The accuracy can
be controlled by the amount of random data, thus the error is a matter of paid
effort. This approach uses the Monte Carlo method to find the fields with the
highest probability for further propagation.

op1 op2

op3

ina inb inc ind

sig1 sig2

out

Fig. 2. An example datapath

The example datapath used is shown in Fig. 2. The Hamming and signal
distances of the primary inputs serve as inputs for the method and can be given
as one fixed value or as an distribution represented as matrix. The method
iterates over given Hd/Sd-combinations at the input. For each iteration random
data with the given Hamming and signal distance is generated and propagated
through the first level by applying them to ina to ind and calculating the output
triangle of sig1 and sig2. Then the fields with the highest probabilities are chosen
and a new set of random data is generated for every possible combination of those
Hd/Sd-classes. For every combination an output-triangle is calculated. Those
output-triangles are then averaged using the probability of the occurence of the
according input Hd/Sds of sig1 and sig2. The runtime depends on the quantity
of random data generated for each Hd/Sd-combination and the number of fields
which are chosen for the next propagation step.

For the implementation the quantity of random data is covered by a variable
called effort. The effort represents the number of random input transitions per
output field. For example, an 8-bit adder (two 8-bit inputs, one 8-bit output)
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has an output cardinality of card(output) = 45. Using an effort of 50 there
are 45 · 50 = 2250 random input transitions generated for each characterised
input Hd/Sd-combination. Each 8-bit input of the adder has a cardinality of
card(inputi) = 45 which means that there are 45 · 45 = 2025 different Hd/Sd-
combinations at the inputs. Since the adder has 2 · 8 = 16 input bits which
can switch there are 232 different transitions. This means that on average every
Hd/Sd-class covers more than two million transitions. Thus only about 0.11%
of all transitions are generated for an effort of fifty in this example.
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effort

op

Fig. 3. Precharacterisation

3.3 Precharacterisation of Single Components

The calculation of the propagation approach can be done at runtime. But as
particular components at steady bitwidths do not change their input related
behaviour at the output for the same input data, the estimation time can be
optimised by using precharacterisation as shown in Fig. 3. This can be done by a
Monte Carlo exploration of a single components behaviour. The resulting output
triangles are held as lookup-tables (LUTs) in a component database. By using
this approach, the effort during estimation is reduced to the lookup process, as
all behaviour data has been aggregated during the characterisation process.

The workflow of this approach is shown in Fig. 4. At the first level the pri-
mary Hd/Sd-combination is choosen by random or by predefined stimuli infor-
mation. The output behaviour of sig1 and sig2 is looked-up separately as the
behaviour of the single components are held in the LUT. The second level uses
these output-triangles to look up the output-triangle of out. Since the result of
the lookup-table is available nearly instantaneously the amount of propagated
fields and thus the amount of probable data can be increased without decreasing
the performance noticeable. Also the characterisation process can be done in
advance with a large set of random input data, increasing the accuracy of the
LUT-values.
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Fig. 4. LUT based approach

A restriction of the approach is that structural correlations are not taken into
account. It is possible to estimate the Hamming and signal distances in circuits
containing structural correlations but they are not specially treated.

4 Experimental Results

For the evaluation of both approaches, the estimation results have to compete
against an exhaustive simulation since comparing a Monte Carlo method with
another random data generation would not be sufficient. This limits the com-
parison to low bitwidths.

Measuring the error between estimated data and the evaluation model is done
using the root mean square error (RMS). For a better comprehension the RMS
is normalized by the range of observed values, that may be read as percentage
value of error. Hereinafter it will be called NRMS by using the function shown
in (7), where x̂ represents the estimated value of the approach and x the result
of an exhaustive simulation.

NRMS =

√
n∑

i=1

(x̂i−xi)2

n

xmax − xmin
(7)

Every Hd/Sd-combination at the input results in a matrix like shown in Table 2.
Thus the estimation of a component or datapath includes a set of matrices. For a
measure of the overall error, the NRMS between the exhaustive calculation and
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the Monte Carlo method is calculated for each input combination and averaged
over all matrices, hereinafter called Mean NRMS.

One important parameter is the amount of necessary Monte Carlo data to get
reliable results since it influences the runtime of the method. The influence of the
effort to the accuracy of the estimation in shown in Fig. 5. It can be seen that an
increasing effort directly results in a lower Mean NRMS. It also indicates that
even with a small amount of random data, the Mean NRMS is acceptable low.
For all evaluated operations an effort of 20 was enough to get a Mean NRMS as
low as 5% and less.
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Fig. 5. Mean NRMS of used efforts and the probability of hitting a real maximum
value

In order to use this approach for datapaths it is important to find the Hd/Sd-
classes with the highest probability in the output-triangle. As can be seen in
Fig. 5, the probability to find the most probable Hd/Sd-class is very high even
with few random transitions. These results show that a Monte Carlo based char-
acterisation is suitable for an approximation of the output-triangle.

The second important factor for datapath usage is the number of Hd/Sd-
combinations used for propagation. To evaluate the impact of this value, the
estimation of an example datapath as shown in Fig. 2 with an effort of 50 was
done and compared against an exhaustive simulation. Figure 6 illustrates the er-
ror at out as Mean NRMS (y-axis) at different numbers of Hd/Sd-combinations
propagated. In the datapath named AdderDP (MultiplierDP) the operations opi
are replaced by adders (multipliers). The datapath referred as CombinationDP
realises the function out = (a+ b) · (c+ d). The number of fields propagated has
direct impact in terms of reducing the mean NRMS for AdderDP and Combina-
tionDP, while MultiplierDP does not benefit, anyway its mean NRMS is stuck
at 14%. If all fields are propagated there is still a error remaining. This is due
to the used process of generating random data.

This number of propagated fields directly impacts the performance of estima-
tion or, when precharacterisation is used, the time of characterising the com-
ponents. The more Hd/Sd-combinations are propagated, the more random data
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has to be generated and propagated. Moreover the Hd/Sd-combinations for the
seperated inputs have to be combinated with each other.

The precharacterisation approach presented in Sect. 3.3 replaces the genera-
tion of the output-triangles at runtime by the lookup process. But as the lookup
values are generated by the same method, the error is equivalent to the one pre-
sented in Fig. 6. The advantage is that more Hd/Sd-combinations can be prop-
agated without a big performance penalty since this implies only more lookups
without any need for generating new data. Another advantage in terms of in-
creasing accuracy can be gained by using a high effort within the characterisation
process in advance.

Table 3 shows the runtime of the precharacterisation process in comparison to
an exhaustive calculation at two different efforts. The experiments were done on
one core of a 2.4GHz AMD Opteron processor. As can be seen for a bitwidth of
four, the exhaustive simulation is more efficient. This is due to the fact, that the
amount of input transistion randomly generated at an effort of 50 is 2.6 times
higher than the amount of different transistions possible. This is a corner case.
It would be more efficient to choose a much lower effort for this bitwidth. But
at growing bitwidths this used effort results in a good fit of the characterisation

Table 3. Characterisation time for different bitwidth and efforts (*extrapolated)

Adder Multiplier
Effort 50 500 exh. 50 500 exh.

4-Bit 1.0 s 3.9 s 0.7 s 1.7 s 10.9 s 0.8 s
6-Bit 5.7 s 36.3 s 88.1 s 13.9 s 117.8 s 79.0 s
8-Bit 25.0 s 189.5 s 8.7 h 67.5 s 10.8 h 7.9 h
16-Bit 0.4 h 4.1 h *16 · 106 h 1.5 h 15.1 h *15 · 106 y
32-Bit 37.7 h 16.1 d *4.8 · 1027 h 6.3 d 59.1 d *4.4 · 1027 y
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data, as shown before. For 16- and 32-bit components, the exhaustive simulation
is not practical. The runtime of the characterisation process is still acceptable
since it has to be done only once for every component.

5 Conclusion

A Monte Carlo based approach for estimating the Hamming and signal distances
throughout datapaths was presented. The generation of the random data can be
done at runtime or in a precharacterisation process. When using precharacteri-
sation the result of the estimation is available nearly instantaneously since it is
based on lookup-tables. The estimation error for a reasonable efforts is 5% or
less for simple components and 14% or less for two-level datapathes.

In the future we will focus on handling structural correlations and combining
the approach with a Hamming and signal distance based power model. Addi-
tional improvements will be the extension by a glitch model and a faster char-
acterisation by parallelizing the monte carlo process.
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Abstract. Operating at near-threshold voltage is an attractive solution
for energy reduction in wireless sensor nodes, where throughput is often
in the order of MBaud. The challenges at low supply voltages are timing
or functional failures due to variability. A common mitigation technique
is to apply cell pruning based on stack height or complexity. We present a
new variability-aware methodology based on the static unity gain noise
margin and its corresponding closed-form expression that enables cell
selection and/or optimization for reliable low-voltage operation. Using
a standard cell library in a 40nm low-power CMOS process as vehicle,
the minimal supply voltage could be lowered by 70mV, or the library
complexity increased without impacting reliability.

Keywords: Standard cells, static noise margin, sub-threshold, random
fluctuations, reliability, variability.

1 Introduction

Over the years, the demand for low power operations triggered by the widespread
usage of portable devices drove down the supply voltage. This is because VDD

scaling is the most effective technique for reducing power due to the quadratic
dependency of dynamic power on supply voltage [1]. In recent years, the rigid
power consumption requirement of wireless sensor nodes (WSN) along with rel-
atively low performance demands of their applications, cultivated a new wave of
works aggressively scaling the supply voltage into sub-threshold regime [2]-[6].

While effective in reducing power consumption (e.g. a reduction of 4.7X was
reported in [5]), operating in sub-threshold regime brings challenges in terms
of severe frequency degradation as well as increased susceptibility to process
variations. While the former is less of a concern for WSN with low performance
requirements, the latter is an issue that must be addressed. This is to first
guarantee functional correctness and second to avoid large design margin, which
would reduce the benefit of sub-threshold operation.

Most of Systems-on-Chip designed in sub-threshold follow the general guide-
line of avoiding cells with high transistor stacks and complex gates (e.g. [3,4,6]).
In this way functional failure due to low drive strength in the stack path and
the larger drive strength in the complementary transistor network of a CMOS
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gate is avoided. Additionally, circuit-level simulations of individual cells help to
identify problematic cells [7]. [8] and [9] propose new cell libraries taking into
account logical effort and reverse short channel effect respectively. Authors in
[10] consider process variability during cell design while keeping delay or area
constant. The authors of [11,12] look at different logic styles.

Alioto [13] finds a closed form representation of static unity gain noise margin
(NM) at sub-threshold and utilizes it to find the minimum operating voltage.
In [14] a closed form equation is presented that defines the minimum operating
voltage considering variability.

In this work, we present a novel methodology based on the unity gain noise
margin that takes process variability into account to find the failure probability
of each individual cell. This model is extended to predict the reliability of a
complete design. The cell failure probability is used to guide the cell design to
have a better yield for a given supply voltage or having a larger set of cells with-
out impacting the yield or the functional supply voltage. It is further shown that
avoiding the high transistor stacks does not necessarily yield the best cell library
selection. The derived methodology enables a yield oriented library selection.
Throughout the paper we use extensive Monte-Carlo (MC) circuit simulations
relying on foundry provided statistical transistor models suitable for high-speed
analog design. Sequential elements are beyond the scope of this paper, as their
internal feedback loop requires stability metrics other than the one used.

The outline of this paper is as follows. First, we discuss how various design
parameters impact the variability of the current in the sub-threshold regime. In
Section 3, we provide an analytical model to estimate the failure probability. The
application of the model to a standard cell library selection process is highlighted
in Section 4. Section 5 concludes this paper.

2 Representing Variability in Sub-threshold

The driving current in the sub-threshold (sub-Vth) regime is Isub, defined as [16]

Isub = β(n− 1) · V 2
T · e

VGS−Vth+ηVDS
nVT · (1− e

−VDS
VT ) (1)

with sub-Vthslope n, β =
W

L
μCox, VT =

kT

q
, drain-induced barrier lowering η.

Given the exponential dependency of Isub on Vth and the normally distributed
random variations of Vth, the Isub distribution is log-normal. Hence, the dis-
cussion on variability is different from the super-threshold domain in which the
parameter of interest such as delay has a normal distribution. In the next sub-
section, the confidence interval for a log-normal distribution is detailed and the
relation to a normal Gaussian distribution is discussed. Thereafter, the results
are applied to Isub.

2.1 Confidence Interval of Log-Normal Distribution

In the case of a Gaussian distribution N(μ, σ), the nσ distance from μ is fre-
quently used to define the confidence interval. For example, using μ± 3σ as
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endpoints defines the confidence interval that contains all the samples with a
probability of 99.7%. For a log-normally distributed random variable, there is
no such intuitive correspondence between its standard deviation and the confi-
dence interval, in particular the distribution is not symmetric. In this paper, the
following approach is adopted (cf. fig. 1)

1. Any log-normally distributed random variable X with samples xi is first
transformed to a random variable Y using log10: yi = log10(xi).

2. A Gaussian distribution of mean μ and standard deviation σ is fitted to the
distribution of the random variable Y .

3. The confidence interval of Y with a confidence level of 99.73% is [μ−3σ, μ+3σ].
The corresponding confidence interval of X is

Xμ±3σ = 10μ±3σ with μ =

∑
log10(xi)

n
; σ2 =

∑
(log10(xi)− μ)2

n− 1
. (2)
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Fig. 1. Derivation of μ±3σ confidence interval for MOS transistor currents assuming a
Gaussian distribution of transformed current samples (Simulation: MC mismatch with
1k pts, foundry provided models).

2.2 Variability of Isub

In the sub-threshold regime the variability of Isub becomes the main bottleneck
in design closure due to its exponential dependency on Vth.

On top of random variation such as dopant fluctuations, nanometer process
technologies feature significant process spread (wafer-to-wafer variation). Fur-
thermore, variations in propagation delay in super-threshold of -20%...+20%
translate to 0.1...10x in sub-threshold. Various techniques have been proposed
to compensate for process spread by exploiting the body bias effect (cf. [18]). Al-
though, the effect of well bias on the threshold voltage is decreasing with scaled
technologies, it is still feasible to largely compensate for skewed process corners
with moderate bias voltages of 300mV in the 40nm CMOS bulk technology used
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here. Hence, the following analysis focuses on within-die variations (i.e. typi-
cal process corner plus mismatch). The normalized ±3σ confidence interval of
currents ci(3σ) is

ci(3σ) =
Iμ+3σ − Iμ−3σ

Iμ
= (10−(μ−3σ) − 10−μ+3σ)/10μ = 10+3σ − 10−3σ. (3)

The normalized confidence interval ci(3σ) is shown in fig. 2 as a function of sup-
ply voltage for N- and PMOS devices. Also indicated are the sub- and the super-
threshold regime. Clearly visible is the considerable widening of the confidence
interval for supply voltages below the transistor’s threshold. In this technology,
the NMOS shows a significantly wider spread as compared to the PMOS device.
The remaining analysis will therefore focus on the NMOS.
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Fig. 2. ci(3σ) as a fct. of supply voltage VDD for NMOS and PMOS devices with the
minimum channel length and the width equal to 2.5x the minimum size.

Relevant to the width of the confidence interval ci(3σ) are changes to the
variance σ in (3). As the impact on the variance of Vth is linearly scaled with
the inverse of the temperature 1/T (cf. (1)), it follows

σVth
(T1) = σVth

(T0)
T0

T1
. (4)

Hence, an increase in temperature reduces ci(3σ) in the sub-threshold regime
(fig. 3, left). Thereby, the curves appear scaled in amplitude and not shifted.

In fig. 3 (right) the confidence interval is plotted for low, regular, and high
threshold voltages. The curves appear shifted, i.e. the point when subthreshold
operation is reached moves to lower supply voltages for low Vth and to higher
for high Vth. Similar results were observed when using body bias to do Vth mod-
ulation. In this region proper Vth selection can significantly improve variability.
Also, the variation σVth

is proportionally improved with higher gate area [15]

σVth
∝ 1/

√
W · L ∝ 1/

√
#fingers. (5)
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Fig. 4. ci(3σ) as fct. of VDD and fingers (left), and transistor stack height (right).

To increase the gate area, we increase the finger count (equivalent to discrete
steps in channel width) matching common standard cell methodology. Simula-
tion results of NMOS transistors with different numbers of identical fingers are
plotted in fig. 4 (left) together with the trend based on (5). In a similar fash-
ion, the total gate area is increased proportional to the height of the transistor
stacks. The effect on the width of the confidence interval is shown in fig. 4 (right).
Again, close correlation is achieved applying (5) to (3). The confidence interval
ci (as fct. of drive and threshold) can be readily modeled across temperature
and voltage fitting the parameters of Isub to a base cell and applying correction
as detailed above.

3 Derivation of the Noise Margin Model

In the first step, the unity gain noise margin (NM) is computed based on the
sub-threshold current model (1). In this paper, the unity gain criterion is adopted
[17], which is defined by the unity gain points of the voltage transfer character-
istic (VTC) (cf. fig. 5). We define a cell t as failing when its noise margin NMt

falls below the limit L. In the second step, this failure probability per cell Ft is
used to predict the reliability of a standard cell library.
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In sub-threshold the unity-gain O
¯
utput voltages (VOk where k is H

¯
igh or L

¯
ow)

are modeled according to [13,14], e.g.

VOL =
n

2
VT with

n

2
=

nnpp
nn + pp

. (6)

In particular, equation (6) has no randomly distributed component. Also, there
is no voltage or drive strength dependency or random contribution in (6), which
matches the simulated output voltage being almost constant (Fig. 5, right) with
a standard deviation below 2%. The I

¯
nput voltages VIk are derived correspond-

ingly, e.g.

VIH =
n

2

[
VDD

np
+ VT

(
ln

βp(np − 1)

βn(nn − 1)

)
+

(
Vth,n

nn
+

Vth,p

np

)
+ VT ln

2

n

]
. (7)

Eq. (7) shows the impact of the n:p drive strength ratio
βp

βn
on the input voltage

VIH. Hence, the distribution of threshold Vth [14] influences VIk.
Combining the work of [13] and [14] NMH = VOH − VIH is derived as follows

NMH = VDD
np

nn+np
− n

2

[
VT ln

(
e
2

n

βp(np−1)

βn(nn−1)

)
+
Vth0,n

nn
+
Vth0,p

np

]
+ nm. (8)

NML is computed correspondingly by using the absolute value exchanging indices
’n’ and ’p’ in (8). Here, Vth0,n and Vth0,p are the mean values of the corresponding
threshold voltages, and nm is a Gaussian distributed random variable with zero
mean and

nm = N(0, σ2
nm) with σnm =

1

2

√(
n

nn
σVth,n

)2

+

(
n

np
σVth,p

)2

. (9)

This model predicts an increase in noise margin proportional to the supply volt-
age. The simulated results of the mean of the noise margin μNM(fig. 6, left) map
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to lines of equivalent slope (N- vs. PMOS has negligible impact) and small off-
set. The standard deviation is approximately constant in the sub-Vth-regime (cf.
fig. 6, right).

Next, the probability of a failure F of a cell t is estimated

Ft = P (NML,t ∪NMH,t ≤ L) = 1− P (NML,t > L) · P (NMH,t > L)

= 1− [1− P (NML,t ≤ L)][1− P (NMH,t ≤ L)] (10)

= P (NML,t ≤ L) + P (NMH,t ≤ L)− P (NML,t ≤ L ∩NMH,t ≤ L).

This failure probability is non-Gaussian distribution (cf. fig. 7) due to the mini-
mum selection. For NML,t and NMH,t being uncorrelated, it reduces to

Ft = P (NML,t ≤ L) + P (NMH,t ≤ L)− P (NML,t ≤ L) · P (NMH,t ≤ L). (11)

The yield of a cell is Yt = 1 − Ft, which has to be high to achieve good design
yield Y . Hence, the product of P (NML,t ≤ L) · P (NMH,t ≤ L) can be neglected
leading to the estimate (actually upper limit) of the failure probability (fig. 7)

Ft ≤ P (NML,t ≤ L) + P (NMH,t ≤ L). (12)

The actual cell count modulates the limits of the confidence interval of the
nm-distribution used in (8). Different cell types are combined by replacing eq
(6) with a common worst output voltage of any used cell
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V lib
OL = max

t
(VOL,t) and V lib

OH = min
t
(VOH,t). (13)

Finally, the overall yield Y of the design with N different cell types is

Y =

N∏
t

Yt. (14)

4 Results and Library Selection

The model of section 3 is applied to a standard cell library in a low-power 40nm
CMOS bulk process. As the first step, inverter cells i with different number of
identical fingers Ni are compared using the following fitting model based on (8)

NMi = c0 · VDD + c1 + c2/
√
Ni (15)

with the fitting parameters c0, c1, and c2.
Here, c0 is a technology parameter in the order of 0.5. Coefficient c2 deter-

mines the variability induced impact of finger count and/or stack height Ni on
the noise margin. For the following analysis, the temperature offset and drive mis-
match between the complementary CMOS networks are combined in c1. These
parameters are fitted to the results of MC simulation.

Equation (15) is used to predict the scaling of the noise margin as a function
of the supply voltage and the finger topology. As an example, fig. 8 (left) high-
lights the close correlation between the individual simulation results of a specific
inverter drive supply voltage combination and the model.

Figure 8 (right) shows a comparison w.r.t. gate types and drive strengths.
Increased drive strength largely compensates for mismatch even in the case of
unbalanced gates such as ND3 and/or ND4. Hence, neither a specific stack height
nor minimal drive strength appears to be an appropriate selection criterion.

A detailed comparison of various gate types (inv, nr, nd) and drive strengths
(minimal up to 8x, inv up to 24x) is shown in fig. 9 for individual gates. As an-
ticipated, the noise margin of a cell NMt improves for higher drive strengths.
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nd-gates feature decreasing NM with increasing stack height, which is mainly
due to an increase in variability. This is highlighted in the figure as loss due to
variability. The full height of each bar indicates the NM without variability. On
the other side, the nr-gates feature highly degraded noise margin as the imbal-
ance in drive strength of NMOS:PMOS is emphasized by the nr-gate topology
(parallel NMOS vs. PMOS stack). Again, it is shown that complex gates of high
drive strength can surpass the noise margin of less complex gates of lower drive
strength (cf. dashed line in the figure: ND3 3x vs. ND2 or INV).

The following methodology is proposed to select a set of cells T at a given
supply voltage that maximizes the noise margin for a reduced cell library:

1. Determine VOH,t, VOL,t, VIH,t, and VIL,t and NMt for all cells.

2. Start by selecting the cell t with the highest noise margin.

3. Update V T
Ok using (13), all NMt, and NMT = mint∈T NMt.

4. Select the next cell t with smallest impact on NMT calculated as in 3.

5. Go to 3. until all cells are selected, or NMT reaches L.

The result of such selection process is shown in fig. 10 for a ±6σ confidence
interval equivalent to a 5M gate design with 99% chip yield. The process can
be stopped as soon as a desirable VDD,min is reached. Also, shown are the re-
sults of several brute force selection processes limiting the maximal stack height
(less than 4 or 3 transistors) and the drive strengths (more than 1 finger). The
proposed selection procedure achieves better results in terms of library size (mea-
sured as ratio of selected cell count to total cell count) at the same voltage and
lower supply voltage for the same library size. Here, a supply voltage of 580mV
would be required to support the full library set at the given design complexity
and yield. Here it was assumed, that each cell has the same probability. Exploit-
ing the knowledge of mean and standard deviation of the characteristic voltages
and the use of (14) and (15), the flow can easily be adapted to account for dif-
ferent usage of cells in the design, or steer the synthesis to limit the use of cells
with low noise margin.

Finally, different figures of merit are summarized in the table of fig. 10 quan-
tifying the advantage of this new methodology over the three best suited brute
force selections. At one side, the supply can be reduced while preserving the li-
brary complexity. This leads to a supply voltage reduction of up to 70mV achiev-
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ing energy savings of more than 20%. On the other side, the library complexity
is increased by up to 30% at the same minimal supply voltage.

5 Conclusion

The challenges of assuring functionality at low supply voltages have been ad-
dressed in two ways. On one side, various simulation and model based analysis
have revealed, how techniques such as threshold selection or finger count can be
used to reduce variability during cell design. On the other side, a new model
has been presented that allows to determine the noise margin or minimal supply
voltage of a design as well as enables the selection of library cells to achieve
lower voltage or a richer library in the presence of random variations. Applying
this model, energy savings of more than 20%, or a library complexity increase
of up to 30% can be achieved as demonstrated for a standard cell library in a
low-power 40nm CMOS bulk process.
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Abstract. The decision to enable a network controller to operate at a high per-
formance mode, at the cost of high power, should not rely solely on the amount 
of data that needs to be transmitted, but also on the ability of the network to de-
liver it. This work presents a power reduction approach for network controllers 
using the TCP protocol's unique capability to sense congested networks. Simu-
lations show that it consistently saves at least 10% more energy than work-load 
only based DVFS throughout various traffic loads and that it nearly doubles the 
energy saved at various network congestion levels. 

Keywords: DVFS, Low Power, TCP, LAN, Network Controller.  

1 Introduction 

A 2006 study [1] estimates that, in the U.S. alone, annual energy consumption of 
networked systems approaches 150 TWh, with an associated cost of around 15 billion 
dollars. The prevalence of networked mobile devices demands longer battery life and 
less heat dissipation. Data centers growth struggles with the challenges of cooling 
data center and lowering electricity costs. 

In this study we have developed a novel approach, TCP Window DVFS (TWD), 
for power saving in the most popular computer networks, those using the TCP proto-
col. Our network DVFS approach, in contrast with previous approaches, determines 
the DVFS power mode not only according to the work-load (as may be indicated by 
accumulated packets in buffers). Rather, we also consider the ability to successfully 
transfer packets through the network. We use the TCP window size to sense network 
congestion. That window grows with received acknowledgements and is reduced 
upon packet loss. We compare this method with a simpler DVFS approach, Packet 
Buffer DVFS (PBD) [2]. Simulation results show that TWD's energy savings are  
significantly greater than those of PBD, though both lead to major savings in power 
consumption. 

The rest of this paper is organized as follows: Section 2 surveys previous related 
work. Section 3 describes the proposed "TCP Window DVFS" (TWD). Section 4 
describes the simulation that was used to compare energy savings results. Sections 5 
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and 6 compare energy consumption and saving of TWD across various traffic loads 
and congestion levels, respectively. Section 7 summarizes this work and offers con-
clusions.  

2 Related Work 

In this section we survey previous research aiming to reduce power and energy in 
networks by modifying protocols of various layers of the OSI model, such as the Data 
Link Layer (Ethernet) and Transport Layer (TCP).  

2.1 Energy Efficient Ethernet 

The Energy Efficient Ethernet (EEE) standard (IEEE Std 802.3az-2010) defines me-
chanisms to stop transmission when there is no data to send. Low Power Idle (LPI) is 
used instead of the continuous IDLE signal when there is no data to transmit. LPI 
defines long periods over which no signal is transmitted and short periods when a 
signal is transmitted to refresh the receiver state to align it with current conditions. [3] 
shows how packet coalescing can be used to improve the energy efficiency of EEE. 
EEE is limited to wired network systems using IEEE 802.3 Ethernet protocol. In con-
trast, our PBD and TWD methods are bounded to neither wired networks nor a specif-
ic Data Link Layer protocol, so they can also be applied, for example, to wireless 
networks.   PBD can be utilized in any network where packet buffers are used to store 
packets before processing. TWD requires, in addition, the usage of TCP as the Trans-
port Layer protocol. EEE is also limited to either LPI mode or full work mode, while 
PBD and TWD enable multiple DVFS modes for finer tuning of power.     

2.2 TCP Level Power Reduction 

‘Green TCP/IP’ has been developed as part of the Energy Efficient Internet Project 
[4]. It addresses loss of TCP sessions when the CPU is shutting down. Idle hosts are 
often left fully powered because network protocols and mechanisms fail when the 
host is not able to conduct basic state-keeping operations. The solution is based on 
adding a new option in the TCP header (“TCP_SLEEP”), instructing the server to 
bypass all internal TCP/IP instructions which would drop the connection for that 
client. Thus, the TCP connection stays open without a need for any activity from the 
client side (the CPU can shut down). Once the CPU resumes, it can continue sending 
packets on the open TCP connection without the costly need to reinitiate the TCP 
connection. However, that solution suffers from three major disadvantages: 

1. Energy saving is only achieved when the client is completely shut-down, missing 
the cases of active idle or low network utilization periods, which comprise a signif-
icant part of network activity. Measurements show that the average utilization of 
desktop Ethernet links is in the range of 1%-5% [5], [6]. Both PBD and TWD pro-
vide major energy saving for these low network utilization periods, while maintain-
ing high performance for high utilization bursts/periods.  
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2. This solution is not adaptive to network conditions. In fact, the “sleep mode” is 
triggered by a CPU shutdown of the client, regardless of the TCP connection load 
or network conditions (congestion, link breaks, etc.). Our method is network 
oriented and adjusts power/performance tradeoff according to TCP connection load 
and network conditions, taking advantage of data existing in the TCP window.   

3. Energy saving is only achieved at the client side.  The server side continues to con-
sume energy as if the TCP connections were active in-order to maintain the con-
nections open when clients wake up. In contrast, our solution allows both ends of 
the TCP connection to use low power mode when possible, thereby enabling 
double energy saving. Our simulation experiments follow the mutual effects of dy-
namic power mode changes on both ends of a full duplex TCP connection. Each 
side includes both RX and TX with independent power managements, comprising 
a network system with mutual four independent power management systems. 

2.3 Power Reduction in Data-Centers and Wide-Area Networks 

Data centers are a major source of network energy consumption. The ElasticTree [5], 
a network-wide power manager, dynamically adjusts the set of active network ele-
ments, links and switches, to satisfy changing data center traffic loads. The links and 
switches that are not needed are turned off. DVFS, as used in our work, enables high-
er resolution of power management which is not limited to shut-down of a compo-
nent, but also enables interchanging different work modes.  

Chabarek et al. [7] use mixed integer programming to optimize router power in a 
wide area network, by choosing the chassis and line-card configuration to best meet the 
expected demand. Mandviwalla et al. [8] explored using DVS in multi-processor based 
line-cards. Nedevschi et al. [9] investigated network savings with both DFS and DVFS 
in addition to putting network components to sleep. They propose shaping the traffic 
into small bursts at edge routers to facilitate putting routers to sleep. Their work com-
pares sleeping vs. rate adaptation in terms of the energy savings achieved across a range 
of network utilizations. In our work, unlike [7][8][9], DVFS is based not only on the 
traffic utilization/load, but also on the network congestion and availability. 

3 TCP Window Based DVFS 

The "TCP window based DVFS" (TWD) policy is based on a simple TCP concept: 
acknowledgments of transmitted packets indicates that the packets have arrived at 
their destination and thus the network is able to cope with the current traffic. Failure 
to receive an acknowledgement results in a sharp decrease of the size of the TCP win-
dow because the network may be too congested to successfully deliver the packets of 
the full window.  

Packet Buffer DVFS (PBD) policy [2], as opposed to TWD, determines its power 
mode based solely on the amount of work to be done, i.e. the size of the packet buffer. 
When the packet buffer is filled above a threshold, PBD uses high power mode. High 
power mode maximizes the transmission rate of packets, even when the network is 
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too congested to enable successful delivery of these packets. Such a policy may result 
in many lost packets which need to be retransmitted. These lost packets cause a de-
crease in the TCP window's size, which would limit the number of packets transmit-
ted in parallel and would not allow new packets to be transmitted until the transmitted 
ones are acknowledged. 

In such a PBD scenario the LAN controller is in high power mode, but the actual 
transmission rate is low, limited by the decreased TCP window. Therefore, there is no 
advantage in using high power mode when the network is congested, and power is 
wasted. High power mode should only be used when high performance is useful, i.e., 
when the network is not congested  

Fortunately, the same TCP window, which limits the number of transmitted pack-
ets when packets start getting lost, can be utilized to sense congestion in the network. 
With TWD, power mode is determined by both the packet buffer size and the TCP 
window size. The packet buffer size threshold cannot be ignored, as high power mode 
is useless and wasteful when there are only a few packets in the packet buffer or it is 
empty. Lost packets during network congestion cause the TCP window size to de-
crease. TWD senses this decrease and affects transition to low power mode. Thus the 
two indicators, packet buffer size and TCP window size, complement each other in 
low power LAN controller. 

4 Simulation Modeling 

To compare energy consumption of TWD, PBD and existing baseline non-DVFS 
network systems, a configurable DVFS simulation environment was developed, simu-
lating different traffic patterns transmitted during a TCP session with different net-
work conditions. We assume separate DVFS work-points (High/Low) and transmis-
sion rates for TX and RX. We further assume that the switching time between power 
states is negligible, but do take into account the energy overhead consumed for the 
switching. The simulated system is schematically described in Fig. 1. 

 
ACK feedback

 TX unit 

RX unit

 

Fig. 1. (left) simulation architecture scheme: two sides, one port each, separate domains for 
RX/TX per side; (right) functional clocks and voltage domains of one side   
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In Fig. 2, simulation plots show TWD transitions to low power mode when sensing 
network congestion as indicated by a sharp decrease of the TCP window size, as op-
posed to PBD which stays in high power mode during congestion periods. In addition, 
TWD transitions to high power mode only when the TCP window size reaches the high 
threshold, while PBD only requires the packet buffer size to cross its high threshold.  

 

Fig. 2. TCP window DVFS transitions to low power mode when sensing congestion 

All simulation runs start with empty packet buffers, and employ a real trace [10] 
that provides packet arrivals during 1600 seconds. The simulation proceeds beyond 
1600 seconds until all packets are delivered and acknowledged.  

In the simulation run of Fig. 2, 8,752 and 8,558 packets arrive at the TX of side 1 
and side 2 respectively, during 1,600 seconds. The completion time of all these pack-
ets and their respective acknowledgements, including lost packets during congested 
periods, varies across DVFS policy, sides and unit type (TX/RX). The longest simula-
tion run is 2,005 seconds. The network enters a congestion period 400 seconds after 
the end of the previous congestion period and stays congested for 200 seconds, in 
which time a packet is lost every 50 seconds. 

The total energy consumed by a unit during the simulation run is: 

Eunit=Plow*ΔTlow + Phigh*ΔThigh + Elh*Nlh + Ehl*Nhl (1)

where Plow and Phigh are the power consumption of low and high DVFS modes, re-
spectively, ΔTlow and ΔThigh are the time the unit has operated in low and high DVFS 
modes, respectively, and Elh and Nlh (Ehl and Nhl) are the energy overhead and number 
of transitions from low to high (high to low) DVFS mode, respectively. The total  
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energy of a simulation run is the sum of the energy of all 4 units: TX1, RX1, TX2 and 
RX2. The energy savings in Sections 5 and 6 are calculated as follows: 

Es(DVFSmodel1 vs. DVFSmodel2)= Etotal(DVFSmodel2) – Etotal(DVFSmodel1)          (2)

where DVFSmodel1,2 are PBD, TWD or No DVFS as appropriate. 

5 Comparison of Energy Saving across Traffic Load Levels 

DVFS power mode selection depends on packet arrival rate (i.e. the traffic load). 
Packet arrival rate is modeled as a Poisson distributed stochastic process. The proba-
bility that k packets will arrive in a single time-unit (∆t=1) is   

P(k,λ)=(λke-λ)/k! (3)

where λ is the average number of packets arriving per second. Rather than using the 
trace in [10], we generate packet arrivals during 1600 seconds according to Eq. (3), 
for a range of rates. The transmission rate is 3λ and λ at high and low power modes, 
respectively, because typically doubling the controller frequency from 250 to 
500MHZ and raising the supply voltage from 1V to 1.2V would triple the controller 
processing rate.   

 

Fig. 3. Different traffic levels: (left) energy consumption; (right) energy saving percentage 

Fig. 3 shows the energy consumption and energy saving percentage of the baseline 
and the two DVFS methods across various packet arrival rates. The network conges-
tion level is held constant for all simulation runs in this section. The time between 
congested periods is 400 seconds and the length of each congested period is 200 
seconds, during which a packet is lost every 50 seconds.  

Although packets arrive during 1600 seconds in each simulation run, the comple-
tion time varies, as do the time in high power mode vs. time in low power mode and 
the number of transitions between power modes. According to left graph of Fig. 3, the 
energy consumption of both PBD and TWD increases with traffic load at an average 
incremental rate of 158J per unit increase of λ. The maximum energy saving of TWD 
compared to no DVFS is 2.73KJ, achieved at λ=1. The maximum energy saving of 
PBD compared to no DVFS is also at λ=1 but is about 300J lower: 2.4KJ. Overall, the 
energy saving of TWD is higher than PBD by an average of 550J. As can be seen 
from the right graph of Fig. 3, though the decreasing energy saving trends of PBD and 
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TWD are the same, an approximately constant gap of more than 10% remains 
throughout all traffic level loads in favor of TWD.   

As the traffic load is increased, the energy saving decreases. This is because high 
traffic load fills the packet buffer above the high threshold causing the network con-
troller to operate at high power mode and increasing the time percentage that the net-
work controller is in high power mode. This sharp decrease of savings becomes more 
moderate at about λ=10.  

The TCP window’s size decreases on every lost packet. Fewer lost packets cause less 
decrease of the TCP window’s size, allowing more packets to be transmitted. If the 
transmitter is in high power mode but the TCP window’s size is small, then energy is 
wasted since the network controller consumes high power but is not able to transmit as 
many packets as it could have. In addition, when not using DVFS at high traffic load 
levels (λ ≥ 10), the performance provided by high power mode is insufficient to con-
stantly keep the buffer below the low threshold, as is the case in low traffic load levels 
(λ < 10). This results in energy consumption higher than the roughly constant energy 
consumption at λ < 10. However, the energy consumption trends of TWD and PBD 
remain the same as in the low traffic loads. Therefore, a slight increase in energy saving 
can be observed when 10<λ<15. In these traffic load levels, many packets are lost due to 
network congestion. The ability of PBD and TWD to transition to low power mode 
contributes a significant advantage to less energy consumption. 

The energy saving achieved with TWD compared to PBD shows (on the left graph 
of Fig. 3) an increasing trend as traffic load increases. The relative energy saving at 
the lowest traffic load (λ=1) is nearly doubled at high traffic load (λ=18), rising from 
340J to 700J. When TWD energy consumption is compared to that of PBD, the ener-
gy saving percentage is roughly stable, ranging from 12% to 18%. In the low traffic 
load levels the energy saving percentages are slightly higher with energy saving per-
centages around 18% , while at high traffic load levels (λ≥17) they are slightly lower 
around 12%-14%. 

TWD transits to low power mode as soon as it senses network congestion, provid-
ing two means of energy saving: using lower power and reducing the transmission 
rate to 1/3 of the high power mode transmission rate, resulting with fewer transmitted 
packets during a packet loss. The effect of these two advantages is more significant 
when the number of retransmitted packets is higher, in high traffic load levels. This is 
why the energy saving of TWD when compared to PBD is higher in high traffic loads. 
However, as apparent from the right graph of Fig. 3, unlike the actual energy saving 
that reach their maximum value at higher traffic load levels, the maximum percentage 
of energy saving happens at low traffic load levels, because the total energy consump-
tion of PBD in high traffic loads is higher. 

6 Comparison of Energy Saving across Congestion Levels 

We now observe the impact of TWD at various levels of network congestion. Ten 
congestion levels 1-10 were simulated, where 1 is the least congested network level 
and 10 is the most congested one. A congested network is characterized by lost  
packets. The more congested the network is, the more packets are lost. A network is 
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usually not congested 100% of the time. We define simulated congestion levels ac-
cording to both the frequency and length of the congestion periods and the frequency 
of packet loss in a congested period. At congestion level 1, the simulation stays 400 
seconds in non-congestion mode, and then enters congestion mode and stays there for 
200 seconds. In congestion mode, a packet is lost every 200 seconds (once per con-
gestion time period, rather than 4 as in sections 4-5). At congestion level i, both the 
time between congestion periods and the time between lost packets during a con-
gested period are divided by i, while the length of the congestion period is multiplied 
by i. As opposed to Section 5, the packet arrival distribution is the same for all simu-
lation runs (extracted from the same real traces [10] as in Section 4). Thus, in this 
section we isolate the effect of network congestion on the energy saving of each 
DVFS policy. 

 

Fig. 4. Different congestion levels: (left) energy consumption; (right) energy saving percentage 

According to Fig. 4, at low congestion levels, the energy consumption difference 
among DVFS modes is small. Level 1 is less severe than congestion in previous chap-
ters. As congestion increases it can be observed that the energy consumption of PBD 
is about the midpoint between the energy consumption of the baseline and TWD. The 
energy saving benefit increases with congestion, from less than 1KJ in low congestion 
levels to more than 3KJ in high levels, in addition to the energy saved with PBD. 
Clearly, PBD copes well with congestion, and TWD provides even better energy sav-
ing. The right graph of Fig. 4 shows that TWD doubles the energy saving of PBD 
throughout all congestion levels (the blue and green curves are close to each other). 

TWD boosts the energy saving percentage in highly congested networks (from 8% 
to 52%). This is the major benefit from exploiting TCP’s ability to sense congested 
network and react accordingly by transiting to low power mode. Therefore, the TCP 
window is a better indicator for power mode selection than the packet buffer. As ex-
pected, the incremental energy saving in TWD (green graph) increases with conges-
tion. The incremental energy saving of TWD over PBD increases from almost nothing 
at the lowest congestion level to 35% (3.15KJ). This clearly points out the advantage 
of using TWD over PBD, especially in high congestion networks. 

7 Conclusions  

This paper presents a novel approach to power reduction in network controller SoCs, 
using the advantage of the unique congestion-avoidance feature of TCP to improve 
previous work-load based DVFS mechanisms. The key idea behind TCP window 
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based DVFS is that the present work-load should not be the only factor for the deci-
sion whether to use high-power/high-performance mode or not. Rather, the ability to 
efficiently carry-out this work must also be considered. For a network controller, the 
ability to transmit a load of packets depends on the network congestion level. The 
novelty of this work is in utilizing the TCP window in addition to the packet buffer 
load for DVFS decision. We have simulated a network to predict the energy savings 
of this approach over DVFS based only on the size of the packet buffer, and arrived at 
the following conclusions: 

1. TCP window based DVFS achieves higher energy saving than packet buffer based 
DVFS thanks to its ability to sense network congestion. 

2. Both methods of DVFS reach their peak energy saving in low traffic loads. This is 
important because the main problem with network power reduction is during idle 
and low traffic periods. 

3. The more the network is congested, the more efficient are both DVFS methods.  
4.  The advantage of TWD compared to PBD in various traffic loads depends on 

whether the metric is the magnitude of energy saved or the percentage of the ener-
gy saved. The magnitude is higher in high traffic load levels because using low 
power mode during periods of network congestion avoids many energy-wasteful 
packet retransmissions and packet loss. On the other hand, TWD achieves higher 
percentage of energy savings compared to PBD in low traffic loads because of the 
higher total energy consumption consumed at high traffic load levels.  

5. TWD achieves higher energy savings compared to PBD in highly congested net-
works because of its ability to sense the congestion (via the TCP window).  

Table 1. Energy saving percentage results summary  

DVFS type Across traffic loads Across congestion levels 
min max median min max median 

PBD vs. No DVFS 21% 52% 29% 7.4% 26% 19% 

TWD vs. No DVFS 31% 60% 40% 7.7% 52% 34% 

TWD vs. PBD 12% 18% 16% 0.3% 35% 19% 

Table 1 summarizes the minimum, maximum and median energy saving percentage 
results achieved across various traffic loads and various network congestion levels. 
Comparing row 2 to row 1 proves that TWD indeed provides more energy saving in 
every criterion and even doubles the max percentage across congestion levels.  

Our simulation model uses only two DVFS power modes in-order to simplify the 
analysis, enabling a clear picture of the benefits of TWD over PBD. Future work may 
use more complex models, having more power levels and/or usage of Adaptive Vol-
tage and Frequency Scaling (AVFS) to reflect the activity dependency over time.    
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Abstract. We show that synchronizers that operate under Dynamic
Voltage Frequency Scaling exhibit exponential failure rate variations due
to the disproportionate scaling of propagation delay and the parameter �.
Therefore, the optimum number of synchronization cycles for a design
can vary dynamically depending on its voltage/frequency operating point.
To address this problem, we present an adaptive clock domain interface
that optimizes synchronization latency by evaluating flip-flop synchro-
nization performance dynamically. The proposed design meets a reliabil-
ity criterion without relying on excessively-conservative synchronizers to
accommodate for worst-case performance.

Keywords: Synchronization, metastability, adaptive circuits.

1 Introduction

Modern digital systems consist of large numbers of independently-clocked mod-
ules which communicate through asynchronous interfaces. This paradigm over-
comes the difficulties of distributing global clock signals and offers lower power
consumption and better scalability [1]. Its advantages, however, come at a cost;
reliable asynchronous communication between synchronous modules introduces
latency and degrades the overall performance of the system.

Latency is incurred because the process of re-timing asynchronous signals ac-
cording to the receiver’s clock is prone to metastability failures [2]. These failures
occur when an incoming signal transition violates the setup or hold time condi-
tions of a flip-flop on the receiving domain, causing a prolonged clock-to-q delay
and leading to an unpredictable system malfunction [3]. To guard against these
failures, a cascade of flip-flops, known as a synchronizer, is used to sample the
incoming signal before it is used by the receiver’s logic. The probability that the
synchronizer output will exhibit a prolonged clock-to-q delay is conventionally
denoted by its Mean Time Between Failures (MTBF) [3]:

MTBF =
exp(ts/τ)
Twfcfd

(1)

where ts is synchronization time, τ is a regeneration time constant, Tw is a
reference time window, fc is the clock frequency and fd is the data arrival rate.
� This work was supported by EPSRC grant EP/G066361/1.
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Given a set of operating constraints (fc and fd) and technology-specific flip-
flop parameters (Tw and τ), the MTBF criterion of the system is met by allowing
a sufficiently-long synchronization time ts. The latter is commonly chosen as
an integer multiple of half the clock period by implementing flip-flop chains of
various lengths and triggering edge options. (with the prevalent implementation
consisting of two flip-flops, triggered on the same clock edge, to provide one
clock cycle of synchronization time). Longer chains provide exponentially better
reliability but introduce higher communication latency.

The major difficulty in making the optimal choice in the trade-off between
synchronization reliability and latency lies in characterizing the parameter τ.
Traditionally, this has been done using elaborate simulation procedures [4],
small-signal analysis [5] [6] or on-chip measurements [7] [8]. In practice, however,
most designers have no access to transistor-level flip-flop netlists and cannot af-
ford post-fabrication measurements. Therefore, allocating a single clock cycle for
synchronization is commonly assumed to be a good trade-off choice.

Synchronizer design is more complex in systems which operate at non-nominal
conditions such as lower supply voltages. Under such conditions, the conven-
tional rule of thumb of approximating τ as a fixed fraction of the FO4 delay of
the technology has been shown to be inaccurate [5]. Thus, synchronization per-
formance must be re-evaluated on a per-operating-point basis (e.g. subthresh-
old synchronizer performance is investigated in [9]). Two further complications
arise in designs that support Dynamic Voltage and Frequency Scaling (DVFS).
First, synchronizer performance does not scale proportionately with changes in
voltage and frequency. Second, the scaling of synchronizer performance is highly-
dependent on flip-flop design and cannot be predicted without elaborate analysis
(e.g. the latches proposed in [5] [10] have better voltage scaling characteristics
than typical designs).

This paper has two main contributions. First, we show that synchronizers
that operate under DVFS exhibit exponential failure rate variations due to the
disproportionate scaling of propagation delay and τ. Therefore, the optimum
number of synchronization cycles for the same design can vary depending on
its Voltage/Frequency (VF) operating point. Second, we present a clock domain
interface that dynamically optimizes the number of synchronization cycles by
evaluating flip-flop synchronization performance after each shift in the VF point.
Our solution does not require characterizing τ at design time and so it can be
used by the wide class of designers who have no access to the simulation tools
and transistor-level flip-flop netlists required to characterize τ.

2 Problem Analysis

DVFS is a corner-stone for reducing power consumption when processing highly-
variable workloads. Designs that support DVFS continually transition between
a number of VF points based on their throughput requirements. These points
are typically chosen based on the voltage scaling characteristics of the critical
path delay of the design to maximize power savings.
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Fig. 1. Impact of VF Scaling on Synchronizer MTBF

VF scaling affects several of the parameters in Equation 1 but its impact on
the exponential expression ts/τ is the most significant. Synchronizing flip-flop
chains provide a settling time ts which is a multiple m of the clock period T .
In a DVFS system, T is constrained by the critical path delay of the design at
all VF points and so it can be expressed as a fixed multiple n of the FO4 delay
of the technology. Thus, synchronization time can be expressed as:

ts = m× n× FO4 (2)

Therefore, the ratio ts/τ is, in fact, a design and synchronizer-specific multiple of
the ratio FO4/τ and has the same supply voltage dependency. To evaluate how
the ratio FO4/τ scales with the supply voltage V , we consider the small-signal
models of both the FO4 delay and τ. Assuming square law devices, the FO4
delay can be expressed as [6]:

FO4 =
CLV

I
∝ V

(V − Vth)2
(3)

where CL is the input capacitance of an inverter, I is the drive current of a
4X-smaller inverter and Vth is the threshold voltage of the technology.

Similarly, for a cross-coupled inverter pair [6]:

τ =
Cm

gm
∝ 1

(V − 2Vth)
(4)

where Cm is the bistable node capacitances and gm is the transconductance of
the cross-coupled inverters.
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Equations 3 and 4 show that the FO4 delay and τ do not scale proportionately
with the supply voltage. The FO4 delay function has a pole at V = Vth while
τ has one at V = 2Vth. This is because metastability resolution depends on
the small-signal characteristics of the latch near the metastable point (roughly
V/2) while gate transitions occur at the full magnitude of the supply voltage.
Therefore, the relative increase of τ at lower supply voltages supersedes that of
the FO4 delay leading to a decrease in the ratio ts/τ. It has been noted in [11]
and [12] that the increase in propagation delay at lower voltages compensates
for the increase in τ. However, this is true only for supply voltages well above
2Vth. At lower voltages, synchronizers have exponentially smaller MTBF.

To evaluate the practical severeness of this effect, we used simulation to cal-
culate τ of four flip-flops in a 90nm library and compare it against the FO4
delay. The flip-flops consist of two sizes of a typical data flip-flop DFF and the
equivalent sizes of a variant DFFSB which supports asynchronous set. We make
two observations from the collected data (Figure 1a). First, the value of τ of all
flip-flops increases more significantly than the FO4 delay at lower supply volt-
ages (which supports small-signal analysis). The plot in Figure 1b demonstrates
that this effect can reduce the MTBF of a typical 2 flip-flop synchronizer from
an extremely conservative figure (1016 years) at nominal supply voltage to as low
as 1 second at near-threshold voltages. Thus, while one synchronization cycle is
sufficient to meet a MTBF criterion of 104 years at nominal supply voltage, up to
three cycles are required to maintain this figure across the entire supply voltage
range. Second, the performance of different flip-flop designs does not scale evenly
and so it is difficult to devise a general rule to counteract this degradation.

The disproportionate scaling of the FO4 delay and τ has been investigated
in [5] [6] [10] [13] from a technology-scaling perspective and as a performance
metric for comparing different latches. However, the impact of this effect on syn-
chronization MTBF in DVFS applications appears not to have been recognized.

3 Proposed Interface

Without being able to characterize τ at design time, long synchronizer chains
must be implemented to ensure that the MTBF criterion is met at all VF points.
To avoid this conservative strategy, we present a novel adaptive clock domain
interface that has four built-in synchronizers of different latencies. The interface
senses the ratio FO4/τ dynamically after each shift in the VF point and selects
the minimum latency synchronizer that meets the system’s MTBF requirement.

3.1 Overview

Our design exploits the fact that satisfying ts > Rτ (where R is a constant) is
sufficient to meet a MTBF criterion without explicit knowledge of either ts or τ.
To illustrate, let P0 denote the rate at which a synchronizer enters metastable
states (P0 = Twfcfd). Equation 1 can now be re-written as:

MTBF =
exp(ts/τ)

P0
(5)
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An upper bound on P0 can be defined as fd. This is because the number of
metastable states encountered during a fixed period of time cannot exceed the
number of data synchronization attempts. Now assume that fd = 10 MHz,
if R = 40 then the MTBF will be 746 years.

Using Equation 2, the Inequality (ts > Rτ) can be expressed as (m×n×FO4 >
Rτ) which can be re-arranged into:

FO4
τ

>
R

m× n
(6)

Inequality 6 represents a minimum FO4/τ constraint that determines if a syn-
chronizer whose latency is m clock cycles will satisfy the MTBF requirement of
the system (R and n are design constants).

The proposed interface, depicted in Figure 2, includes four synchronizers of
latencies equal to 0.5, 1, 1.5 and 2 multiples of the clock period (these numbers
have been chosen, without any loss of generality, because they are assumed
to be sufficient to accommodate latency requirement variations). After each
shift in the VF point of the clock domain, the interface uses a built-in sen-
sor to dynamically evaluate the ratio FO4/τ and, using Inequality 6, determine
if each of the four synchronizers meets the MTBF requirement of the system.
The minimum latency synchronizer from the matching group is then selected
and used to synchronize the asynchronous input until the next VF shift.

Table 1 lists the synchronizer selection criteria based on Inequality 6 and the
implemented synchronizers (m = {0.5, 1, 1.5, 2}).
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Table 1. Synchronizer Selection Criteria

FO4
�

> 2R
3n

FO4
�

> R
n

FO4
�

> 2R
n

Required Sync. Cycles (m) sel

1 1 1 0.5 0

1 1 0 1.0 1

1 0 0 1.5 2

0 0 0 2.0 3
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clk_d1

FF2
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clk_d2
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c2COUNTER
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c1COUNTER
clr

ena
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Ring Oscillator

Delay Line

Sensing FF

clk

clk

Fig. 3. Schematics of the FO4/� Sensor

3.2 FO4/τ Sensor

In this subsection, we will demonstrate how the FO4/τ sensor is used to deter-
mine if the value of FO4/τ is higher than the thresholds 2R

n , R
n and 2

3
R
n .

The schematics of the FO4/τ sensor are shown in Figure 3. In principle, this
circuit measures the relative increase in the MTBF of a synchronizing flip-flop
due to allowing d×FO4 extra time for resolving metastable states (where d is
a circuit constant). From Equation 1, increasing ts by d×FO4 will scale the
MTBF by a factor of exp(d × FO4/τ) which, given the value of d, can be used
to calculate FO4/τ.

The circuit consists of a flip-flop FF1 which samples the output of a ring oscil-
lator. Assuming that the output frequency fosc of the oscillator is asynchronous
to the sampling clock of FF1 (clk), FF1 will enter metastable states at a rate of
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(Twfcfosc). Two flip-flops FF2 and FF4 sample the output of FF1 at two different
times that shortly follow the positive edge of clk. In particular, FF2 samples the
output of FF1 after tpd1 seconds while FF4 samples it after tpd1 + tpd2 seconds.
A much later sample is captured by a fourth flip-flop FF3 at the negative edge
of clk.

Due to the occurrence of metastable states, FF1 will exhibit prolonged clock-
to-q transitions. We assume that the clock period is long enough such that
transitions later than the sampling time of FF3 (T/2 seconds after the positive
edge of clk) are relatively rare and can be ignored. When a late transition is
not captured by FF2, the values of FF2 and FF3 will differ and a counter c1 is
incremented. Similarly, when a transition is not captured by FF4, the values of
FF4 and FF3 will differ and a counter c2 is incremented.

In essence, the chains FF1-FF2 and FF1-FF4 act as synchronizers whose
failures are counted by c1 and c2 respectively. Thus the values of counters c1
and c2 after a fixed period of time t can be derived from Equation 1 as:

c1 = t× Twfcfosc × exp(−(tpd1 − tcq)/τ) (7)
c2 = t× Twfcfosc × exp

(− (tpd1 + tpd2 − tcq)/τ
)

(8)

where tcq is the nominal clock-to-q delay of FF1.

From Equations 7 and 8:

c1
c2

= exp(tpd2/τ) (9)

Let tpd2 represent a pre-determined multiple d of the FO4 delay. Thus:

c1 = c2 × exp(d× FO4/τ) (10)

If the counters are enabled till c2 reaches a pre-defined value, c2 will become a
design constant and the only dynamic parameter that will influence c1 will be
the ratio FO4/τ. Based on this monotonic relationship, we can pre-determine
the values of c1 that correspond to our FO4/τ threshold values

{
2R
n , R

n ,
2
3
R
n

}
and use them to determine when these thresholds have been crossed. We refer
to these corresponding c1 thresholds as {k1, k2, k3} respectively and calculate
them from Equation 10 as follows:

k1 = c2× exp(d× 2R/n) (11)
k2 = c2× exp(d×R/n) (12)
k3 = c2× exp(d× 2R/3n) (13)
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while (1)
{

while (!vf_shift_begin); // wait until VF shift begins

sel=3; // select most conservative synchronizer

while (!vf_shift_end); // wait until VF shift ends

enable=1; // enable performance sensor

while (c2!=1024); // wait until measurement is complete

enable=0; // disable performance sensor

// select optimum synchronizer:
if (c1>k1) sel=0; // FO4 / Tau > (2R/n)
else if (c1>k2) sel=1; // FO4 / Tau > (R/n)
else if (c1>k3) sel=2; // FO4 / Tau > (2R/3n)
else sel=3;

}

Listing 1. Controller Implementation

3.3 Controller Behavior

In Subsection 3.1, we have shown that the minimum-latency synchronizer in
our interface can be determined by comparing the value of FO4/τ with the
pre-computed thresholds

{
2R
n , R

n ,
2
3
R
n

}
. Following, in Subsection 3.2, we demon-

strated that the latter task can be achieved by enabling the FO4/τ sensor till
c2 reaches a pre-defined value and then comparing the value of c1 with three
corresponding pre-computed thresholds {k1, k2, k3}. Here, we explain how the
interface controller implements the previously described behavior following each
shift in the VF point of the clock domain.

Initially, both vf_shift_begin and vf_shift_end are de-asserted and
the controller is idle. When the domain’s DVFS controller is about to ini-
tiate a change to a new VF point, it asserts vf_shift_begin. As soon as
vf_shift_begin is asserted, the interface controller switches to the most con-
servative synchronizer (sel= 3) immediately. This is necessary because the
minimum-latency synchronizer at the new VF point is unknown at this stage
and the interface must not permit a MTBF violation under any circumstances.

When the shift is complete, vf_shift_end is asserted and the controller
enables the FO4/τ sensor by asserting enable. The controller then waits for
the sensor measurement process to complete (this happens when c2 reaches a
pre-defined value, chosen to be 1024 in our design). Subsequently, the value of
c1 is compared against the three pre-determined threshold {k1, k2, k3} and the
lowest-latency synchronizer is selected according to the criteria in Table 1. This
behavior is captured by the pseudo-code in Listing 1.
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Table 2. Adaptive Interfaces Comparison∗

Interface Latency Control Area (�m2) Power (�W)

[14]† Fine 625000 1500

Proposed Coarse 588 61

∗cost figures drawn from synthesis in a 90nm technology library
†using a 25k lookup table for log

4 Discussion

4.1 Average Latency

The proposed design uses the most conservative synchronizer during VF shifts
and the subsequent FO4/τ measurement process. If these time periods represent
a significant fraction of the runtime of the system, the average latency of the
interface will be higher than optimum. To mitigate this problem, a lookup-table
can be used to store the lowest-latency synchronizer setting after measuring
FO4/τ at each VF point. In subsequent shifts to pre-characterized VF points,
the optimum synchronizer is selected directly based on the table records.

4.2 Variability

Our interface uses a flip-flop and a delay line to dynamically measure FO4/τ.
The design requires that the sensing flip-flop (FF1) has the same τ as the ones in
the synchronizer array and that the delay tpd2 accurately represents a fraction
d of the critical path delay of the system. In practice, these quantities differ due
to process variability and so sufficient margins must be allowed when comput-
ing the thresholds {k1, k2, k3}. Allocating these margins to accommodate for
component variability will not increase the average latency if the ratio FO4/τ is
sufficiently-far from the pre-computed thresholds at all VF points. In all cases,
the average latency of the proposed design will be lower than that of a worst-case
synchronizer chain.

5 Conclusion

The disproportionate scaling of propagation delay and τ with the supply voltage
means that the optimum number of synchronization cycles in a DVFS system can
vary depending on the voltage/frequency operating point. Common design flows
rely on black-box flip-flop models which do not enable characterizing τ and so it is
difficult to mitigate this problem without relying on high-latency synchronizers
to accommodate for worst-case performance. We have presented an adaptive
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interface that can optimize synchronization latency dynamically by evaluating
flip-flop synchronization performance after each shift in the operating point.
Our design relies on pre-computed thresholds and does not require arithmetic
circuits. This makes it more practical than similar adaptive approaches such
as [14] where computing the MTBF of synchronization explicitly incurred large
area and power overheads (a cost comparison is presented in Table 2).
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Abstract. Metastability is the source of many unexpected errors in syn-
chronous circuits. Its mitigation is very well researched in this domain.
In contrast, for asynchronous circuits it is normally assumed that the
handshaking inhibits metastability. This is, however, only true within the
timing closure of the circuit and in the absence of external faults. Meta-
stability may well arise in asynchronous circuits when latching external
input signals or when fault tolerance considerations require relaxing the
timing closure. Therefore, this paper studies the vulnerability of asyn-
chronous circuits to metastability at the example of a Muller-C element.
Traditional mitigation techniques are applied to this kind of circuits and
their fitness for Muller-C elements is analyzed.

1 Introduction

An appreciable share of today’s circuits is implemented using the synchronous
paradigm. However, rising clock speed and increasing parameter variability re-
quire the circuit designer to apply large safety margins and employ elaborate
algorithms for the clock tree design to guarantee correct operation [1], while still
attaining sub-optimal – namely worst case – performance. Additionally, power
consumption in general and power dissipation in the clock tree in particular are
major concerns, not only in low power applications [2].

Asynchronous circuits are regarded as a very promising alternative. With their
local, adaptive timing closure, they can naturally handle parameter variability
and always work with average performance instead of worst case [3]. Their dy-
namic power consumption is lower, and their sub-threshold behavior is much
more predictable and scales much better with decreasing supply voltage [4].

While synchronous circuits are well known to suffer from metastability is-
sues at clock domain boundaries [5], it is widely believed that asynchronous
circuits only suffer from the so called arbiter problem [6]. The arbiter problem
describes the impossibility of deciding a correct sequence of accesses to a sin-
gle, shared resource, if the requests are not sufficiently separated in time. Other
possible sources of metastability are usually disregarded in asynchronous circuit
design. Two pronounced technology trends, however, demand for a more inten-
sive consideration of metastability in asynchronous circuits as well: (1) Shrinking
feature sizes, albeit being instrumental in boosting performance and power ef-
ficiency, make chips more susceptible to single event transients (SETs) caused
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by radiation particles. Those SETs do not respect any timing requirements and
hence have the potential to infer metastability. (2) The high integration densi-
ties featured by modern technology allow the accommodation of complex systems
comprising multiple subsystems on a single die. These subsystems often form in-
dependent timing domains, at whose interfaces metastability issues inevitably
arise, also in asynchronous subsystems. In the second case, an arbiter may be
used to resolve metastability, while in the first case this is not possible. However,
the arbiter may introduce a significant timing and area overhead.

When designing fault-tolerant asynchronous circuits to counteract (1), the
perfect timing closure normally established by handshaking cannot be main-
tained any more: If a circuit waits for all input signals to arrive before proceeding
with its operation (as it is normally the case in delay-insensitive asynchronous
designs), a lost transition will block the circuit forever. Therefore an exit strat-
egy like time-out or majority vote needs to be applied, which may preempt a
late transition on one input [7]. In consequence, that late transition is no more
within the timing closure, which introduces the potential for metastability.

So metastability does need attention in the asynchronous domain as well.
With this motivation we will investigate the Muller C-element, a basic building
block of asynchronous circuits. Our focus will be on options for metastability
containment within a single element.

In Section 2 we review the current state of metastability research while in
Section 3 we introduce function and implementation of the Muller C-element.
Section 4 discusses how metastability manifests itself within a Muller C-element,
while in Section 5 we investigate how it may be contained. Section 6 concludes
the paper and gives an outlook onto our future research questions in this field.

2 State of the Art

Metastability is the inability to decide between two equally good discrete choices
within bounded time. It occurs whenever a mapping from a continuous space is
made to a discrete one. In a D-flip flop metastability issues emerge when it comes
to judging whether a transition at the input actually occurred before the active
clock edge, since data transition and clock transition can be arbitrarily close
together in the continuous time space. To avoid metastability, data transitions
are simply prohibited by specification within the setup/hold window around the
active clock edge. It is easy to imagine that comparable issues apply to all other
types of state-holding elements like latches, or Muller C-elements.

From an electrical point of view, in case of a violation of the setup/hold
window, the storage loop representing the state of the element is caused to
perform a state change but then, half way of doing so, left in an undefined state.
The time it takes to decide whether the state will actually flip or return to its
previous value is unbounded and impossible to predict [8]. During the decision
process, the inner loop nodes are not at well defined digital levels but they take
on an intermediate, analog voltage [9]. This voltage can be determined using
a Spice DC analysis where the characteristic of the forward and the backward
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path of the loop, in the simplest case two inverters, are overlaid according to the
rules of graphical network analysis. Figure 3(a) shows an example. Beyond the
two stable intersection points representing low and high (top left and bottom
right), there is an unstable one in the center called the metastable point [10].

Metastability is a very well researched phenomenon, at least for D-latches
and D-flip flops. Mentioned already in 1966 by I. Catt [10], the phenomenon was
investigated over the years using analytic models (e.g. for predicting the failure
rates [11]), measurements [9,12], and Spice simulations [13]. The latter provide
either the metastable voltage levels (DC analysis) or voltage traces of nodes
within the storage loop over time (transient analysis [13]). Especially transient
analysis may take a long time, as different overlaps of the input signals must
be simulated until the metastable state is found. To speed up this process the
concept of bisection was developed [14].

With respect to asynchronous circuits, there is little related work available.
The behavior of mutual exclusion elements was thoroughly investigated, e.g.
in [6]. These elements are built based on an RS-latch where R and S serve as
request inputs. Only one of its grant outputs is allowed to be high at any given
time. Unfortunately, when both requests are asserted nearly at the same time,
its outputs may become metastable. Therefore the decision which request to
grant may take an arbitrarily long time. During this time interval both outputs
may stay at an intermediate voltage level. To avoid ambiguous interpretation
by successor stages, this must be suppressed. This can be achieved by using a
low threshold inverter or a so called metastability filter [6,15] as output stage to
hide this intermediate voltage. A more detailed description of the functionality
of low threshold inverters will be given in Section 5.1.

As the low threshold inverter only works for low-high transitions, one may
consider a Schmitt-Trigger for circumventing metastability in the general case.
Its hysteresis will shift the threshold accordingly for both transition types and
therefore can be used to contain the analog voltage levels of the internal nodes
within the storage loop. The usage of Schmitt-Triggers to suppress metastable
outputs of latches for building a merge element was already discussed in [16],
however, it is not universal. For synchronizers, e.g., the delay additionally intro-
duced tends to be counterproductive and may even increase the upset rate [8].
Metastability mitigation using Schmitt-Triggers for an asynchronous clocking
circuit was presented in [17]. [18] on the other hand shows how metastability
propagates through an elastic pipeline.

3 Muller C-Elements and Asynchronous Circuits

Muller C-elements [19] (MCEs) are the basic building blocks of the control paths
in most asynchronous circuits [20,21]. Basically a MCE is a conjunction for signal
transitions: Its output will only go high, if a rising edge was detected on both of
its inputs and will only go low, if a falling edge has occurred on both. The truth
table for the MCE and its circuit symbol are shown in Figure 1. Note that in
case of non-matching inputs the previous output is retained, which causes the
need for storage capability. This in turn creates a potential for metastability.
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a b qn+1

0 0 0

0 1 qn

1 0 qn

1 1 1

Fig. 1. Schematic symbol and truth table of a Muller C-element

(a) Weak-feedback (b) Conventional (c) van-Berkel

Fig. 2. Muller C-element implementation circuits

There are several ways of implementing a MCE in CMOS. The three most
important variants are the weak feedback-implementation, the conventional im-
plementation and the van-Berkel implementation. These are shown in Figure 2,
for details and transistor sizing rules see [22].

4 Metastability Behavior of Muller C-Elements

As all these MCE implementations comprise a storage loop, setup and hold
constraints need to be respected for a proper function, just like for a flip flop.
In particular short phases of matching inputs, both contradicting the output,
must be avoided as this represents the borderline case between clear “switch”
and clear “hold”. The most relevant respective scenarios both start in the state
of non-matching inputs, than (a) a glitch at one input occurs or (b) both inputs
change nearly at the same time. This violation of the timing constraints will
result in an increased output delay. If the output signal is read before that delay
has elapsed, a metastable upset has occurred. This involves the risk of reading
an ambiguous intermediate voltage.

Unfortunately metastability is able to overcome conventional error contain-
ment boundaries. Therefore all reasoning and all proofs on the correctness of a
circuit may become void in its presence. The root for this behavior is that all
proofs are based on the specified functional description of logic gates. Metasta-
bility on the other hand causes out-of-specification operation of these gates and
is hence normally ignored in these descriptions. Therefore it is very important
to understand how metastability affects different kinds of circuit elements. This
knowledge is the foundation for devising a functioning containment mechanism.
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In this paper we concentrate on MCEs. As these are asynchronous components
their behavior is quite different from synchronous elements like flip flops. This is
mainly due to the fact that the elements do not have the same temporal masking
as in the case of flip flops where only active clock edges must be considered.
We have modeled the three standard implementation circuits from Section 3 in
hSpice using transistors of an industrial 90nm technology library.

Our simulations were done for a single transistor sizing (one according to
[22]) and are intended as a showcase for our approach. Although the results
will quantitatively depend on the sizing, the qualitative message holds for all
practical ones.

4.1 Simulation Algorithm

The MCE models were subjected to a Spice DC analysis to determine the meta-
stable voltage values for the inner nodes of the feedback loop. By simulating
the forward and backward paths of the loop separately and overlaying them af-
terwards using MATLAB, we were able to extract the metastable point (recall
Section 2) from the resulting plots.

A Spice timing analysis was then used to determine the metastable response
over time. We created voltage traces of the storage loop as well as for the output
nodes. We drove the MCE into metastability by overlapping matching input
signals that would require the internal state to flip for a very short time. The
exact duration of the required overlap was extracted using a binary search on the
input interval. We implemented the binary search in MATLAB and used hSpice
as simulation back-end. When the binary search was finished, the upper and
lower bound traces were plotted and used to analyze the metastability behavior.

4.2 Simulation Results

The simulations were done for all three MCE implementations. The resulting
trace for the van Berkel implementation is shown in Figure 3. The figure confirms
that the inner nodes (Z, ZB) of all implementations go to a non digital level while
the element is metastable. The straight lines in the figure represent the result of
the DC analysis and an interval of ±VDD

20 around this value. It is apparent that
the analog voltage level found in the transient analysis complies nicely with the
result of the DC analysis. As the results for the other implementations vary only
in the length of the metastable state, they were omitted here but can be found at
http://www.vmars.tuwien.ac.at/documents/extern/3060/patmosappendix.

It is also visible in the figures that the analog voltage level propagates from
the inner node to the output of the MCE. This is because in our simulations we
had chosen the same threshold voltages for all inverters, and thus the metastable
voltage matches the threshold voltage of the output inverter quite well. With
respect to the aspired metastability containment this is not satisfactory. Since
it has been proven impossible to prevent metastability in the first place [23], we
at least want to confine the metastable voltage to the inner node to mitigate
its propagation. We will therefore continue with analyzing the behavior of the

http://www.vmars.tuwien.ac.at/documents/extern/3060/patmosappendix
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Fig. 3. Simulation result for a van Berkel Muller C-element

output inverter and try to redesign it so as to contain metastability within the
element. We base our efforts on the techniques already in use for other elements
(see Section 2) and will analyze which of these techniques may lead to a better
metastability containment of the MCE.

As only the existence of an analog voltage level for an extended time and not
the exact length of the metastability is of concern for our analysis, we focus our
efforts on the van-Berkel implementation in the following.

5 Metastability Containment

As the metastable voltage can be efficiently determined by a DC analysis in
advance, it is possible to devise the metastability counter-measures that are
based on its knowledge. More specifically we can select the threshold voltage
of the output inverter in such a way that the metastable voltage is uniquely
regarded as a high or low value. In this way the output inverter will safely
convert the intermediate voltage level into a defined low or high value at the
MCE’s output. This is the idea behind the approaches presented in this section.

5.1 Low- and High-Threshold Inverters

As already mentioned, for mutual exclusion elements low-threshold output in-
verters are used to delay the output for the low-high transition1 until the RS-
latch has left the metastable area [6]. When using the solution for the MCE, the
low-high transition works as expected and is delayed until the metastable state

1 This may be counter-intuitive but because the output is inverted, the threshold
must be on the same side of the metastable voltage as the start value of the output
(therefore the input value of the inverter will be on the opposite side).



Muller C-Element Metastability Containment 109

has been resolved (see Figure 4(a)). Unfortunately for the high-low transition a
glitch is created: When the element is entering the metastable state, the voltage
level at the internal node is crossing the threshold and the output switches from
high to low immediately. If the metastability then resolves to the original state
of the element, the voltage on the internal node again crosses the threshold and
the output signal switches back to high (see Figure 4(b)). This glitch in the
high-low transition is not a problem in the mutual exclusion element, since the
critical phase of the arbitration process always starts in the low state. That is
why this approach works fine there.
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Fig. 4. Simulation result for the low threshold inverter

We expect from the containment circuit, however, that the state is cleanly
switched in both directions. Especially in asynchronous control circuits the above
mentioned glitch may propagate and be the cause for unexpected behavior.

When using a high-threshold inverter instead, a dual problem can be observed.
In this case the high-low transition works as expected but the low-high transition
creates a pulse. In general we can distinguish four cases that must be considered
when designing the containment circuit. Table 1 shows how the different cases
are handled by the measures shown in this paper.

Based on these observations it becomes clear that an element with an adaptive
threshold is needed to contain metastability within the element. The threshold
must be raised when the output is high and lowered when the output is low, so
that it is above the metastable voltage for high-low and below the metastable
voltage for low-high transitions, respectively. The natural choice for such an
element is an inverting Schmitt-Trigger.

Table 1. Comparison of the metastability mitigation implementations

low → high high → low low → low high → high

Low threshold inverter OK (late) OK OK (suppressed) glitch

High threshold inverter OK OK (late) glitch OK (suppressed)

Schmitt-Trigger OK (late) OK (late) OK (suppressed) OK (suppressed)
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5.2 Schmitt-Trigger

Figure 5 confirms that when using a Schmitt-Trigger as output stage of the MCE,
both the low-high and high-low transition work properly. Due to the hysteresis,
the switching threshold of the Schmitt-Trigger is adapted in such a way that
for both transitions just moving to the metastable state is not sufficient for the
analog voltage to reach the threshold, and therefore the output signal does not
change its state. Only if the element definitely changes its state, the threshold
is crossed and the output signal switches as well.
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Fig. 5. Circuit and simulation result for the Schmitt-Trigger

Notice that this result is essentially different from what [8] claimed for syn-
chronous circuits: There the additional delay introduced by the Schmitt-Trigger
consumes so much of the available resolution time that the overall upset proba-
bility is even increased. The essential problem here is that in synchronous circuits
the resolution time for metastability is globally determined by the fixed clock fre-
quency in an open-loop fashion [8]. Quite in contrast to that, in the asynchronous
case the resolution time is naturally extended as required, as the handshaking
forms a closed loop timing control. In this way the output can be delayed with-
out increasing the upset rate. The only constraint is a clean transition from one
output level to the other without staying at an intermediate voltage and without
glitches – and this is what the Schmitt-Trigger can effectively provide.

After having shown the applicability of the Schmitt-Trigger approach for
metastability containment in MCEs, let us briefly analyze its penalties:

1. Area Overhead: The standard van-Berkel MCE implementation consists of
fourteen transistors (including the output inverter). The proposed version
with the Schmitt-Trigger output stage requires four additional transistors.
This yields an area overhead of 28.57%.

2. Delay Penalty: The nominal output delay of the standard MCE in the used
technology is 28 ps. The Schmitt-Trigger increases this delay to 60 ps (214%),
leading to an overhead of 32 ps in the fault-free case.
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While the area overhead is quite moderate, the delay penalty is considerable.
However, protection against metastability has its price in the synchronous do-
main, as well. At timing domain boundaries this reduction in performance will
limit the sustainable data transfer rate.

6 Conclusion and Future Work

We have motivated the need to consider metastable upsets in asynchronous cir-
cuits, other than arbiters, as well, as these may occur due to transient faults,
due to relaxed timing closure in fault tolerance schemes, or simply at timing
domain boundaries. We have consequently analyzed the metastability behavior
of asynchronous circuit components at the example of a Muller C-element. Our
analysis has shown that all common implementations may become metastable
and have the same basic behavior – they potentially exhibit an intermediate
voltage. This voltage can be determined in a DC analysis.

Unlike in case of the arbiter, the MCE requires a safe metastability resolution
for both output transitions, hence a high- or low-threshold inverter does not
suffice, as we have shown that it produces glitches. In contrast to synchronous
designs, in turn, resolution time is flexible in delay insensitive circuits, hence a
Schmitt-Trigger output stage can be applied, and our simulations confirmed that
it indeed works very effectively in containing metastability within the element.

This result only relies on the ability to determine the metastable voltage of the
storage cell. The occurrence of such a voltage level is independent of transistor
sizing and the actual MCE implementation.

In our follow up work we plan to implement a test chip for “real-world”
measurements of generation and propagation of metastability. This will enable
us to verify and calibrate our simulations on real silicon.
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Abstract. This paper describes a low power hardware implementation of the 
Trivium stream cipher based on shift register parallelization techniques. The de-
sign was simulated with Modelsim, and synthesized with Synopsys in three 
CMOS technologies with different gate lengths: 180nm, 130nm and 90 nm. The 
aim of this paper is to evaluate the suitability of this technique and compare the 
power consumption and the core area of the low power and standard implemen-
tations. The results show that the application of the technique reduces power 
consumption by more than 20% with only a slight penalty in area and operating 
frequency. 

1 Introduction 

Cryptography provides techniques, mechanisms and tools for secure private commu-
nication and authentication on Internet and other open networks. It is almost certain 
that in the coming years every bit of information flowing through a network of any 
kind will have to be encrypted and decrypted. All devices connected to a network 
should therefore incorporate mechanisms that implement cryptographic functions to 
ensure safe transfers. With this in mind, it is necessary to design and implement 
hardware structures which are suitably efficient in terms of area, operating frequency 
and power consumption. An additional challenge is that implementations must be 
constructed to withstand cryptographic attacks launched against them by adversaries 
who have access to both primary channels (communication) and secondary channels 
(power consumption, electromagnetic radiation, etc.). 

Cryptographic algorithms are either symmetrical - those based on the existence of a 
secret key - or asymmetric - those based on the existence of pairs of public and pri-
vate keys. Both types play important roles in current applications. Public key-based 
cryptography was invented by Diffie and Hellman in 1976 [1]. Asymmetric algo-
rithms use a different key to encrypt and decrypt (a public key and private key). The 
public key can be known to all, while the private key is known only by the receiver of 
the message. The message is encrypted using the public key and can only be de-
crypted using the corresponding private key. With this type of cryptography there are 
no problems with key distribution, but the high complexity of the algorithms requires 
large computing resources and hardware solutions are complex and involve high 
power consumption. 
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For private key-based cryptography, the key for encrypting and decrypting is the 
same and it is secret. Private key-based algorithms can be divided into two groups: 
block ciphers and stream ciphers. Block ciphers encrypt blocks of data of fixed length 
while stream ciphers encrypt an amount of data of arbitrary length. These types of 
algorithms are problematic in that the keys must be distributed between the sender 
and the receiver. However, the advantage they are faster and their implementations 
are simple, so they are used to encrypt and to decrypt large amounts of data, as in 
applications requiring low-complexity algorithms (for example short range wireless 
encryptions). From the hardware point of view, the resulting implementations are of 
very low complexity. This makes them ideal for portable devices with low computing 
capacity and very high power consumption restrictions. 

These needs led the European Union to launch an initiative known as eSTREAM 
[2][10], proposing new stream ciphers which, in both software and hardware, would 
meet current needs in the field of stream ciphers. This initiative has now identified 
and published four new algorithms specially designed for implementation in software 
(HC-128, Rabbit, Salsa 20/12 and Sosemanuk) and three designed to give optimal 
performance in hardware (Grain, Mickey and Trivium) [3]. 

Secure data transfers are also becoming increasingly necessary on devices with low 
computing capacity and which also require low power consumption. The best option 
for these devices is to use secret key cryptographic algorithms. We have chosen the 
Trivium stream cipher of all of the possible algorithms available, because it is en-
dorsed by the eSTREAM project and is simple to implement. Furthermore, power 
consumption can readily be reduced in its architecture through the technique of logi-
cal shift register parallelization. With this technique we have obtained implementa-
tions with more than a 20% drop in power consumption and virtually no losing per-
formance. 

This paper is organized as follow. Section 2 briefly describes the specification al-
gorithm, Trivium. In section 3 the low power implementation is described, showing 
the synthesis and power consumption reports and comparing them with the standard 
version. Finally, Section 5 concludes the paper. 

2 Trivium Specification 

Trivium is a synchronous stream cipher designed to generate up to 264 bits of key stream 
from an 80-bit secret key and an 80-bit Initialization Vector (IV). The architecture of 
this cipher is based on a 288-bit cyclic shift register accompanied by an array of combi-
national logic (AND, OR and exclusive-or) to provide its feedback [4][10]. 

Firstly the cipher’s 288-bit internal state is initialized using the secret key and the 
initial value, which are loaded into the internal state register. The state is then updated 
four times 288 without producing key stream bits. This is summarized in the VHDL 
code below: 

state(92 downto 0) <= X"0"  & key; -- first register 
state1(76 downto 93) <= X"0" & iv; -- second register 
state(287 downto 177) <= "111" & X"0"; -- third register 
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state(92 downto 0) <= state(91 downto 0) & t3 
state(176 downto 93) <= state(175 downto 93) & t1; 
state(287 downto 177) <= state(286 downto 177) & t2; 

After that, the key stream generation consists mainly of an iterative process which 
updates some bits in the state register with logic operations to generate one bit of key 
stream. The VHDL code description is given by the following lines: 

k1 <= state(65) XOR state(92); 
k2 <= state(161) XOR state(176); 
k3 <= state(242) XOR state(287); 
 
a1 <= state(90) AND state(91); 
a2 <= state(174) AND state(175); 
a3 <= state(285) AND state(286); 
 
t1 <= k1 XOR a1 XOR state(170); 
t2 <= k2 XOR a2 XOR state(263); 
t3 <= k3 XOR a3 XOR state(68); 
 
keystream <= k1 XOR k2 XOR k3; 

The schematic representation of the Trivium radix-1 algorithm (which outputs one 
key stream bit in every clock cycle) consists of three circular shift registers of differ-
ent lengths and any combinational logic to perform the addition (exclusive-or cells) 
and multiplication (and cells) operations as the schematic representation version 
shown in fig.1. The length of each shift register is different; the first register has 93 
bits, the second 83 bits and the third 111 bits. The key stream is the result of exclu-
sive-or operations on some bits in the shift register [9]. 

 
Fig. 1. Trivium schematic representation 
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The main cost (area and power) of this implementation is in the registers. Trivium ra-
dix-1 is a good choice for evaluating the validity of the power reduction technique. Other 
radix versions allow fast, power-efficient implementations with the same number of sto-
rage elements but involve more combinational logic and more complex designs [4]. 

3 Power Reduction in Trivium by Logic Parallelization 

The Trivium low power implementation presented here is based on shift register logic 
parallelization [5], [6], [7]. The main idea of this technique is to divide a shift register 
in two, each half-length being like the original. During shift register operation, the 
data coming in even cycles is stored in one register and that arriving in odd cycles is 
stored in the other. One of the registers is called the “even register” and the other the 
“odd register”. In this way, the clock which triggers the loading of each of these regis-
ters has a frequency which is half the original frequency. 

Figure 2 graphically shows the structure of the register division. The odd group is 
synchronized with the clock rise time, while the even group is synchronized with the 
clock fall time. In every clock cycle each shift register stores a new bit and places 
another bit in its most significant position. Of the most significant bits supplied by the 
registers even and odd bit must be selected that provides the output. To do so, a mul-
tiplexer is used, controlled by the clock signal of the registers. 

Power reduction is achieved because in each clock cycle only half of the data is 
shifted. Thus, each piece of data has to go through half of the number of flip-flops to 
reach the output. However, it is necessary to introduce additional circuitry to divide the 
clock, and a multiplexer to select the data in the output. This technique is therefore espe-
cially effective in reducing power consumption in medium-sized or large shift registers. 

 

Fig. 2. Parallel Shift Register 

Some modifications are required for the application of this technique to the Tri-
vium implementation. Firstly, as shown in Fig.1, the Trivium implementation has 
three different circular shift registers. With the parallelization technique these are 
separated into six shift registers, as is shown in Fig 3. Each shift register is divided 
into an odd and even shift register with half bits. The length of each shift register is 
indicated in the figure inside the register. 

Secondly, generation both of the input bits in each of the shift registers and the 
output bits depends on the bits stored in different positions in the shift registers. These 
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positions, depending in turn on the clock cycle, will match a bit set in the even or in 
the odd register. It is therefore necessary to introduce a logic that allows these bits to 
be selected correctly. 

 
Fig. 3. Even and odd shift registers 

As shown in Fig. 4, this logic basically means introducing multiplexers which, us-
ing the clock signal as the selection signal, will select the bit to be taken from the shift 
register. 

Thirdly, in the first clock cycles both the key and initialization vector must be loaded 
in parallel. In this implementation, the load must be maintained in parallel, but taking into 
account that the even registers are loaded with the rising edge and the odd registers are 
loaded with the falling edge of a clock with half the frequency of the original clock. To 
solve this loading problem we decided to use two clock cycles, with the even registers 
being loaded in the first cycle and the odd registers being loaded in the second. 

 

Fig. 4. Schematic of Low Power Trivium implementation 
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Other low power Trivium implementations were described beforehand. The im-
plementation described in [8] uses a clock gating technique and a radix-16 datapath. 
Although the clock gating technique is widely used, it is not very useful when applied 
to shift registers. In fact, in [8] no data comparisons between low power and standard 
implementations are shown. 

3.1 Trivium Implementations 

The low-power and standard versions of Trivium were described and designed using 
VHSIC Hardware Description Language (VHDL). The resulting implementations 
were verified using the Mentor Graphics ModelSim simulation environment, with test 
vectors using a key presented in the reference files of Trivium [2]. The technologies 
used were CMOS 180 nm, 130 nm and 90 nm. The standard version of Trivium was 
also implemented, so the results obtained by both implementations can be compared. 

The timing and area reports for the low power (LP) and standard (TRIV) versions 
provided by the Design Vision synthesis tool are shown in Table 1. The timing and 
area data depends on the standard cell library of each technology. Our aim is not to 
compare the results of the all three technologies, but to check that a significant reduc-
tion in power consumption is achieved in them. 

The low power version uses more standard cells (4-7%) than the standard version, 
although the number of cells decreases when the technology is smaller. This happens 
because the synthesis tool chooses the cells from the available ones in the library, and 
the libraries are different in the three technologies. The non-combinational logic area 
must be quite similar in both designs, because the number of flip-flops do not change 
(only the flip-flops for the clock division are introduced). But in 130 and 90 nm the 
synthesizer uses different flip-flops, with less area in the low power version than in 
the standard version, so the non-combinational area is similar or less. In conclusion, 
when the technology decreases the gate size, the cell count rises slightly by 6.6% in 
180 nm and by 3.5% in 90 nm in the low power version and the cell area penalty is 
not as huge as might be expected since the cell area increases by 6.4% in 180 nm and 
by 2.2% in 130 nm but decreases by 0.6% when the technology is 90 nm because it 
uses flip-flops with less area from the technology library. 

With respect to delay, table 1 shows that both implementations achieve the 40 ns re-
striction imposed on the clock. The multiplexer delay slows the low power implemen-
tation down slightly in comparison with the standard implementation. 

Table 1. Synthesis Report 

 
Report 

180nm 130nm 90nm 
TRIV LP TRIV LP TRIV LP 

 
Timing(ns) 

Critical Path Length  2.72 1.08 2.20 0.34 1.35 0.18 
Critical Path Slack  37.19 38.86 37.60 39.50 38.58 39.73 
Critical Path Clk Period  40.00
Cell Count 604 644 608 637 602 623 

 
Area(μm2) 

Combinational Area 8265 8634 2724 3401 1747 2191 
Noncombinational Area 14694 15795 9677 9281 5644 5154 
Cell Area 22959 24429 12401 12682 7392 7345 
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3.2 Power Consumption 

Power consumption in the design was calculated with Synopsys tools and a switching 
activity file in SAIF (switching activity interchange format) format, generated with 
simulations in Modelsim with typical case timing analysis for a desired clock rate of 
20 MHz. Power modelling was performed using the typical foundry values for each 
process. 

Power dissipated can be divided in the Synopsys´s report into cell leakage (static) 
and dynamic power. Static power is the power consumed by a gate when it is not 
switching. It is caused by currents flowing through the transistors when they are 
turned off and it mainly depends on the size of the circuit. Dynamic power is the 
power dissipated when the circuit is active. Dynamic power is further divided into net 
switching power and cell internal power. 

Net switching power is the power dissipated by net interconnects and gate capacit-
ance. The amount of net switching power depends on the switching activity (and 
therefore related to the operating frequency) of the cell. The more logic transitions in 
the cell output, the higher the switching power. Lowering the circuit size and reducing 
the supply voltage also directly reduces dynamic power. Cell internal power is con-
sumed within a cell by charging and discharging internal cell capacitances. Internal 
power also includes short-circuit power. In these technologies static power is much 
lower than dynamic power. 

When comparing the power consumption of the two implementations, shown in 
Table 2, we noticed that the low power version always has lower cell internal power 
consumption than the standard version: 41% lower in 180 nm, 33% in 130 nm and 
25% in 90 nm. Cell internal power consumption therefore decreases with smaller 
technologies. However, net switching power increases in the low power version 
(16%, 77% and 70%) compared to the standard version due to the rise in the number 
of net connections. These different switching power values increase in the three tech-
nologies due to the cells chosen by the synthesis tool for the combinational part. 

The most useful comparison was made when the total dynamic power of the stan-
dard and the low power Trivium designs was evaluated. The results show that dynam-
ic power consumption in the low power version is lower, in all technologies, than 
dynamic power consumption in the standard version. In 90nm it decreased by a factor 
of about 18%; in 130 nm, by a factor of 23% and in 180 nm by 29%. 

Table 2. Power Report 

 
Power@20MHz 

180nm 130nm 90nm 
TRIV LP TRIV LP TRIV LP 

Core Voltage = 1.8V Core Voltage = 1.2 V Core Voltage = 1.2 V 
Cell Internal (μW) 868 550 218 145 203 152 
Net Switching (μW) 139 162 18 33 16 27 

Total Dynamic (μW) 1007 712 236 178 219 179 

Cell leakage  (nW)  89.9 102.9 249.7 290 17.6 19.27 
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4 Summary and Conclusions 

In this paper we have described and compared a new low power Trivium implementa-
tion based on logic parallelization techniques. We have synthesized the implementa-
tion in three technologies with different gate lengths - 180nm, 130nm and 90 nm - to 
compare area penalty and power consumption results. 

The area’s penalty and cell number obtained with this technique is very low (less 
than 6%) while the improvement in dynamic power consumption is quite high (more 
than 18%). For instance, in 180 nm a reduction of 29% was obtainable in dynamic 
power with an area penalty of only about 6.4%. The best solution was in 90 nm, 
where dynamic power was reduced by a factor of 18% and cell area decreased slightly 
by a factor of 0.6%. 

We think this solution might be used in designs where the slight increase in cell 
number requirements is less important than power reduction. In lower technologies it 
could be used for passively-powered applications like RFID tags, smart cards and 
Bluetooth products.  
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Abstract. This paper proposes a new generic architecture for build-
ing robust communication links for globally asynchronous locally syn-
chronous (GALS) circuits. The general idea is to use delay-insensitive
codes along with error detecting codes to provide resilience against tran-
sient faults as well as robustness against delay variations. The presented
link architecture is completely generic with respect to the chosen hand-
shake protocols (2-phase/4-phase) and the used codes. Thus a specific
implementation can be individually optimized regarding features such
as performance, power consumption, area complexity or the number of
faults that can be tolerated. In order to demonstrate the flexibility of
our approach we present several solutions based on 2-phase and 4-phase
dual-rail codes combined with either single parity bits or Hamming codes
for error detection. In the former case the link provides resilience against
single faults, in the latter double faults can be mitigated.

1 Introduction

The trend of past and still ongoing aggressive technology scaling for better per-
formance and power consumption is associated with many challenging design
problems. Although it allows for integration of complex systems-on-chip (SoC)
with billions of transistors on a single die, clocking the whole chip with a single,
high-frequency clock has become infeasible. As a possible solution, globally asyn-
chronous locally synchronous (GALS) systems consist of multiple small, locally
clocked, synchronous modules communicating over asynchronous links. A global
clock net and the associated timing closure problems are thus avoided. On the
other hand, timing problems are also caused by increasing process, voltage and
temperature (PVT) variations. This requires large timing margins for accept-
able error rates. Furthermore reliable circuit operation is threatened by smaller
feature sizes and smaller critical charges, which make transistors increasingly
vulnerable to radiation faults, electromagnetic interference or noise.

In this paper1 we present a new architecture for asynchronous communica-
tion links as needed in GALS systems. The aforementioned reliability issues are
tackled using delay-insensitive codes in combination with error detecting codes.

1 This work is supported by the Austrian Science Foundation (FWF): FATAL project
(P21694) and PSRTS project (P20529-N13).
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While the former allow for adaption to varying propagation delays and thus
prevent timing faults, the latter provide fault-tolerance in the value domain. A
big advantage of the proposed solution is the fact that it can be used with any
delay-insensitive and error detecting codes.

This paper is organized as follows: Section 2 gives a brief introduction to asyn-
chronous communication and discloses the assumed fault model. In Section 3,
the generic architecture of the proposed communication link is introduced and
discussed. In the following section a specific implementation using 2-phase and
4-phase dual-rail codes is presented. Section 5 then shows an evaluation of these
dual-rail links and presents performance and area results. Finally, Section 6 puts
our solution in context with existing work on fault-tolerant asynchronous com-
munication links. Section 7 concludes the paper and outlines future work.

2 Preliminaries

2.1 Asynchronous Communication

There is a great variety of asynchronous communication protocols. In general,
the used protocols are handshake-based, i.e., they have some form of a request
and acknowledge signal. If every transition of the request signal indicates new
data, this is called a 2-phase protocol. Alternatively, in 4-phase protocols new
data is only delivered upon a rising edge of the request signal. Thus, every
communication cycle is ended by a reset of the handshake signals.

Furthermore asynchronous communication channels can be characterized by
the way the request signal is delivered. It can either be sent on a separate control
wire or it can be encoded along with the transmitted data word. In the first case,
the timing of the request wire needs to be matched with the bundled data signals.
This approach therefore is called matched delay or bundled data. In the latter
case, special codes are used that allow for completion detection: The receiver then
is able to tell whether the transmission is complete by simply waiting for the
arrival of a valid code word. This is called delay-insensitive (DI) communication
as no timing assumptions have to be made.

2.2 Fault Model

All assertions about fault-tolerance made in this paper rely on the following
assumptions about faults occurring in the system: a) All faults are of transient
nature, b) faults only occur in the interconnect, c) no more than f faults occur
during one communication cycle, f being the maximal number of errors the used
error detecting code can reliably detect, d) the length of metastable upsets is
bounded and known.

Assumption a) makes it possible to resolve received errors by waiting for the
transient faults to cease and thus avoiding the need for complex error handling
schemes such as forward error correction or retransmissions. Transient faults
are erroneous transitions changing the state of the wire in either of the two
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ways: 0 → 1 → 0 or 1 → 0 → 1. Implicitly, assuming transient faults requires
disallowing the interconnect to contain state holding elements, i.e., not to be
pipelined. This is because faults could cause upsets in unprotected state holding
elements of the interconnect leading to soft errors persistent for the duration of
the communication cycle. Assumption b) is used for simplifying the discussions
in this paper. In a fully fault-tolerant system, the sender and receiver components
would of course be protected by some kind of fault-tolerance mechanism, such as
triple modular redundancy. Assumption c) naturally restricts the discussion to
cases where the error detection mechanism will not fail. The last assumption is
concerned with metastability, which can occur when faults violate the setup/hold
window of flip-flops while input data is latched. Choosing a reasonable upper
bound allows for building circuits that will only fail with a very low probability.

3 Link Architecture

The proposed link architecture basically consists of input and output ports that
provide an asynchronous communication link between two synchronous GALS
modules. Clearly, a module that sends data needs to be equipped with an out-
put port, whereas the receiver module is hooked up with an input port. Many
GALS systems use stoppable clocks to avoid synchronization problems during
asynchronous I/O operations. Since the ports obviously need to remain opera-
tional when communicating, they have to be implemented as self-timed circuits.
The local data exchange between a GALS module and its associated I/O ports
is performed using a simple bundled data protocol.

Input and output ports are assumed to be connected over a global on-chip
interconnect that is susceptible to transient faults and where signal delays can
vary with the operating conditions (PVT variations). To allow for reliable com-
munication we propose to use a combination of delay-insensitive (DI) and error
detecting (ED) codes. The basic idea is to verify both completeness and correct-
ness of a transmitted data word at the receiver side. If faults occur, the input
port will wait for them to disappear and will only acknowledge the reception
once the correct data word has been latched. In the following, the structure of
the output and input port will be described in detail. Note that the presented
architecture is completely generic with respect to the type of handshake protocol
(2-phase/4-phase) and the used delay-insensitive and error detecting codes.

3.1 Output Port

The structure of the output port is rather simple and directly follows from
the basic concept described above. As can be seen in Fig. 1, the ED encoder
first augments a new data word arriving from the sender with the required
redundancy to enable error detection. Subsequently, the produced data word is
encoded with a DI code, resulting in a code word ready to be transmitted. The
control logic then is responsible for clocking the output register in order to put
this code word on the interconnect signals. Two conditions need to be satisfied
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Fig. 1. Output Port

Fig. 2. Input Port

before a clock pulse is produced: a) New data needs to be ready as indicated by
the request signal from the sender, b) the last transmitted code word needs to
be acknowledged by the input port of the receiver. Note that the delay element
on the request signal needs to be matched to the maximal propagation time of
the data path, i.e., the ED and DI encoders. This ensures that a new code word
safely stabilizes at the register input before the clock pulse is generated.

3.2 Input Port

In the input port an incoming code word is first checked for completeness. This
is performed by a completion detector (CD), as can be seen in Fig. 2. In case
of a 2-phase protocol every complete data word that arrives will toggle the
output of the CD unit between one and zero. In a 4-phase protocol the output
of the completion detector also changes between one and zero, but only rising
transitions indicate the availability of new data. Recall that a handshake cycle in
a 4-phase protocol is ended with a reset phase. This is typically done by resetting
all interconnect wires to zero. Such an all-zero input vector is called spacer code
word, as it separates successive data words.
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Once a new data word is available, the control unit, connected to the output of
the completion detector, will issue a clock pulse, which latches the data word into
the input register. Note that the DI decoder is placed before the register. This
allows for concurrent operation with the completion detection and also reduces
the size of the input register. After the new data word has been stored, error
detection can be performed. If no error is detected, the correct data word can be
forwarded to the receiver: The control unit waits until error detection is finished
and then checks the error output of the ED decoder (see Fig. 2). If this signal
is zero, a request transition is produced for the receiver and an acknowledge is
returned back to the sender’s output port.

In case an error is detected, the control unit simply issues another clock pulse.
Hence, the data word is sampled again and analyzed by the ED unit. This is
repeated until the input register contains a fault-free data word. Note that this
will eventually happen since we only assumed transient faults in our fault model.
Of course, it would also be possible to sample the input data just once and use
forward error correction to recover faulty bits. However, stronger codes would be
needed that add more check bits and therefore increase the number of required
interconnect wires. Furthermore this approach would increase the size of the
input port and reduce the performance of fault-free transmissions.

3.3 Control Circuits

In this subsection we want to present the control circuits we have implemented
for the proposed link architecture. Note that these circuits are as well completely
independent from the employed delay-insensitive and error detecting codes. The
controller for the output port is depicted in Fig. 3a. It can be used both for

(a) Output Port (b) Input Port (2-phase)

(c) Input Port (4-phase)

Fig. 3. Control Circuits
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4-phase and 2-phase protocols. A C-gate simply waits for a new request from the
sender module and an acknowledge from the receiver. If both signals are equal,
new data can be transmitted. The output of the C-gate then makes a transition,
either falling or rising – depending on the protocol phase. This transition forks
into two wire branches that are connected to the same 2-input XOR-gate. As
one branch is delayed, the inputs of the XOR-gate will be unequal for a short
time and a 0 → 1 → 0 pulse is produced at the output of the XOR-gate. This
pulse clocks the data register of the output port and a new data word/spacer
word is issued. Concurrently the output transition of the C-gate is returned to
the sender as acknowledge signal.

The implementation of the input port controllers is a little more intricate.
This time, different circuits are needed for 2-phase and 4-phase protocols. Let us
first consider the 2-phase version (Fig. 3b). The left-hand side of the circuit is the
same as the output port controller: A C-gate waits for a transition on the signal
from the completion detector and forwards it if the receiver is ready (see ack
signal connected to the lower C-gate input). Due to XOR-gate X1 an up/down
pulse is produced, which is then propagated to the clock output. As explained
in the previous section, this clock pulse triggers the sampling of the input data,
and thereby initiates error detection. If no error was found, the transition of the
completion detection needs to be forwarded to the request output to notify the
receiver. Furthermore the acknowledge signal needs to be toggled to inform the
sender about successful data reception. This task is performed by a flip-flop on
the right-hand side of the circuit. Note that this flip-flop is only enabled if the
error signal is zero and is clocked by a delayed version of the initially generated
clock pulse (see delay D2 in Fig. 3b). Obviously, the rising clock transition
needs to be delayed long enough so that the error detection has completed and
the error/enable signal is stable. Thus, delay element D2 needs to be matched to
the data path of the input port (i.e., clock-to-output delay of the input register
plus propagation time of the error detector plus setup-time of the flip-flop).

In case a fault was detected (error = 1), the flip-flop will not change the
request/acknowledge signals. Instead the delayed clock pulse is re-used to issue
another clock tick for sampling the input data once again. Since the error signal
is high, a feedback loop is established by AND-gate A2. The clock pulse therefore
can propagate on the feedback signal and appears on the clock output again.
Clock pulses will be generated this way until the transient fault disappears. In
theory this could go on for an infinite number of cycles. In practice, however,
the oscillation will eventually decay due to pulse broadening or shortening. Nev-
ertheless, if the pulse width is adjusted properly (controlled by delay D1 ), the
transient error will vanish long before the oscillation stops.

The 4-phase controller, which can be seen in Fig. 3c, looks very similar. How-
ever, there are some important modifications. In a 4-phase protocol a clock pulse
only needs to be generated for the data phase. The spacer code word, transmit-
ted during the reset phase, just serves for resetting the interconnect signals. It
is not necessary to sample it or forward it to the receiver. Therefore, a clock
pulse is only generated for rising output transitions of the C-gate. As before,
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the output of the C-gate forks into two branches, but this time connected to
an AND-gate (A1 ) instead of an XOR-gate. Note that the delayed branch is
inverted. It can be easily seen that rising transitions will produce a pulse on the
AND-gate output, whereas falling transitions will be masked.

However, a falling transition at the C-gate’s output during the reset phase
has another effect. As can be seen in Fig. 3c, the output of the C-gate is
connected with active-low clear input of the flip-flop, which controls the re-
quest/acknowledge signals. Thus, the flip-flop will be immediately reset to zero,
which completes the current handshake cycle. Since there is no need to sample
input data or perform error detection, the reset phase of the communication
cycle is significantly shorter than the data phase.

4 Dual-Rail Implementations

For evaluation of the link architecture presented in the previous section, we
decided to implement input and output ports that use dual-rail codes for delay-
insensitive communication across the interconnect. Dual-rail codes are often used
in asynchronous circuit designs and, due to their simplicity, can be implemented
with small and fast encoder/decoder units. As the name suggests, these kind of
codes transmit every data bit over two wires. This allows for data encodings that
provide the desired delay-insensitivity. In case of a 4-phase protocol a 1-of-2 code
is used, for a 2-phase protocol the encoding is called LEDR (level-encoded dual-
rail). Detailed information on these codes and the implementation of circuits for
encoding, decoding and completion detection can be found in [1].

Concerning the ED codes we have implemented ports that protect data word
with a single parity bit or alternatively with Hamming codes. A single parity bit
increases the minimum hamming distance d between protected data words to 2.
Therefore, d− 1 = 1 bit faults can be detected. Hamming codes have a distance
of 3, thus allowing for detection of up to 2 bit faults. Depending on the data
width, a Hamming code adds a certain number of parity bits [2].

For assessing the overall resilience of a specific implementation, the used delay-
insensitive code has to be considered as well. It needs to be investigated how
faults in the DI code word relate to faults in the decoded data word. In general,
the number of faults introduced in a delay-insensitive code word does not neces-
sarily need to be equal to the number of resulting bit faults in the decoded data
word. In case of dual-rail codes, fortunately, things are simple. As every dual-rail
pair encodes exactly one data bit, f faults in the dual-rail code word can cause
at most f faults in the decoded data word. Thus, a single parity bit enables
resilience against single faults on the interconnect signals, whereas double faults
can be mitigated with Hamming codes.

5 Results

To be able to test and evaluate the proposed dual-rail links we have implemented
the following four specific architectures:
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– 2-phase dual-rail (LEDR encoding) with single parity bit
– 2-phase dual-rail (LEDR encoding) with Hamming code
– 4-phase dual-rail (1-of-2 code) with single parity bit
– 4-phase dual-rail (1-of-2 code) with Hamming code

Based on VHDL descriptions of these links, we performed logic synthesis and
mapped the circuits to a UMC 90nm standard cell library. A timing simulation
of the synthesized netlist for 2-phase ports with Hamming code protection can
be seen in Fig. 4. The simulation waveform shows two transmissions. For the
first transfer no faults interfere during the communication. A single clock pulse
is generated and the incoming data word is forwarded to the receiver. Note that
the short pulse on the error signal is just a glitch that occurs while the error
detection circuit performs its computations. During the second transmission we
have injected a double fault on the interconnect signal (two transitions in the
red circle marked with the flash symbol). As can be seen, the error signal is
raised after the input data are latched for the first time. Thus, no request is
produced for the sender. Instead, a second clock pulse is generated. Since the
faults have vanished at this point in time, the error signal is reset to zero and
the transmission can be completed.

Table 1 shows area and performance characteristics. As can be seen, we have
benchmarked different data widths for the first two port designs. Regarding
the area complexity the table nicely shows that the circuits scale linearly with
increasing number of data bits. The coding efficiency, i.e., the ratio of transmitted
data bits to required interconnect wires, is shown in the last column. Since we
are using dual-rail codes, the efficiency can of course never be above 0.5.

The performance results are derived from simulations, where we assumed
ideal conditions to attain the maximum throughput and minimum latencies.
Thus, we did not introduce additional delays on the interconnect signals and
used simulation models for ideal sender and receiver components that produce
and consume handshake requests in zero time. The cycle time represents the
duration of a complete handshake cycle (including the reset phase in case of a 4-
phase protocol). Latency values show the time it takes for a request transition of
the sender to propagate across the I/O ports to the receiver. We have measured
latencies both for fault-free and faulty transmissions. In the latter case we only

SenderInterface

0000 002A 002B

Channel
0000000000... 101010101010101010101... 1... ...1111000000... ... 0000000000...

InputPort

ReceiverInterface

0000 002A C02B 002B

Request

Data 0000 002A 002B

Interconnect 0000000000... 101010101010101010101... 1... ...1111000000... ... 0000000000...

Clk

Error

Request

Data 0000 002A C02B 002B

Fig. 4. Simulation: Two transmissions, with and without faults
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Table 1. Performance & Area Evaluation

Protocol/ED Code
Data Width Cycle Throughput Latency (ns) Area Coding

(bit) (ns) (MHz) no fault fault (μm2) Efficiency

2-phase/Single Parity
16 1.17 855 1.27 1.78 1767 0.47
32 1.27 789 1.43 2.02 3278 0.48
64 1.38 723 1.57 2.23 6523 0.49

4-phase/Single Parity
16 1.79 559 1.37 1.92 1642 0.47
32 1.91 524 1.50 2.11 3132 0.48
64 2.14 467 1.73 2.41 6206 0.49

2-phase/Hamming 16 1.31 766 1.42 2.08 2340 0.38

4-phase/Hamming 16 1.95 513 1.54 2.21 2262 0.38

injected faults that vanish before the second sample is taken by the receiver. As
can be seen in Table 1, the 2-phase implementations significantly outperform
their 4-phase counterparts regarding throughput and latency. This is possible
because of the non-existing reset phase. Hence, 2-phase protocols clearly are the
better choice for asynchronous communication channels.

6 Related Work

In an earlier publication [3] we have already presented a circuit architecture for
building robust asynchronous communication channels. A 4-phase dual-rail code
in companion with a single parity bit was used as well. The method for recovering
incorrect data words, however, is completely different. Instead of taking multiple
input samples, the input port latches a complete input word only once. Single
bit faults can then be corrected with the combined redundancy of the dual-rail
code and the parity bit.

The idea of using error correcting codes in combination with delay-insensitive
codes has been proposed before in [4]. This paper presents different fault models
for delay-insensitive data transmission and gives theoretical results on the nec-
essary error correction capabilities. The paper also presents a short draft based
on a parity bit-protected 4-phase dual-rail code, like we use in our approach.
However, no implementation details or circuit designs are disclosed.

[5] proposes fault-tolerant asynchronous links for NoC systems. Data bits are
transmitted over dual-rail signals, the used encoding, however, is completely dif-
ferent from classic dual-rail codes like 1-of-2 or LEDR. Unfortunately, a close ex-
amination of the concept reveals that it does not introduce more fault-tolerance
than the temporal masking in the completion detection when an additional (ran-
dom) dual-rail pair is transmitted.

In [6,7] a new family of error correcting/delay-insensitive codes, called Zero-
Sum codes, is introduced. These codes can correct all single-bit errors and de-
pending on the specific type of ZeroSum code also a certain number of double-bit
errors. However, error correction and delay-insensitivity cannot be provided at
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the same time, i.e., faults can transform incomplete intermediate input vectors
into complete code words, which have to be accepted by the receiver.

7 Conclusion and Future Work

In this paper, we have presented a novel, generic architecture for robust asyn-
chronous communication links targeting GALS systems. The proposed links pro-
vide tolerance of variable interconnect delays by using delay-insensitive codes as
well as protection against transient faults through error detecting codes. While
giving a detailed gate-level implementation for the control logic, any standard
implementation for encoders/decoders and both 2-phase and 4-phase handshake
protocols can be chosen, giving designers great options for optimization. In this
design space we then presented four possible implementations, all based on dual-
rail codes, and analyzed their performance and area characteristics.

Concerning future work we plan to investigate how the port designs can be
adapted to make them metastability-tolerant. In [3] we have proposed a specific
solution for 4-phase dual-rail codes with a special input port that waits for
metastable upsets to resolve. Unfortunately, a more general approach that can
also be applied to 2-phase protocols is much more complicated. Another plan for
future work is to investigate other delay-insensitive codes to improve the coding
efficiency and therefore decrease the number of required interconnect signals.
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Abstract. Accurate timing analysis of digital integrated circuits is be-
coming harder to achieve with current and future CMOS technologies.
The shrinking feature sizes lead to increasingly important local process
variations (PV), making existing methods like corner-based static timing
analysis (STA) yield overly pessimistic results. In this paper we propose a
general purpose statistical circuit simulator for accurate timing analysis.
A statistical simplified transistor model (SSTM) is used as the simula-
tor’s building block, allowing accurate simulation of sequential circuits
while fast statistical analysis is achieved by solving a system of random
differential equations (RDE), thus avoiding time-consuming Monte Carlo
simulations. The conducted experiments show the accurate calculation of
crossing time statistical moments for several sequential cells using 45 nm
CMOS technology.

1 Introduction

CMOS technology nodes below 45 nm are currently the state of the art in the
semiconductor industry. As the transistor feature sizes are continuously being
reduced, process variations (PV, typically random deviations from the intended
nominal values) have an increasingly significant impact on chip performance
and cannot be ignored by the design and verification tools. This fact is specially
critical when dealing with synchronous designs which have to meet strict timing
constraints.

Circuit transient simulation is the most accurate way to check a circuit’s
timing compliance (also known as Dynamic Timing Analysis, DTA). However,
DTA’s exponential time complexity has made Static Timing Analysis (STA)
[1,2], which is a linear time complexity technique, the standard timing verifica-
tion tool for the last 20 years. STA is typically used along with corner analysis,
which calculates a best/worst case scenario for each parameter that may affect
the circuit’s performance, thus providing conservative bounds for each circuit
delay. In this sense, this method can be seen as an inter-die PV set up, i.e.
all the transistors on the same die are supposed to be affected in the same way.
However, if this assumption is not true, as it is in the case of local within-die PV,
different correlations between path delays will cause highly pessimistic estimates
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or even optimistic estimates, depending on the circuit’s topology [3]. Besides, as
transistor features shrink with each technology node, the number of parameters
and hence corners to take into account are too big to keep these kinds of methods
attractive in terms of runtime.

Statistical STA (SSTA) was created to deal with STA’s shortcomings by mod-
eling the gate delay as probability distributions instead of deterministic data,
which can handle adequately spatial correlations. Accurate timing estimates are
expressed now, in terms of timing yield, i.e. the probability of a circuit to meet
timing constraints. However, while STA algorithms require deterministic sum
and max/min operations, their statistical counterparts are, in general, not triv-
ial, specially in the presence of spatial correlations [4]. Some approximations to
this problem assume normal distributions expressed in a first order canonical
form. Then, sum operation becomes trivial while max/min is mainly approxi-
mated by forcing its output to be also a normal distribution in canonical form,
whose coefficients are computed using a probabilistic based weighting [5] or a
linear time upper bound [6].

Timing analysis tools use mainly gate-level delay models for standard cells
characterization since they are the basic building blocks for most circuits and
simplify their analysis. Simple LUT-based models, like the Non-Linear Delay
Model (NDLM), assume a saturated input voltage ramp and capacitive load.
However these assumptions do not hold for modern circuits with increasing cross-
talk noise and complex resistive wire interconnections, therefore making NLDMs
not an accurate timing model any more. In [7], a noise aware Current Source
Model (CSM) is presented for combinational cells using a voltage controlled
current source, modeled as a 2D-LUT with input and output voltages as the
table indices, and a linear output capacitance. Transient simulation with this
model allows accurate timing analysis for arbitrary input signals and loads. This
model was extended in [8] to cope with the increasing importance of device
parasitics and, later in [9], to provide statistical timing analysis by extended
Monte Carlo generated LUTs to characterize the CSM’s PV sensitivities.

Up to this point, all the proposed models have been focused on combinational
logic cells, but none or very few of them deal with sequential cells, although
these elements constitute an essential part of timing analysis, thus requiring a
really accurate characterization. Clock to output delay (TCLK-O) is computed
by typical STA tools using simple NLDMs, under the assumption of stable input
signals before and after the clock edge (e.g. setup and hold times). Some efforts
have been done to improve this method’s accuracy, like exploiting setup and
hold times interdependence [10], but this approach still leads to pessimistic and
inaccurate timing estimates, specially if within-die PV are present.

In the presence of arbitrarily shaped input waveforms, the main challenge of
sequential cell timing analysis is to determine the conditions for the input signal
to change the state of the output. For a typical latch design, this situation will
take place when the capturing signal becomes inactive and its internal node has
gone beyond the induced feedback loop’s meta-stability point [11]. Translating
this scenario to gate-level models, such as CSMs, is not trivial. Combinational
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cells can be easily modeled as their input fluctuations can be accurately trans-
lated to the output node, despite the fact that certain situations, such as multiple
input simultaneous switching (MISS), can lead to significant errors [12]. On the
contrary, feedback loops make the output node of sequential cells independent
of the input nodes at the capturing signal inactive period, losing their charac-
teristic input/output relationship, thus needing additional control mechanisms.
Besides, unintended transitions in the stored value can be also considered as a
MISS event, which CSMs are not able to model correctly. A CSM for sequential
cells can be found in [8] where it is shown how a combinational CSM can be ex-
tended for sequential cells using a transmission gate based latch as an example.
In particular, the cell is analyzed at its different modes of operation, extracting
their respective CSMs and combining them into a quite complex CSM. Finally
a D flip-flop CSM is also presented by connecting two complementary latches in
series.

In this paper, we propose a general purpose statistical simulation engine for
digital circuits which extends the previous work presented in [13,14] by including
the analysis of sequential circuits. By using our statistical simplified transistor
model (SSTM), a BSIM4-like transistor model [15], CSM’s main limitations are
avoided and higher accuracy is achieved at the expense of a slightly longer run-
time. Additionally, since our simulation engine works at the transistor level, there
is no difference in how sequential and combinational circuits are treated during
the simulation. Sequential circuits are only treated in a special way when the
initial guess of the DC solution is generated, due to their inherent combinational
feedback loops. PV is captured by our SSTM by computing the different sensitiv-
ities to physical parameters for the selected process variables. A fast non-Monte
Carlo statistical timing analysis method is used to find the statistical output
arrival times by solving a system of random differential equations (RDE).

2 Simulation Engine

The typical work flow of any general purpose circuit simulator, like SPICE or
SPECTRE, starts with the circuit description, as a text file listing all the dis-
crete components within the circuit. This text file is then analyzed for correctness
and translated into a mathematical representation. To perform transient anal-
ysis, the simulation engine must solve a system of linear ordinary differential
equations (ODE) by successive discretization and linearization of the circuit’s
mathematical representation. DC analysis provides the circuit’s initial operating
point, thus ensuring a unique solution for the problem.

The proposed simulator, whose work flow is shown in Fig. 1, is composed of
two main parts, a deterministic part and a statistical part. The deterministic
part follows the simulation flow described before and, in this sense, is very simi-
lar to other SPICE-like circuit level simulators. On the other hand, the statistical
part analyzes the circuit’s response under PV, for which additional input data
is required, similar to what a Monte Carlo loop would need. Our method calcu-
lates the sensitivities of the voltage waveforms, which are now characterized as
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stochastic processes, with respect to PV by solving a system of RDEs. Finally,
the stochastic waveforms are processed to determine the statistical moments of
the different timing parameters of interest like the crossing times at different
voltage levels.

2.1 Statistical Simplified Transistor Model (SSTM)

The proposed circuit simulator uses a LUT-based statistical simplified transistor
model (SSTM), which includes a voltage controlled current source (Ids) and five
non-linear parasitic capacitances (Cgs, Cgd, Cgb, Cdb and Csb). However, Cdb

and Csb are further approximated as linear capacitors in view of their limited
voltage dependence and relative small capacitance value. All these values are
obtained running several DC SPECTRE simulations for both NMOS and PMOS
transistors, using an accurate BSIM-4 transistor model [16].

The generated LUTs are accessed using the transistor voltages Vgs and Vds

(Vsb is also used for Ids to take into account body biasing) as indices, in steps
of 100mV (50mV for Ids values). This fine grain voltage characterization allows
us to use low order methods to compute off-grid values, such as bilinear inter-
polation (trilinear if body biasing) or 0-order extrapolation for out-of-bounds
values.

Additional LUTs are constructed to capture the SSTM’s parameters sensitiv-
ities to PV by first running the same characterization process for different values
of the process parameters, like the transistor length, the oxide thickness or the
threshold voltage. Finally, finite differences with respect to the each parameter
nominal value are applied to obtain the sensitivities LUTs.

2.2 Circuit Description and MNA System Generation

A simplified SPICE-like netlist format has been defined for two different levels
of abstraction (gate-level and transistor-level). The circuit is usually specified
using the gate-level format, so the simulator’s first step analyzes the circuit’s
topology and translates the gate-level format into the transistor-level using a
simple parsing program.

Fig. 1. Statistical simulator detailed overview
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Being aware that non-linear devices are present within the circuit, an initial
guess for the DC solution is computed. Since the circuit has been described us-
ing logic gates, this initial DC guess can be easily found using a breadth-first
traversal algorithm along with basic boolean algebra, leaving only the gate’s
internal nodes as true unknowns. This algorithm works well if the circuit can
be expressed as a directed acyclic graph (DAG) with logic gates and wires as
vertices and edges respectively. Any combinational circuit is a clear example
of these kinds of circuits. However, sequential circuits introduce combinational
feedback loops, thus leading to cyclic graphs. To solve this problem, combina-
tional feedback loops are identified and annotated during the circuit’s topology
analysis. This information is then used to resolve the loop’s nodes initial values
before the algorithm starts.

Modified nodal analysis (MNA) [17], the most common technique for system-
atic circuit analysis, is used by the simulator to set up the circuit’s mathemati-
cal description. Here, the circuit’s transistor-level description and the SSTM are
combined to build the set of equations which define the circuit’s behaviour, with
output node voltages and device controlling branch currents as the system un-
knowns. Assuming inductor-less interconnection wires and output node voltages
as the only system unknowns which need to be computed, the general MNA
system is simplified, leading to the following system of ODEs:

C(t)v̇(t) +Gv(t) − i(t) = 0 (1)

with C(t) the capacitance matrix, G the conductance matrix, v(t) and v̇(t) the
voltages and their time derivatives, and i(t) the input current sources.

In practice, only systems of linear ODEs can be efficiently solved by a com-
puter program. However, the system in (1) contains non-linear elements intro-
duced by the SSTM in C(t) and i(t). The general approach to solve such systems
is to approximate every non-linear component by a linear equivalent and iterate,
using a Newton-like algorithm, until the approximation error is small enough.
To handle this problem, our simulator separates each of these matrices into a
constant value part and a time dependent part. While the former is kept in a
matrix format, the latter is stored in a transistor indexed data structure. During
the DC and transient analysis the linearized system is constructed for each time
instant and Newton-like iteration by extracting, from each transistor data struc-
ture, the required values of their non-linear parameters. In this sense, Jacobian
matrices, needed for Taylor expansion of non-linear elements, are also stored in
the same way.

2.3 DC Solver and Transient Analysis

The MNA system in (1) is further simplified by removing the time dependent
terms and, along with the initial guess found during the gate-level translation,
is now used to find the circuit’s exact DC solution, yielding the following system
of equations in V0 = v(t0):

GV0 − I0 = 0 (2)
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The system in (2) is still non-linear due to the transistors’ current source con-
tribution to the output nodes. Therefore, a Newton-like iterative method can
be used to solve this system, provided that the initial guess is close enough to
the final solution. Although this is usually true for our computed initial guess,
additional convergence strategies are used to ensure the algorithm is able to find
a solution. In particular, our simulator adds large resistors to ground at every
output node to deal with potentially isolated nodes due to non-linear devices
and limits node voltage variations from two consecutive iterations thus solving
the problem of non-convergent oscillating solutions (known as Gmin and voltage
damping respectively).

The circuit’s time response under nominal process conditions, p0, can be
found by solving the MNA system described in (1) with the initial conditions
obtained in (2). The resulting initial value problem can be rewritten as:

F (v̇,v, t,p0) = 0, with v(to) = V0 (3)

To find the solution to this system of non-linear ODEs, an implicit linear mul-
tistep (LMS) method with variable time step (tstep) is used, based on a simple
predictor-corrector method. Polynomial extrapolation is first used to calculate
an initial guess for the solution at the new time instant tk+1 = tk + tstep (pre-
diction) while a Newton-like iterative algorithm along with a the desired LMS
method (backward Euler, BE or trapezoidal rule, TR), which can be chosen at
the beginning of the simulation, is then used as the correction method. If con-
vergence is achieved in a limited number of iterations, Milne’s principal local
truncation error (PLTE) estimate is computed for accuracy check and a new
time instant and tstep are decided upon this. Otherwise the predicted solution is
rejected and tstep is reduced for a new loop iteration [18].

2.4 Statistical Solver and Crossing Time Statistical Analysis

As a consequence of PV affecting the different circuit’s elements, the resulting
voltage waveforms become stochastic processes. Under these new conditions,
Equation (3) becomes a system of non-linear RDEs:

F (v̇,v, t,p) = 0, with v(to) = V0 + δV0 (4)

In (4), p represents the vector of PV, expressed as p = p0+ξ, with ξ the vector
of random deviations of the process parameters from the nominal conditions, a
vector of random variables with zero mean and σ standard deviation. Finally
δV0 represents the deviation of the initial conditions due to PV.

Intuitively, the solution of (4) will be close to the deterministic solution found
for (3), vn(t) [13]. Therefore, if small deviations are assumed, a first order Taylor
expansion around vn(t) is a valid approximation of (4), resulting in a system of
linear RDEs in the new variable y(t) = v(t)− vn(t), the voltage deviation from
the nominal solution:

M(t)ẏ(t) +R(t)y(t) +Q(t)ξ = 0 (5)
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with M(t), R(t) and Q(t) the partial derivatives of F with respect to v̇, v and
p respectively. A system like this has a unique solution in the mean square [19]:

y(t) = Φ(t, t0)y0 −
∫ t0

t

Φ(t, u)Q(u)ξ du = α(t)ξ (6)

with Φ(t, t0) the solution of the equivalent homogeneous system. As can be seen
in (6) the output voltage deviations y(t) are proportional to ξ, with α(t) the
sensitivities of the voltage deviation waveforms with respect to ξ. Using this
relationship, the equivalent system of linear ODEs in α(t) is constructed from
(5). The simulator can solve this system by using simplified TR integration
method, and the stochastic voltage waveforms can finally be expressed as:

v(t) = vn(t) + y(t) = vn(t) +α(t)ξ (7)

Finally, to perform timing analysis, the circuit delay is computed as the difference
between the voltage crossing times, tη. These crossing times are defined as the
time instant each signal reaches a target voltage value, usually expressed as a
percentage of the supply voltage. In the presence of PV, the voltage crossing time
of a signal v(t) is also a random variable which can be expressed in a similar
way as (7):

tη = tηNOM + βtηξ, with βtη =
∂tη
∂ξ

(8)

For small deviations, the sensitivity vector βtη can be approximated with its
value at the nominal crossing time tηNOM of the signal v(t) as follows [20]:

dv(t)

dξ

∣∣∣
t=tηNOM

=
(∂vn(t)

∂t
× ∂t

∂ξ

)∣∣∣
t=tηNOM

+α(tηNOM ) = 0 (9a)

βtη ≈ ∂t

∂ξ

∣∣∣
t=tηNOM

= − α(tηNOM )

∂vn(t)

∂t

∣∣∣
t=tηNOM

(9b)

3 Experimental Results

As we pointed at the beginning of this paper, our main concern is the accu-
rate timing analysis of sequential circuits under PV using our non-Monte Carlo
statistical simulator. In order to test our simulator accuracy, three different
sequential circuits, with an increasing level of complexity, were selected: i) a
high level-active transparent latch (DLH X1, 16 transistors); ii) a positive-edge
master-slave D flip-flop (DFF X1, 28 transistors); and iii) a custom sequential
circuit (SEQ X1, 90 transistors). The first two circuits are an obvious choice
since they are the most common sequential elements used in synchronous de-
signs. The last one, shown in Figure 2, tries to recreate a more realistic scenario
with launching and catching flip-flops, combinational logic and a more elabo-
rated wire model rather than a simple capacitor to ground, which introduces
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Fig. 2. Sequential test circuit (SEQ X1)

non-zero skew in the clock network. In addition to this, MISS is also present at
the circuit’s combinational gate since its input signals have similar delays and
are captured at the same clock edge. All the circuits have been built using the
Nangate 45 nm Open Cell Library as reference [16]. Figure 3 shows the internal
structure of the tested D-flip-flop. Details about transistor sizing can be found
at the library documentation.

We analyzed the proposed test circuits using our statistical simulator, imple-
mented in MATLAB, and comparing the results against BSIM4-based SPEC-
TRE 10K Monte Carlo simulations. This experiment was repeated for different
values of load capacitance, ranging from 5 to 25 fF, and 100 ps transition time
piecewise linear functions as input signals. Transistor’s length (L) and threshold
voltage (Vth) were modeled as global non-correlated normal distributions to sim-
ulate PV with 0.5 nm and 0.04V standard deviations from their nominal values
respectively. Trapezoidal rule (TR) integration method was used to ensure the
best possible accuracy.

Table 1 shows the 50% delay mean and standard deviation relative errors at
the most important nodes for each test circuit nodes. From these results, we can
see that the mean error is, in most of the cases, below 1% and it gets closer to
zero as the load capacitor grows. The worst mean error values are found for the
transparent latch DLH X1, being a consequence of the charge non-conserving

Fig. 3. D flip-flop schematic (DFF X1)
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Table 1. 50% delay statistical analysis under PV (rising input data signal)

Load capacitance (fF) Load capacitance (fF)

PV 5 10 15 20 25 5 10 15 20 25

Mean (μ) rel. error (%) Std. deviation (σ) rel. error (%)

DLH X1’s OUTPUT NODE (Q) TCLK-O

L -3.37 -2.29 -1.66 -1.34 -1.10 -9.27 -6.46 -6.31 -4.48 -4.59
Vth -3.86 -2.87 -2.26 -1.97 -1.75 -13.78 -3.16 -1.88 -1.84 -0.83
L&Vth -3.85 -2.86 -2.27 -1.95 -1.75 -12.74 -5.28 -2.28 -2.76 -1.57

DFF X1’s OUTPUT NODE (Q) TCLK-O

L -0.54 -0.37 -0.37 -0.25 -0.16 -7.85 -6.99 -6.68 -3.46 -4.37
Vth -1.05 -0.96 -1.00 -0.89 -0.81 5.07 1.88 1.83 2.05 0.07
L&Vth -1.04 -0.95 -0.49 -0.88 -0.79 -1.04 -0.49 -0.53 1.72 -0.28

SEQ X1’s 1st LAUNCHING DFF OUTPUT NODE (Q1) TCLK-O

L 0.08 0.04 0.03 0.02 0.02 -7.15 -5.34 -4.42 -4.10 -4.24
Vth -0.61 -0.68 -0.71 -0.72 -0.72 1.35 -0.08 -0.42 -0.26 -0.36
L&Vth -0.59 -0.67 -0.69 -0.70 -0.71 -1.04 -0.88 -0.81 -0.49 -0.83

SEQ X1’s CATCHING DFF INPUT NODE (D3) T50%

L 0.13 0.18 0.20 0.20 0.20 -6.18 -5.86 -6.27 -6.71 -6.31
Vth -0.19 -0.15 -0.13 -0.13 -0.12 -6.80 -8.13 -8.86 -9.11 -10.14
L&Vth -0.18 -0.15 -0.13 -0.12 -0.12 -7.42 -8.08 -8.43 -9.03 -9.45

SEQ X1’s CATCHING DFF OUTPUT NODE (Q3) TCLK-O

L -0.51 -0.48 -0.48 -0.48 -0.54 -7.45 -6.33 -5.53 -4.68 -3.40
Vth -1.06 -1.14 -1.18 -1.20 -1.23 5.13 2.68 2.79 1.34 2.41
L&Vth -1.05 -1.12 -1.16 -1.18 -1.20 -0.15 1.07 0.79 0.75 0.62

transistor model for the non-linear parasitic capacitors and it gets reduced as
the linear load capacitance grows. Regarding the standard deviation, the results
also show a decreasing trend with higher load values for most of the analyzed
circuits although the relative error here is significantly larger. Again charge non-
conserving capacitive models are the main source of error. Finally, the runtime
improvement achieved with our method compared with Monte Carlo simulation,
is quite significant, as can be seen in Table 2. However, the current simulation
implementation has still some complexity problems dealing with large circuits
mainly due to the fact that sparse matrix techniques have not been applied.

Table 2. Runtime comparison of the different simulation methods

Simulation method DLH X1 DFF X1 SEQ X1

MATLAB 25 secs. 45 secs. 12 mins.
SPECTRE 10K MC 1800 secs. 2400 secs. 120 mins.
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4 Conclusion

In this paper we have presented a general purpose statistical circuit simulator for
accurate timing analysis, which is mandatory for state of the art integrated cir-
cuits verification where random deviations of physical parameters play a relevant
role in the circuit’s behaviour. A statistical simplified transistor model, instead
of gate-level models, along with a fast non-Monte Carlo statistical method al-
low us to accurately simulate any input circuit, thus overcoming the limitations
of gate-level models regarding sequential cells, as can be seen in the conducted
experiments.
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Abstract. In this work we propose a self-adaptive clock based on a ring
oscillator as the solution for the increasing uncertainty in the critical path
delay. This increase in uncertainty forces to add more safety margins to
the clock period which produces a circuit performance downgrade. We
evaluate three self-adaptive clock systems: free running ring oscillator,
infinite impulse response filter controlled RO and TEAtime controlled
ring oscillator. The safety margin reduction of the three alternatives is
investigated under different clock distribution delay conditions, dynamic
variation frequencies and the presence of mismatch between the ring
oscillator and the critical paths and the delay sensors.

1 Introduction

Modern digital systems rely on synchronous circuit architectures. On any syn-
chronous circuit the clock is the most critical signal and its period is a critical
parameter that has to be carefully selected. The clock period has to be long
enough to accommodate the critical path (CP) delay plus the set-up time and
the clock-to-output delay of the registers. Since there is an uncertainty compo-
nent in the delay of every logic gate due to the process, voltage, temperature and
aging (PVTA) variations a safety margin has to be added to the clock period.
This safety margin ensures a correct operation of the synchronous system. The
more margin added, the more unlikely to fail the chip is. However, the introduc-
tion of safety margins (SM) represents a loss in performance. Alternatively, if it
is possible, SM can be added to the supply voltage instead of to the clock period.
In this case the yield is increased but at the price of more power consumption.

PVTA variations can be classified as static or dynamic and spatially homoge-
neous or heterogeneous. Table 1 classifies the most common variations following
this taxonomy.

The margin added to the clock period or supply voltage has to be carefully
determined. PVTA variations produce a delay uncertainty which is hard or,
in some cases, impossible to predict. Different techniques like corner analysis,
SSTA, etc; are used to estimate the safety margin that, once added to the clock
period or the supply voltage, produces a desired yield.
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Table 1. Common sources of variability classified by its temporal, static or dynamic,
and spatial, homogeneous or heterogeneous, behaviour

Static Dynamic

Homogeneous

– Die to die
(D2D) process
variations.

– Voltage regu-
lation module
(VRM) ripple.

– Room tempera-
ture variations.

– Off chip voltage
drops.

Heterogeneous

– Within die
(WID) process
variations.

– Device to de-
vice random
(RND) process
variations.

– Simultaneous
switching noise
(SSN).

– IR drop.
– Temperature

hotspots.
– Ageing.

As the transistors minimum size shrinks, the uncertainty due to process vari-
ations increases as well as the aging effects become more important [1, 2]. In
addition, the transistor size reduction makes possible more complex circuits.
This complexity increase leads to an escalation in the number of possible CPs.
More CPs impose a larger SM to satisfy a given yield [3].

Smaller transistors facilitate to integrate more functionalities in the same
die, increasing the power demand variability. This uncertainty in the consumed
power by the circuit blocks makes more difficult to estimate the supply volt-
age variation such as IR drop or simultaneous switching noise. Also, transistor
miniaturization may permit the integration of voltage regulator modules on the
die. This integration step is expected to induce more supply voltage ripple than
from off-die regulators [4].

Also, the temperature of the circuit can vary depending on the computation
carried out since the amount of demanded current by its different blocks depends
on the executed instructions. On top of this the temperature also depends on
the temperature of the environment where the chip operates.

As the amount of uncertainty reaches its highest value and its estimation
during the design stage consumes more and more resources, a new paradigm
in the synchronous circuit design is needed. Some authors had proposed the
adaptation of the clock period to PVTA variations [5, 6]. We propose in this
article a new approach in this field: the self-adaptation of the clock period to
ensure the correct operation of any synchronous circuit under PVTA variations.
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In section 2 we show the natural capability of ring oscillators (RO) to act as
self-adaptive clock sources that can cope with PVTA variations. Also, in this sec-
tion, its weaknesses are revised. In section 3 a closed loop control architecture for
the ring oscillator is proposed in order to cope with the RO weaknesses. In sec-
tion 4 the simulation results are presented and the advantages and disadvantages
of the closed loop controlled RO in front of a free running ring oscillator and an
increment controlled RO discussed. And finally, in section 5 the conclusions are
exposed.

2 RO Adaptation to PVTA Variations

A ring oscillator (RO) is an oscillating circuit: a chain of inverting and non
inverting stages, where the number of inverting stages is odd and the chain
output is connected to the chain input.

ROs, due to its oscillating nature, can be used to generate clock signals but,
in digital systems, they are not used to carry out this duty because its high
sensitivity to PVTA variations. This high sensitivity is normally accounted as a
source of clock period indetermination.

Contrary to be an undesired effect, the RO sensitivity to PVTA variations
can be the key point to build a clock signal source where its period is adapted
to the circuit environment conditions. This change of perspective will lead us
to stop relying on fixed clock signals like PLLs and reduce the safety margins
added, during the design stages, to the clock period and/or the supply voltage.
As a side effect, the resources and time spent estimating PVTA effects on the
CP delay during the design stages will be also reduced.

Let us assume an ideal case in which the RO suffers the same PVTA vari-
ations as all the candidates to operate as a CP and the clock distribution is
instantaneous (Fig. 1). Under these naive operating condition assumptions it is
obvious that the RO generated clock will adapt its period to the instantaneous
delay suffered by the gates in the die. In this way the SM can be reduced with
respect to a fixed clock, which period is independent of process and operation
conditions. Unfortunately these conditions do not take place in reality.

2.1 RO Limitations

The limitations of the RO clock generation are caused by the mismatch between
the PVTA variations that take place in the RO gates and all the other gates
circuit, specially the CP.

This mismatch can be caused by the heterogeneity of the variations along the
die such as within die variations (WID) due to process, different IR drops on
Vdd, temperature differences in the chip, etc. Also the mismatch can arise if the
variations are homogeneous but have a dynamic component. The clock generated
by the RO need to be distributed all along the die through a clock distribution
network (CDN). The CDN imposes a delay, tclk, between the generated clock
and the delivered clock signals. The period of the delivered clock, at the end of
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...
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CPN PV TAN

clk

clk′

Fig. 1. Free running ring oscillator (RO) used as a self-adaptive clock generator. The
main elements that undermine the performance of RO as a self-adaptive clock gener-
ator are depicted: the mismatch between the variations suffered by the RO and the
circuit critical paths (CP); and the clock distribution network which introduces a delay
between the generated and the delivered clock signal to the CPs.

the CDN, will be adapted to the variations that occur tclk before, not at that
instant.

Against heterogeneous variations, static or dynamic, the RO can fail reduc-
ing the safety margin. The RO circuit adapts its period to the environment
conditions around it. In fact, the RO acts like a point sensor.

3 Closed Loop Controled RO

To cope with the spatial heterogeneity of the PVTA variations we propose to
disseminate sensors all over the clock domain. As sensors we propose the time
digital converter (TDC) [7]. TDC outputs, every clock cycle, the number of
crossed gates, or stages, by an alternating signal during the last period. This
integer number give us a sense of the delay suffered by the gates near each TDC.
If the output of the TDC is low means that the logic gates are experimenting
an extra delay due to the variations; or vice-versa when the output is high. The
stages of the TDCs and the RO are supposed to be equal. This equivalence
will not take place in reality, for this reason we will have to take into account
heterogeneous static and dynamic variations.

Once we have some sensors on the core we can compare, at each period, the
worst sensor output τ , this is the lowest output among all the TDCs, with a given
set-point c and then take some actions over the RO, i.e. changing its length lRO,
in order to adapt the clock period to the variations that the RO can not sense.
This closed loop controlled RO architecture is depicted in Fig. 2. τ is related to
the logic depth a signal can traverse in one period given PVTA conditions in the
area around the TDC. When τ < c means that the period is too short and a
logic error may occur. When τ > c no error occurs, but there is a potential loss
in performance since the clock period is too large for the given PVTA condition.

By having a clock managed by a closed control loop with a set-point input,
the clock period needs not to be set during the design stage, just the minimum
and maximum number of RO stages. This leads to a more relaxed CPs delays
estimation. Once the chip is produced and it is running, we only need to choose
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PV TAi c

TDCi
Control
block

Clock
distribution

RO

PV TARO

τi lRO

clkclk′

Fig. 2. Closed loop controlled ring oscillator architecture. The main signals are labelled:
the set-point c which is the only input of the clock generation system, the ring oscillator
length lRO, the generated clock clk, the distributed clock clk′ and the i-th TDC lecture
τi. Also we point out that the clock generator, the RO, and the sensors, the TDCs,
could suffer different variations.

the correct set-point c that allows the system to run without any error and/or
maximizes the computation throughput. Therefore the pipeline needs, at least,
error detection capacities.

In this article, the delay and the period are expressed in number of stages. In
fact the units of c, lRO and τi are number of stages. Set-point c is the desired
output from the TDCs τi and lRO is the length of the RO.

Since every event is triggered by the clock edges the architectural view in Fig.
2 can be translated into a discrete control system view as shown in Fig. 3. As a
first approximation to the problem we modelled the action of the RO, CDN and
TDC as a simple delay chain with the addition of perturbations, that account
for the heterogeneous and homogeneous variations.

When the RO length lRO is changed the clock period changes the value of its
period in the next clock period. Then this clock has to be distributed through
the CDN and will take M periods to arrive to the registers. The value of M
will depend on the period of the clock signal Tclk[n] at each step and the delay
of the CDN tclk: M [n] = �tclk/Tclk[n]. Once the clock arrives to the registers
the TDCs outputs the number of crossed stages τ during the last period. τ is
compared with the set-point c in order to generate a error value δ = c− τ . δ is
injected into the control filter H(z) that will, after one period, give the new lRO.

The period of the clock generated by the RO can be influenced by an homoge-
neous variation e, which affects equally the TDCs, but also by an heterogeneous
variation μ which will be different to the variations that takes place at the dif-
ferent TDCs. When the same variation affects the RO and the TDC the output
of the TDC does not vary. Therefore, in the discrete control system schema (Fig.
3), the perturbations in the TDC and in the RO present opposite sign.

3.1 Control Block Constraints

Once the control loop is defined it is possible to find out how the two most
important magnitudes, δ and lRO, behave when some change occur in the per-
turbations, i.e. e and/or μ, or set-point, c.
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Control block

Fig. 3. Discrete system view of the closed loop controlled ring oscillator. The main
blocks of the architecture are labelled. The system inputs are labelled: the set-point c,
homogeneous variation e and heterogeneous variation μ. As well as important signals:
RO length lRO and adaptation error δ. The CDN number of samples M delay depends
on the input value to the CDN block and the CDN delay in number of stages: M =
�tclk/Tclk�.

As depicted in Fig. 3 we can derive, in the z-domain, the lRO and δ expressions
as function of the combined inputs p(z), assuming that the control block transfer
function is H(z) = N(z)/D(z):

HlRO(z) =
lRO(z)

p(z)
=

N(z)

D(z) +N(z)z−M−2
(1)

Hδ(z) =
δ(z)

p(z)
=

D(z)

D(z) +N(z)z−M−2
(2)

where p(z) = c(z) + e(z)
(
1− z−M−1

)
z−1 − μ(z)z−M−2.

If we assume that p(z) is a Heaviside step, when t → ∞, the desired value for
δ and lRO respectively are:

lim
t→∞hlRO(t) ∗ u(t) �= 0 (3)

lim
t→∞hδ(t) ∗ u(t) = 0 (4)

this is that under a minimum perturbation the value of lRO changes to counteract
it (3) and, consequently, the error value δ tends to zero (4). Using the final value
theorem we can re write (3) and (4) as (5) and (6) respectively:

lim
z→1

(z − 1)HlRO(z)U(z) �= 0 (5)

lim
z→1

(z − 1)Hδ(z)U(z) = 0 (6)

which lead us to a a set of constraints of N(z) and D(z):

N(z)|z=1 �= 0 (7)

D(z)|z=1 = 0 (8)
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3.2 Control Block Implementations

In this section we propose two different implementations of the control filter
H(z). The first is an infinite impulse response (IIR) filter and, the second, a
TEAtime implementation similar to the proposed in [8, 9].

The IIR control block architecture proposed is depicted in Fig. 4. It is slightly
different to a standard IIR filter due to the constraints found in sec. 3.1 and
some implementation constraints, like the aim of reducing the clock generation
circuit area overhead. Due to this we choose to operate over the integers avoiding
the use of floating point operations. Secondly the gain values all along the IIR
control block are constrained to powers of two in order to simplify multiplication
operations. Since we choose to operate over the integers we need to minimize the
rounding error inside the filter. To do so, we scale the signal (kexp and kexp

−1).
Another difference with common IIR filters is the k∗ gain (Fig. 4) added to
ensure the fulfilment of constraints (7) and (8) when the IIR has more than
one coefficient. Also we added an extra delay after k∗ gain in order to take into
account the possible need of a large adder to implement the control block that
could be necessary to pipeline it.

x

kexp k∗

z−1

kexp
−1

y

k1

z−1

k2

z−1

...

k3

...

Fig. 4. IIR control block implementation proposal

The transfer function of the proposed IIR filter (Fig. 4) is the following:

HIIR(z) =
z−1

1

k∗
−

N∑
i=1

kiz
−i

(9)

To fulfil the constraints 7 and 8 the filter coefficients have to follow the next
relation:

k∗ =

(
N∑
i=1

ki

)−1

(10)
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For the TEAtime implementation, the control block HTEA(z), is depicted in Fig.
5. In this case there are no parameters to set and therefore the constraints do
no apply in this case.

x sign z−1 y

Fig. 5. TEAtime control block implementation inspired from [8, 9]. Where sign block
performs the signum function.

4 Architecture Simulation

To perform the simulations we used the Simulink R© software from Mathworks R©.
We simulated the adaptive response of three different systems: the proposed IIR
controlled RO, a TEAtime controlled RO and a free running RO.

The chosen gain parameters for the IIR controlled RO are: kexp = 8, k∗ = 1/2,
k1 = 1, k2 = 1/2, k3 = 1/4, and k4 = k5 = 1/8. With these values we achieve
a balance between filter adaptation velocity and low output ripple. kexp value
is chosen to ensure that the minimum perturbation propagates through all the
branches of the filter. The set-point value for all the simulations is c = 64, this
is the desired TDCs reading. In this simulations we have taken into account the
quantization effects of the filter since, inside the it, we had only allowed integer
number operations. We have used a high enough number of bits to represent the
signals in order to avoid saturation, therefore we do not investigate the effects
of signal saturation. Signal saturation influence on the adaptive clock will be
studied in further work. The amplitude of the periodic perturbation e is set
equal to 0.2c, this is a 20% homogeneous variation.

4.1 Homogeneous Dynamic Variation (HoDV)

In Fig. 6 the timing error τ − c due to a HoDV of different frequencies is shown
for a CDN delay equal to c stages. In the top plot the period of the perturbation
is equal to 25c stages, that is 25 times the nominal period value. In this plot is
possible to see that the negative timing error which is equal, in absolute value,
to the needed safety margin, is quite close to the margin that would need a fixed
clock to assure a error free operation, nevertheless the amplitude of the timing
error is reduced.

In the middle plot of Fig. 6 the period of the perturbation is augmented to
37.5c stages. As the period of the perturbation is augmented the system can
adapt the clock frequency better and, consequently, reduce the impact of the
HoDV.

And finally, in the Fig. 6 lower plot, the period of the perturbation is increased
to 50c stages. Once the perturbation is low enough its impact on the timing error
τ−c gets even more reduced for the three adaptive clock systems here considered.
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Fig. 6. Timing error τ − c for different clock generation systems. For the three plots
the parameter are: set-point c = 64, HoDV amplitude equal to 20% of c, and the clock
distribution delay equal to one clock period, this is equal to c stages. No mismatch
between RO and TDC has been introduced. Upper plot: the period of the perturbation
is set to 25c. In this case the safety margin is slightly reduced with respect to a fixed
clock. Middle plot: the perturbation period is set to 37.5c. An appreciable adaptation
error reduction takes place once the perturbation frequency is decreased. Lower plot:
the perturbation period is set to 50c. The Adaptation error is reduced to a minimum
value.

In Fig. 6 is possible to see that the different adaptive clock generation systems
evaluated can reduce the timing error due to a HoDV but it is hard to say which
one achieves the greatest reduction, that is the best adaptation. In order to
evaluate adaptive clock systems in which the period changes with the PVTA,
we need to compare the mean clock period when no errors are detected. For this
reason, we use as figure of merit the relation between the mean clock period of
the adaptive clock to the fixed clock period, this is the relative adaptive period
〈Tclk〉/Tclk fixed.

In Fig. 7 〈Tclk〉/Tclk fixed is shown for different scenarios under a HoDV. In
Fig. 7 upper plot the period of the perturbation is kept fixed, Te = 100c, and the
CDN delay is changed. Until tclk/c = 5 IIR controlled RO is slightly the best
option against the free running RO. In Fig. 7 lower plot the CDN delay is kept
constant and the period of the perturbation is varied. Here the free running RO
seems to be the best option under almost any situation. Also the free RO is the
first adaptive system to cross the 〈Tclk〉/Tclk fixed = 1 boundary. Below which
the use of adaptive systems makes sense since the safety margin is reduced.
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Fig. 7. Relative adaptive period for three different adaptive control systems under
HoDV. Upper plot: The variation period is kept constant, Te = 100c, and the CDN
delay is varied: until tclk/c = 5 the IIR controlled RO show the best performance,
just slightly better than the free running RO, which turns to be the best option for
tclk/c > 5. Lower plot: The CDN delay is kept constant (tclk = c) and the period of
the perturbation is varied: the free running RO shows the best adaptation capacities
on almost the whole Te/c range. Free running RO is the first adaptive system to obtain
a reduction of the safety margin (〈Tclk〉/Tclk fixed ≤ 1).

To conclude with an example, the HoDV adaptation results can be translated
in terms of period measured in seconds. Let us assume that the set-point c = 64
generates, in ideal conditions, a clock period Tclk = 1ns. Under a CP delay
variation up to 20% the clock period has to be set to Tclk = 1.2ns, or in the
number of stages nomenclature the set-point should be changed to c = 77. Also
assume that the adaptive clock allows to reduce the needed c, which assures an
error free operation, up to 10%. This can be translated as a reduction of 0.12ns
in the clock period, which is a 60% reduction of the added SM.

4.2 Heterogeneous Dynamic Variation (HeDV)

In Fig. 7 it was shown that under different conditions the free running RO is
the best option to cope with HoDV. But as we consider the HeDV, introduced
through a mismatch offset μ as indicated in Fig. 3, the best adaptive clock gen-
eration system option will not be the free RO any more. In Fig. 8 the relative
adaptive period, for different period of the perturbation and CDN delay scenar-
ios, is shown when there is a mismatch, up to 20%, μ between the RO and the
TDC which are also under a HoDV. Fig. 8 shows that the IIR RO is the best
choice except for fast perturbations (upper row of Fig. 8) where TEAtime RO is
the best option for almost all the μ/c range. The IIR controlled RO should be
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Fig. 8. Relative adaptive period for different CDN delay (tclk) and variation period
(Te) values when there is a static mismatch μ between the RO and the TDC. IIR
controlled RO show the best adaptation to the delay variations on all the situations.
Only, for high frequency perturbations (upper row) TEAtime controlled RO is slightly
better and when the mismatch is μ/c < −0.1 the best option is the free running RO.

chosen, as clock generation system, to face mid-low frequency perturbations or
when the clock domain is small enough to maintain the CDN small enough.

To conclude the HeDV adaptation results if we assume that the set-point
c = 64 generates, in ideal conditions, a clock period Tclk = 1ns. Under a delay
variation, due to HoDV, up to 20% and a delay variation, due to HeDV, also
up to 20%; the clock period has to be set to Tclk = 1.4ns, or in the number of
stages nomenclature the set-point should be changed to c = 90. If CDN delay
and perturbation period scenario lead the adaptive clock to reduce the needed c,
which assures an error free operation, up to 20%, this reduction can be translated
as a reduction of 0.28ns in the clock period, which is a 70% reduction of the added
safety margin.

5 Conclusions

In this paper we studied theoretically the effects of the clock distribution delay
in the presence of homogeneous variations, static and dynamic. We showed that,
in the presence of homogeneous dynamic variations, the clock distribution delay
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induces a heterogeneous variation between the clock generation circuit and the
CPs on the clock domain. This induced mismatch supposes a limitation to the
adaptive clock systems in terms of clock domain size.

We also argued that the heterogeneous variations may not be corrected by a
concentrated adaptive clock generation system like a free running RO. To cope
with heterogeneous variations we proposed a closed loop architecture with delay
sensors, TDCs, disseminated along the clock domain.

Thanks to have a set-point input we propose a new clocking paradigm where
the clock value is not set during the design and/or test stages. Instead of this
we propose a system that tries to minimize the difference between the mini-
mum sensors outputs and the set-point. The set-point value could be adapted
as function of the timing errors during a time window and/or the performance
necessities.

We modelled, at a very high level, the action of dynamic perturbations on the
ring oscillator and the TDC sensors as well as the effect of a variation mismatch
between them.

Since the proposed system acts like a closed loop we find some constraints for
the control block when it is an IIR filter.

Finally we ran a functional simulation showing that the free running ring
oscillator can not be used alone as a source of adaptive clock since its generated
clock is only adapted to the variations suffered by the very near environment of
the ring oscillator circuit. And that the IIR controlled ring oscillator generates
the most adapted clock signal under heterogeneous variations which are likely
to appear in modern ICs.
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Abstract. Although adaptive strategies based on the Measure-and-Control 
(M&C) design paradigm have been proven to be effective methods to achieve 
aging resilient circuits, their implementation requires accurate monitoring 
architectures and integrated aging sensors. This paper presents a new on-chip, 
fully digital monitoring architecture for tracking BTI-induced aging effects on 
digital ICs. The proposed solution is based on delay-to-threshold coherency of 
MOS devices and measures differential delay across pass-transistor chains. The 
aging monitor is conceived and designed as a self-contained standard gate 
consisting of reference and under stress sensors with embedded measurement 
circuitries and a control structure for data capturing. To guarantee independent 
measurements of both Positive- and Negative-BTI, two separate aging sensor 
blocks are used. Detailed SPICE simulations conducted for a low-power 40nm 
CMOS technology indicates the actual capability of the proposed circuit to 
capture BTI-induced aging. 

Keywords: NBTI, PBTI, reliability sensor, sensor system design, Aging 
Measurement, Design for Reliability. 

1 Introduction 

As CMOS technology scales down, the raise of power densities and operating 
temperatures accelerates wear-out mechanisms in MOS transistors. Even though 
many aging effects do exist, e.g., Electromigration, Hot-Carrier Injection, Time 
Dependent Dielectric Breakdown, the introduction of new fabrication process and 
materials that prevent the growth of the leakage currents (e.g., high-k/metal-gate 
dielectrics) made Bias Temperature Instability (BTI) the first cause of unreliability for 
modern ICs [1]. 

The BTI alters the characteristics of MOS transistors and manifests as a time-
dependent shift of the threshold voltage (Vth) in active devices, which, in turn, 
reflects in a progressive slowdown of CMOS gates. With a larger Vth, the ON current 
drained by the internal transistors during the switching transient phases gets smaller 
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over time, and the logic gate itself experiences temporal, yet permanent performance 
degradation. Obviously, at the system level such effects are perceived as a reduction 
of the lifetime [1], defined as the time after which the propagation delay of the critical 
paths exceeds the guard-band and sampling errors appear in the internal registers 
and/or at the primary outputs. 

The Reaction-Diffusion (R-D) theory, built upon interface trap and oxide charge 
generation, is used to describe the Negative-BTI (NBTI) and Positive-BTI (PBTI) 
aging effects. NBTI relates to PMOS transistors and refers to the Vth increase when a 
negative gate bias is applied between the gate and the source terminals; PBTI, occurs 
on NMOS transistors under a positive bias. In both cases Vth shows a partial recovery 
when the electrical stress is removed. It is also worth noticing that while in previous 
technologies PBTI was a secondary order effect, with the introduction of high-k 
dielectrics it cannot be longer considered as negligible [1]. 

Needless to say, mitigating BTI-induced aging at design time has become a must 
and many orthogonal approaches have been introduced in recent design flows in order 
to efficiently tackle the problem. At the silicon level, manufacturing process integrate 
customized fabrication techniques that can deliver devices which are intrinsically less 
sensible to the BTI [3].  

At the circuit and architectural level, many methodologies have been developed, 
from those which make use of NBTI tolerant standard cells library [4] or that use 
power-gating as a natural anti-aging [6], to those that perform NBTI-aware gate sizing 
[5], early aging detection and mitigation [9], or that exploit other dedicated 
architectural solutions for pipelined structures, like those used in the Penelope 
processor [10]. A large class of circuit level approaches uses preventive strategies like 
the guard-banding, e.g., device up-sizing, scaling of the operating frequency or supply 
voltage [8]. Obviously, the guard-banding incurs throughput and power penalties over 
the entire lifetime of a design [11].  

At the system level, more sophisticated, yet effective techniques rely on the M&C 
paradigm, under which aging-induced performance penalties are sensed and 
controlled by means of dedicated performance knob like adaptive body biasing (ABB) 
[6] or dynamic voltage and frequency scaling (DVFS) [8]. Key limitation of such 
M&C strategies is the availability of proper monitoring units and sensor circuits that 
can probe the system in real-time. 

Many BTI sensors have been proposed, from those based on basic MOSFET 
parameters sensing [12] and propagation delay measurement through ring oscillator 
(RO) [14][17] [18], to those that measure the control voltage of Phase-Locked Loop 
(PLL) [19]. However most of them show severe limitations that can be summarized as 
follows. First they fail to address the time dependency of the BTI; second, do not 
allow individual and independent measurement of PBTI and NBTI; third, they ignore 
the existing relationship of BTI to signal activity; forth, the need of external and 
mixed-signal circuitries to sample, decode and collect aging measurements.  

The contribution of this paper is to present a new on-chip all-digital aging sensor 
circuit that overcomes such limitations. The proposed sensor exploits the Delay-to-
Vth relationship [1], and uses delay measurement to capture aging effect on NMOS 
and PMOS independently. The monitoring architecture can collect aging information 
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across the chip and provides an effective, low cost, all-digital solution without the 
need for any external equipment. 

The rest of paper is organized as follows. Section 2 reviews some state-of-the-art 
BTI sensor circuits. Section 3 presents the basic idea of the proposed method and 
describes the sensor block. Finally, simulation and analysis results are presented in 
Section 4, while Section 5 gives a brief summary and some conclusion remarks. 

2 BTI Sensor Circuits 

Early sensors were based on direct BTI sensing through Vth or drain current 
measurement [1][2]. However, monitoring small voltage drift and small currents 
through on-the-fly measurement techniques [12] requires current/voltage references 
and analog blocks which are not suitable for typical on-chip low supply voltages, and 
so, they require sophisticated off-chip measurement circuitries. 

Indirect NBTI measurement techniques, instead, are mostly based on the fact that 
in the digital domain, propagation delay is an accurate and effective expression of the 
BTI effect. Ring-Oscillator (RO) is an example of indirect aging measurement block, 
where shift in the oscillating frequency is used as an indicator of the Vth shift 
[17][20]. More sophisticated approaches use a pair of nearly-identical ROs, where one 
RO is stressed, while the other one is used as reference; a measurement circuitry 
compares output phases and generates a ‘beat’ signal with frequency proportional to 
aging [14][18]. The authors of [15] adopt a similar strategy and translate the 
frequency measurements to the Vth shift using a calibration mechanism.  

Even though ROs can be implemented with compact layouts, their deployment 
needs external time- or frequency-domain processing equipment. Moreover, using 
frequency degradation of a stressed circuit is not a true representation of the PMOS 
Vth shift, since the measured metrics also includes the PBTI effects of the NMOS 
devices, which, therefore, cannot be isolated. Another issue with the conventional 
RO-based structure is that there is no means to characterize the signal dependency of 
the BTI effects, as the duty-cycle of each transistor is fixed at 50%. 

In [13] aging-induced performance degradations are used as a metric to detect 
timing failure of sequential circuits; the authors of the same work propose an adaptive 
compensation technique which is based on time borrowing [13]. The idea requires 
special sequential elements which impose large area and power penalties.  

Other works propose the use of PLL as viable solution to capture any possible 
variations stemming from process, environment, or temporal NBTI, as they use the 
VCO control voltage inside the PLL as mirror of performance degradation [19]. A 
similar technique has been proposed that uses DLL [15]. Both solutions require 
significant area and power consumptions, and the measures they take, which are not 
digital, require off-chip analog-to-digital conversion. 

Other proposed sensors are based on charge and discharge time of PMOS gate 
capacitor and its dependency on aging. The returned measures are used to control a 
RO in the DRM method [16]. 
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A different class of sensor circuit exploits the regular structure of SRAM cells to 
detect BTI. The increase of the Vth affects the symmetry of the two cross-coupled 
inverters inside the cell, which, in turn, induces a shift on the voltage transfer curve of 
the memory [22]. This effect is deployed in a BTI sensor that is embedded in the 
SRAM arrays to track both NBTI and PBTI degradation [21]; failure during a Read or 
Write operation through the sensor indicates excessive aging. To notice, however, that 
these kind of sensors are fault detectors, rather than time-continuing aging sensors. 

3 Proposed Aging Sensor 

As described by the R-D theory, BTI shows strong dependence to circuit parameters 
and data pattern. In brief: 1) MOS devices age over time and the aging rate depends 
on the stress and recovery time ratio; 2) when the signal frequency is greater than 
100Hz, the BTI degradation is frequency independent; 3) aging rate is temperature 
dependent, as BTI magnitude gets larger at higher on-chip temperatures [1]. Thereby 
capturing accurate aging profiles requires that sensors can work under a similar 
environmental and electrical condition as the main circuit. 

The proposed monitoring approach is available for both NBTI and PBTI, thus 
allows applying control and tuning strategies, like body biasing, to NMOS and PMOS 
layout regions separately. Fig. 1 shows the structure of the NBTI aging block. It uses 
differential delay measurement, and consists of two NBTI sensors, the 
Trigger&Timing Control, and the delay measurement units (TDCs). The two NBTI 
sensors are identical, but one is “Under Aging Stress” and the other is kept as 
“Reference”, i.e., idle for most of the time. 

 

Fig. 1. The proposed NBTI measurement block 

The block has two operating modes: aging (AM=‘1’), measurement (AM=‘0’). 
During the aging mode the Trigger&Timing Control provides a trigger signal with a 
specific duty cycle for both the sensors. The reference sensor, which is isolated from 
the trigger signal, does not age, while the other sensor ages accordingly. When a 
measurement is needed, the trigger pulse passes into both sensors and propagate to the 
other end. Since the “Under Stress” sensor is aged, its propagation delay is longer 
compared to the “Reference” sensor. The amount of delay difference between two 
sensors is a measure of the aging rate.  

The timing and control circuit is used to generate trigger signal with different duty 
cycles. In the critical path list, those with larger duty cycle are more subject to aging. 
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Based on provisioned mean duty cycle in the critical path, designer can choose largest 
possible duty cycle value as sensor degradation rate, or connect sensor input directly 
to the critical path’s primary output. 

The core of the monitor is made up of the two BTI sensors, each one consisting of 
a chain of MOS devices in the pass transistor connection. Fig. 2(a) shows the 
implementation of the NBTI sensor, which is constructed by PMOS devices (MP1-
MPn). The trigger signal is fed to one end of the chain while the other end is 
monitored for delay measurement. Due to the reduced swing property of PMOS 
transistors in the pass transistor configuration [22], NMOS devices (MN1-MNn) are 
added to keep the gate-to-source (Vgs) and gate-to-drain (Vgd) voltage swings in full 
stress range, i.e. GND to VDD. Same NMOS devices are added to the reference 
sensor to keep both circuits electrically identical. The PBTI sensor has the same 
structure and constructed by replacing PMOS device with NMOS devices.  

 

Fig. 2. (a) NBTI Sensor implementation, and (b) differential delay measurement 

Using waveforms in Fig. 2(b), the NBTI sensor circuit operates as follows. During 
the aging mode (AM=‘1’), the NOR gate (I3) is blocking the TRIG signal, and all 
NMOS devices are on, keeping all drain and source nodes at the GND level. 
Meantime, the under aging section receives the TRIG input with a specific duty cycle. 
The gate oxide of PMOS devices faces full stress and recovery condition, same as 
PMOS devices located in the logic, and so ages accordingly. During measurement 
mode (AM=‘0’), the NOR gate (I3) passes the TRIG signal to the reference sensor. 
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Although both sensors receive same trigger signal, but due to the NBTI effect, the 
aged output (‘Age’) arrives later than the reference output (‘Ref’).  

It has been shown that the degradation in the threshold voltage and the 
corresponding circuit delay have the same power-law dependency on time [1]. 
Therefore, by monitoring the change in the gate delay, the threshold voltage 
degradation can be easily estimated with a high degree of accuracy.  

The propagation delay of the NBTI sensor (tpd) in Fig. 2 is composed of the delay 
of the input gates (tnor) and the delay of the pass transistors chain. According to the 
Elmore RC delay model [22], the propagation delay of the chain in the reference 
(ttg,ref) and the aged (ttg,age) sensors are estimated by the following equations: 
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where Ceq,N and Req,N are equivalent channel capacitance and channel resistance of 
each PMOS transistor, respectively, and n is the number of stages. Applying stress to 
devices located in the under aging section, they show a larger Vth compared to those 
devices located in the reference section. This deviation from the nominal Vth, 
translates to a change in the equivalent channel resistance ΔReq,N which in turn alter  
the propagation delay through the RC network.  

Except the input NOR gates (I1 and I3), the remaining component of delay is just 
due to the PMOS devices. Using identical devices on each sensor and applying (1), 
the differential value of the propagation delay (Δtpd) can be approximated by the 
following equation: 
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According to (2) any change on device parameter, affects the differential value of the 
propagation delays by a multiply of ‘n(n+1)/2’. In other words, aging effect on the 
delay of a single PMOS device is amplified by a high gain value. This Aging Delay 
Amplification (ADA) actually spreads out the propagation delay and so makes it 
suitable for on-chip digital measurement. 

On-chip delay measurement requires time-to-digital converter (TDC) circuit [22]. 
Fig. 3 shows the internal design of delay measurement circuit in the BTI sensor. It 
consists of a tapped linear delay line, and flip-flops (FFs) connected to each tap.  

 

Fig. 3. The delay measurement setup using linear delay line with locally scanable FFs 
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In the measurement session and during the capture phase, FFs are in normal mode 
to sample the TRIG signal using sensor output (OUT) as the reference clock. In those 
taps that delay is larger than setup time, FFs capture data properly while others remain 
intact. The number of FFs with successful captured data is a measure of the delay 
value. The captured data is a binary word proportional to the delay introduced by the 
sensor. During the read-out phase of measurement, FFs are in the test mode and 
synchronized with the RDO_CLK signal enabling main controller to read back the 
captured aging information. 

4 Simulation and Analysis Results 

The proposed aging sensor has been designed and simulated using a high-
performance 45nm CMOS technology. The simulation results were obtained at room 
temperature with 1.1V nominal supply voltage using SPICE simulator. The MOS 
devices in the chains are mapped to minimum feature size and are one-by-one similar, 
thus to make propagation delay of sensors almost the same. Fig. 4 depicts the 
simulation result of the NBTI sensor.  
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Fig. 4. Simulation result of the NBTI sensor, (a) TRIG pulse, (b) A/M control, (c) under aging 
sensor, and (d) reference sensor output 

During the aging mode, the TRIG signal is blocked in the reference sensor, while 
the other sensor receives it for a long time and so ages accordingly. During the 
measurement mode the TRIG signal is delivered to both sensors which then follow 



162 H.K. Alidash et al. 

the capture and read-out phase in the TDCs. The PBTI sensor measures the aging 
effect in the NMOS devices and has similar waveforms and operation phases. 

Table 1 shows the propagation delay and its deviation in the NBTI and PBTI 
sensors with varying number of chain stages. It also shows delay changes with respect 
to 5 and 10 percent increase of the Vth in each aged MOS transistor. The Vth shift is 
used to emulate the BTI aging effect. Using the reported delay values in this table and 
with the aim of easy and low-cost delay measurement, number of stages in both 
sensors is set to 16. Fig. 5 shows the propagation delay change in the NBTI and PBTI 
sensors with increasing value of the Vth in each MOS transistor. This graph shows 
that propagation delay is changing in an approximately linear rate as the Vth changes. 
The simulation results of Table 1 and Fig. 5 indicate that the ADA effect of the chain 
manifests in large delay change at the sensor output.  

Table 1. Propagation delay of sensors with different stage numbers and its change after 5% and 
10% change in the Vth 

Type Stages tpd (ps) Δtpd (ps) @ %5 ΔVth Δtpd (ps) @ %10 ΔVth 
NBTI  
Sensor

2 18.37 0.35 0.99
4 38.35 2.74 4.61
8 115.0 9.49 19.14
16 407.8 38.48 75.05

PBTI  
Sensor

2 7.14 0.27 0.54
4 17.66 0.94 1.77
8 55.12 4.8 7.75
16 190.06 13.6 27.6
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Fig. 5. The propagation delay change of the NBTI and PBTI sensors w.r.t Vth shift 

This amplified delay sensitivity to Vth is synonym of larger dynamic range, which 
in turn, allows easier and less expensive measurement and digital conversions. 
Considering that the a minimum sized inverter in the target technology under a Fan-
out of 4 gives a delay of 10ps, the dynamic range of the propagation delay in Fig. 5 
guarantees enough resolution; thereby on-chip aging sensor through direct delay 
measurement using a TDC with 25 stages is deployed [23].  

The TDC operation is modeled using HDLs, and simulated along with delay data 
delivered from SPICE level simulation. Fig. 6 shows the simulation results, indicating the 
differential value of the propagation delay reached to the TDC. Despite the quantization 
effect, comparing the SPICE level simulation result of Fig. 5 with digitized values in Fig. 
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6, one can observe similar trend. This underlines the circuit’s capability to capture the 
aging effect in digital form without using off-chip measurement equipment.  

As final remark, Table 2 provides a qualitative analysis of the proposed solution w.r.t. 
existing aging sensor. The metrics used for the comparison include the sensing method, 
namely, the variable sensed to extract aging profiles, how and where additional circuitries 
are placed, the measured effect and the design objective. Most published circuits are 
limited to NBTI and intended to process characterization rather than providing feedback 
for M&C. Those methods based on fault detection are just for end-of-life detection, not 
suitable for M&C strategies. Other Vth or Drain current measurement based methods 
need analog blocks which are not feasible in low supply voltages, and generally require 
off-chip equipment. In contrast, the proposed sensor is targeted for circuit compensation, 
it measures both NBTI and PBTI aging and makes the resulted digital signature available 
on-chip for any possible circuit enhancement in the run-time. Also, the digital interface 
enhances testability and programmability of the sensor. 
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Fig. 6. Quantized differential delay value as it captured on the TDC’s FFs in NBTI and PBTI 
sensor 

Table 2. Several aging sensor design comparison 

Sensor Sensed 

Variable 

On-Chip NBTI/PBTI Objective 

[13] Setup Time - Mixed Binary Fail Detect 

[14] Frequency No NBTI/PBTI Circuit Tuning 

[15] Vth No NBTI Characterization 

[17] Frequency No NBTI Characterization 

[18] Delay Yes NBTI Circuit Tuning 

[20] Frequency No NBTI/PBTI Characterization 

[21] Delay No NBTI/PBTI Binary Fail Detect 

This work Delay Yes NBTI/PBTI Circuit Tuning 

5 Conclusion 

In this work, an on-chip all-digital aging sensor circuit suitable for adaptive mitigation 
methods was proposed. The proposed sensing method was aimed to capture the NBTI 



164 H.K. Alidash et al. 

and PBTI aging information of the PMOS and NMOS devices, individually. The 
basic concept, its practical realization, and sensitivity to aging have been described. 
The sensor is suggested to be embedded through the core, and exposed to the same 
environmental and electrical conditions to faces the same aging rate as the core logic. 
Using the on-chip digitizer deployed in the sensor block, aging information was 
provided to processing unit in digital form without requiring any analog block or off-
chip measurement equipment. The feasibility and accuracy of the test structure is 
demonstrated in a 40nm CMOS technology. The results indicate that the sensor is 
able to measure aging rate of PMOS and NMOS device individually with minimal 
time and complexity, and thus enable run-time optimization and yield improvement. 
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Abstract. Monostable to Bistable (MOBILE) gates are very suitable for the im-
plementation of gate-level pipelines which can be achieved without resorting to 
memory elements. MOBILE operating principle is implemented using two se-
ries connected Negative Differential Resistance (NDR) devices with a clocked 
bias. This paper describes and experimentally validates a two-phase clock 
scheme for such MOBILE based ultra-grain pipelines. Up to our knowledge it is 
the first MOBILE working circuit reported with this interconnection architec-
ture. The proposed interconnection architecture is applied to the design of a 4-
bit Carry Look-ahead Adder.  

Keywords: Negative Differential Resistance (NDR), Nanopipeline, Monostable 
to Bistable Logic Elements (MOBILE). 

1 Introduction 

Different emerging devices like Resonant Tunneling Diodes (RTDs), tunnel transis-
tors or molecular RTD devices exhibit Negative Differential Resistance (NDR) in 
their I-V characteristic. Many circuits taking advantage of it have been reported cover-
ing different applications and with different goals including high speed, low power or 
reduced device count [1], [2], [3] so that design techniques exploiting this feature at 
different levels (circuit, architecture, ..) are currently an area of active research.  

From the design point of view, the NDR characteristics are very attractive. On one 
hand, it can be exploited in non-linear circuits like oscillators or frequency dividers. 
On the other, it is useful in the implementation of memories due to the existence of 
stable states associated to the inclusion of NDR elements. In particular, the Goto pair 
[4] is well known. The circuit consists of two NDR devices connected in series lead-
ing to three operating points, two stable and one unstable. The two stable points can 
be used to represent and store data.  

On the basis of the Goto pair, logic circuits which operation is based on a Monost-
able to a Bistable transition (MOBILE) have been developed. MOBILE gates are 
implemented operating two series connected NDR devices with a switching bias. 
There are two interesting characteristics of MOBILE gates in comparison to conven-
tional logic gates implementations.  
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First, they increase the functionality implemented by a single gate in comparison to 
MOS and bipolar technologies thus reducing circuit complexity. In particular, the 
operating principle of MOBILE is extremely well suited to implement the arithmetic 
operation on which Threshold Gates (TGs) are based [5]. Different topologies for 
RTD TGs and Multi-Threshold Threshold gates have been reported and experimental-
ly validated. 

Second, the latching property of MOBILEs arising from their NDR characteristic 
allows the implementation of gate-level pipelines which can be achieved without 
resorting to memory elements [1], [6] , and which do not exhibit the functional limita-
tion of conventional CMOS solutions based on dynamic logic, allowing only non-
inverting blocks to be chained.  

Originally, it was proposed to operate MOBILE gates in a gate level pipelined fa-
shion using a four-phase clock scheme. However, operating frequency (or throughput) 
depends not only on the number of gate levels, but also on the number of clock-
phases, since clock period needs to accommodate all the phases. Thus, from the point 
of view of speed a two-phase scheme is very attractive.  

This paper explores in depth and experimentally validates a two-phase clock 
scheme for MOBILE based fine-grain pipelines. 

The paper is organized as follows: in Section 2, MOBILE logic style is described. 
In Section 3, two-phase gate-level MOBILE pipelines are introduced, showing expe-
rimental results that validate their operation. In Section 4 a Carry Lookahead Adder 
which has been designed using the proposed pipeline is described.  Finally, some key 
conclusions are given in Section 5. 

2 Background 

2.1 MOBILE Logic Gates 

The MOBILE [5] in Fig. 1a is an edge-triggered current controlled gate which con-
sists of two devices exhibiting NDR in their I-V characteristic (Fig. 1b), connected in 
series and driven by a switching bias voltage, VCK. When VCK is low, both NDRs are 
in the on-state and the circuit is monostable. Increasing VCK to an appropriate maxi-
mum value ensures that only the device with the lowest peak current switches from 
the on-state to the off-state. Output is high if the driver NDR switches and it is low if 
the load does. Logic functionality can be achieved if the peak current of one of the 
NDR devices is controlled by an input. In the configuration of the rising edge-
triggered inverter MOBILE shown in Fig. 1c, the peak current of the driver NDR can 
be modulated using the external input signal Vin. Transistor behaves like a switch, so 
that for a low input, current flows only through NDRD, but for a high input, the effec-
tive peak current of the driver is the sum of the peak currents of NDRD and NDRX. 
Replacing the single transistor in Fig. 1c by an NMOS transistor network, other logic 
functions are implemented.  NDR peak currents are selected such that the value of the 
output depends on whether the network transistor evaluates to “1” or to “0”.  Figure 
1d depicts a falling edge triggered inverter. Note that branch implementing functio-
nality is now in parallel to the load NDR and uses a p-type transistor. 
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A sufficiently slow VCK rising (or falling) is required for MOBILE operation [7]. 

That is, there is a critical rise time for the switching bias below which the gate does 
not operate correctly. Under that critical rise time, there is at least one input com-
bination for which the gate does not produce the expected logic output. Since AC 
currents associated to internal parasitics and output capacitive loads (fan-out) are 
more important for faster clock changes, the ideal MOBILE operating principle, based 
on peak currents comparison, can be substantially modified. This critical value de-
pends on both circuit (NDR peak currents, fan-out …) and technological parameters. 
That is, design requires taking into account these AC currents in order to guarantee 
the desired relationship between load and driver currents for each input combination 
when VCK approaches 2Vp, being Vp the peak voltage of the NDRs (see Fig. 1a).  

Rising (falling) edge-triggered MOBILE logic gates evaluate the inputs with the 
rising (falling) edge of the bias voltage and hold the logic level of the output while the 
bias voltage is high (low), even though the inputs change (self-latching operation [8]). 
The output returns to zero (to one) with the falling (rising) edge of the clock until the 
next evaluation. The self-latching operation allows the implementation of gate-level 
pipelined architectures without extra memory elements [1] and without the functional 
limitations of dynamic based solutions like the widely used domino logic style.  

                           VP VV

IP

IV VNDR

INDR

        
        (a)                                          (b) 

 

                        
        (c)                                                                           (d) 

Fig. 1. MOBILE circuits. (a) NDR I-V characteristic. (b) Basic MOBILE. (c) Rising edge-
triggered MOBILE inverter. (d) Falling edge-triggered MOBILE inverter.
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2.2 Interconnecting MOBILE Gates 

As it was stated in previous section, and assuming rising-edge MOBILEs, there are 
four steps in the operation of each gate: evaluation (clock rises), hold (clock high), 
reset (clock falls) and wait (clock low). Gate-level pipelining is possible if each 
MOBILE gate evaluates while those driving it are in the hold state. In this way, it is 
guaranteed that inputs to each gate are stable during evaluation, and that the reset of 
the MOBILE gates does not affect those they drive, since they have already evaluated 
when it happens. Thus, memory elements are not required.  Note that this is true both 
for inverting and non inverting MOBILE stages, and even when adding an output 
stage (static inverter or buffer) to the output of the MOBILE blocks to ease manage-
ment of fan-out and interconnections. That is, fulfilling above stated constraint allows 
ultra fine-grain pipeline operation where both inverting and non inverting stages are 
allowed. In domino solutions only non inverting stages are possible which compli-
cates logic design (inverters need to be pushed towards the inputs or some parts of the 
circuits are duplicated), unless a double rail implementation is used which almost 
duplicates device count.  

Conventionally, and because of the four steps in MOBILE operation,  cascaded rising 
edge-triggered MOBILE gates are operated in a pipelined fashion using a four-phase 
overlapping clocking scheme shown in Fig. 2a [1]. VCK, i is delayed with respect to VCK, i-

1 by T/4, being T the clock period. In this way the ith stage evaluates (rising edge of VCK, 

i) while the (i-1)th stage is in the hold phase (VCK, i-1 high). Four clock signals are enough, 
since the first phase can be used for the fifth level and so on.  In previous section, it was 
stated that there is a critical rise time below which the gate does not operate correctly. 

VCK,1

VCK,2

VCK,3

VCK,4  (a) 

 

 (b) 

 

OVERLAP

VCK,1

VCK,2

      (c) 

Fig. 2. (a) Four-phase clock scheme. (b)-(c) Block diagram and clock waveforms of the 
two-phase chain of inverters. 
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This explains the clock shape with equal rise, high, fall and low times. Thus, for this 
scheme four gates/stages serially evaluate in one clock period. 

However other schemes are compatible with the constraint that one stage evaluates 
while preceding stages are in hold state. Moreover, the constraint can be somewhat 
relaxed making possible other simpler schemes.   

Single phase scheme has been proposed [9]. However there are two drawbacks as-
sociated to the single-phase solutions. First, negative edge-triggered MOBILE are 
used which requires p-type transistors. This translates in larger transistors and so in 
larger parasitic capacitances which degrade gate speed. Second, they exhibit limited 
clock-skew tolerance. Recently, we have proposed a two-phase scheme [10] which 
overcomes both issues while being similar in terms of throughput and latency. 

Next section describes the two-phase interconnection scheme and shows experi-
mental results of fabricated circuits validating the approach.  

3 Two-Phase MOBILE Networks 

An alternative solution consists of the design of networks of only positive edge trig-
gered MOBILE gates operated with an overlapping two phase clock scheme as shown 
in Figures. 2b and 2c. It can be easily seen that each gate evaluates while preceding 
one is in the hold state, and that only two stages serially evaluates in one clock period. 
Note that inter-gate elements (inverting or not inverting) can also be added if required 
by logical (to increase design flexibility), or electrical (for example, efficient handling 
of large loads) considerations.  

It is interesting to make some comments concerning the amount by which the 
clock-phases overlap.  Due to the edge-triggered nature of MOBILE evaluations, 
required minimum overlap is generally small, especially when inverters/buffers are 
used between MOBILE blocks, since, as it was anticipated, the interconnection con-
straint can be relaxed. What is required for proper operation is that current stage takes 
a decision before it sees the reset of the previous stage. That is, before the output of 
the preceding MOBILE blocks reaches a low level output voltage and it propagates 
through the inter-MOBILEs elements. The maximum overlap is only limited by the 
maximum allowable duty cycle of the clock, which is determined by the minimum 
time required for the reset of the MOBILE gates. MOBILE output must discharge to 
zero before an evaluation. Thus, overlap is fixed such that clock skew is tolerated.  

Two-phase clocked chains of MOBILE inverters have been designed and fabri-
cated. These structures have been implemented with MOS-NDR devices (circuits 
made up of transistors that emulate the NDR I-V characteristic) and the MOBILE gate 
topology from [11] in a 1.2V/90nm CMOS technology. Figures 3a and 3b depict the 
schematics of the MOS-NDR device which has been used and the schematic of a 
MOBILE inverter implemented with them. The design of MOBILE blocks operating 
at high frequencies is not straightforward. As it was previously mentioned, it is neces-
sary to take into account AC currents associated to parasitics which can be large at 
high frequencies. Thus, design validation requires both an accurate modeling of 
layout parasitics and experimental validation.  
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Fig. 3. (a) MOS-NDR device. (b) MOBILE inverter implemented with MOS-NDR devices. 
(c) Block diagram of a fabricated two-phase chain of inverters. (d) Measured waveforms. (e) 
Output of a fabricated two-phase chain of inverter with static buffers as interconnection 
stages. 
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Figure 3c depicts the block diagram of one of the fabricated circuits. Each 
MOBILE stage is an inverter similar to the one depicted in Fig. 3b. As shown in Fig. 
3c, a two-phase clock generator has been also included. It provides two non-
overlapped clock signals (VCK,1 and VCK,2) with the same frequency of the master 
clock (VCK). Note that power clocks are avoided since the clock signal of each 
MOBILE circuit is applied to the input of a static inverter. The output of this inverter 
is used as the clock of the MOBILE inverter. In this way, the two required overlapped  
clocks are generated and the constraints on clock rising time are relaxed.  

The packaged circuit has been probed and correct operation has been shown. Fig-
ure 3d depicts experimental results when a sequence alternating 0’s and 1’s is applied 
to the ten-stage pipeline. Waveforms of the master clock, the input (VIN) and the out-
put (VOUT), which have been captured using the oscilloscope Agilent DSO6104A, are 
shown. Note that, in addition to package, there are input buffers (for VIN and VCK), 
output buffers and pads which are not shown in Fig. 3. VCK and VIN are 1.2V pulse 
trains at 1GHz and 500MHz, respectively. As expected, VOUT is a periodical signal of 
the same frequency of the input. The 0101…01 sequence is obtained at the output of 
the pipeline with a latency of five clock cycles, since data is evaluated twice each 
cycle of VCK. Note the different shapes of VIN and VOUT which is due to the return to 
zero behavior of MOBILE. Results are shown at 1GHz so that signals are attenuated 
by the experimental set-up. Finally, Fig. 3e shows the output of another two-phase 
chain of inverters incorporating static buffers between MOBILE stages. For this cir-
cuit, both VCK and VIN have been generated on- chip so that the input frequency is half 
that of the clock (1.7GHz). 

4 4-bit CLA 

The two-phase clock scheme has been applied in the design of a 4-bit RTD-CMOS 
MOBILE Carry Lookahead Adder (CLA) as a case study. 

Figure 4a shows the block diagram of a 4-bit CLA. The PGs blocks propagate (Pi = 
Ai XOR Bi), generate (gi = Ai AND Bi) and sum (Si = Ai XOR Bi XOR Ci) bits. The Carry 
block generates the carry signals C1, C2, C3 and Cout (ci+1 = Gi OR( Pi AND Ci). The 
carry block is implemented with two pipeline stages using NOR gates. Implementation 
of XOR gates takes advantage of the possibility of using inverting and non inverting 
inter-stages elements so that variables and their complements are available. There are 
five stages in the design and so latency is two-cycles and a half. In Fig. 4a it has been 
marked which clock cycles corresponds to each stage. 

The study uses PTM 32nm transistor model. The RTD has been modeled using a 
voltage-dependent current source and a capacitor in parallel and technology parame-
ters from an experimentally validated Si-Ge RTD [8] with peak current density 
jp=218KA/cm2 and capacitor C=6fF/μm2.  Transistor lengths have been set to the 
minimum value associated to the technology whereas their widths are large enough to 
allow their operation as switches. RTD areas have selected to work at a frequency of 
0.12/FO-4 (FO-4 is the FanOut-4 inverter delay of the technology, 14.69ps) at a 
supply voltage of 0.9V. Parasitics capacitances have been added to model drain and 
source diffusion parasitic (0.25fF), RTD-transistor contacts (0.25fF) and interconnec-
tions (1fF). 
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Fig. 4. (a) Block diagram of a 4-bit CLA. (b) Simulation waveforms of the proposed CLA showing a 

correct operation. 

Figure 4b shows simulation waveforms of the designed CLA for selected values of 
the inputs (A+B), where correct operation is observed. Note that both the sum bits and 
the carry are obtained after the third rising edge of VCK,1 (two-cycles and a half from 
the evaluation of the inputs). 
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5 Conclusions 

The operation of two-phase gate-level pipelines based on MOBILE operating prin-
ciple has been experimentally validated. Up to our knowledge it is the first time a 
working two-phase MOBILE network is reported. This interconnection scheme has 
advantages over other previously reported clock schemes for MOBILE logic net-
works. It is simpler than the conventional four-phase solution and leads to higher 
operating frequencies since only two-stage, instead of four, sequentially evaluates in 
one clock cycle. Unlike one phase scheme, p-type transistors are avoided and clock 
skew tolerance increases. The later is due to the self-latching property of MOBILE 
gates which makes possible an operation taking advantage of the overlapping of the 
two clock phases to tolerate clock skew and, in addition, avoids limitations of conven-
tional CMOS counterparts. The design of a two-phase 4-bit RTD-CMOS CLA has 
been carried out as an application example. 
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Abstract. This work presents a simulated ultra-low-power 16-bit sub-
threshold microprocessor designed in a 90 nm CMOS technology. Trans-
mission gate logic extended with transistor stacking is used for its high
robustness to inter- and intra-die variations, while combining low power
and small area. In a first implementation, the sub-threshold microproces-
sor has a throughput of 1MIPS at a 4MHz clock and a 150mV supply
with an energy per instruction of 0.74 pJ. Improved results are obtained
using pipelining, which allows the microprocessor to achieve a maximum
performance of 2MIPS, an energy consumption of 0.48 pJ per instruc-
tion, an EDP of 0.23 pJ×μs and a 0.9μW power consumption.

1 Introduction

Research for low-power circuits has become important due to the increasing de-
mand for battery-supplied systems. These systems, e.g. wireless sensor networks
and medical applications, require a prolonged autonomy using only a limited
amount of stored energy. Very low energy consumption has successfully been
achieved by aggressively lowering the supply voltage in order to operate at the
minimum energy point [1,2,3]. This however occurs in sub-threshold operation [4]
which results in increased sensitivity to inter- and intra-die variations caused by
the exponential relation between the threshold voltage Vt and the transistor cur-
rent Isub. Moreover, MHz-performance is hard to reach due the the exponentially
decreased drive current making sub-threshold circuits fall short of fulfilling the
needs of modern ultra-low-power micro-architectures. Other approaches address
these issues by operating the circuit in near- or super-threshold operation condi-
tions combined with various performance improving techniques like architecture-
level parallelism [5,6] and variability control techniques like Vt-configuration and
balancing [2,6], body-biasing [2] and finger-structured parallel transistor cells [6].
Circuit robustness while still reaching acceptable performance is nonetheless pos-
sible by a careful exploration of logic families to suit sub-threshold design. This
paper handles the design and simulation of a fully functional 16-bit micropro-
cessor in a 90 nm CMOS technology node operating at a clock frequency of
4MHz and a supply voltage of 150mV. It is possible to reach this high MHz-
performance in a variation-resilient sub-threshold design using transmission gate
(TG) logic instead of static CMOS logic. A full processor is designed and sim-
ulated using differential TG logic extended with nMOS stacking to show the
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energy efficiency and potential for low-power circuits. Section 2 describes how
the sub-threshold TG logic is used in the design. Section 3 presents the proces-
sor architecture. Section 4 shows simulation results. Finally, the conclusion is
presented in Section 5.

2 Sub-threshold Logic Design

2.1 Variability and Leakage

Fig. 1 shows the transistor’s drain current as function of the gate voltage for all
process corners of the used 90 nm CMOS technology. At a supply of 150mV,
variation is exponentially larger as compared to the nominal voltage of 1V. The
spread for pMOS transistors is larger than nMOS transistors because the former
are further in the sub-threshold region due to their higher threshold voltage.
Additionally, due to the sub-threshold operation, the on and off transistor cur-
rents are both sub-threshold currents resulting in reduced Ion/Ioff -ratios. The
leakage current Ioff is only a few orders of magnitude smaller than the drain cur-
rent Ion. Moreover, the poor ratio of pMOS on-current versus nMOS off-current
(Ion,p/Ioff,n) results in poor noise margins for logic gates. Table 1 summarizes
the drain current characteristics for a supply voltage VDD of 150mV and 1V.

(a) nMOS transistor. (b) pMOS transistor.

Fig. 1. Ids as function of Vgs on a logarithmic scale in all process corners

2.2 Combinational Logic

Sub-threshold adapted transmission gate logic has been proposed to increase the
variation-resilience without compromising gate performance [7]. A generic block
can be used to implement logic functions using TG logic (Fig. 2). Multiplexers
and XOR gates, as well as non-inverting gates like OR and AND can easily be im-
plemented. By using nMOS stacking, leakage is reduced and the Ion,p/Ioff,n ratio
is improved with a negligible performance penalty. Besides variation-resilience
in sub-threshold, TG logic also uses less area compared to static CMOS logic
in sub-threshold. Since TG combinational circuits use differential input signals,
the differential counterpart of each gate is also constructed. Working with dif-
ferential signals further adds to the robustness of the design. When using TG
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Table 1. Ion and Ioff metrics for an nMOS and a pMOS showing the drastic reduction
in Ion/Ioff -ratios at a supply voltage of 0.150V compared to 1V

Ion Ioff Ion/Ioff Ion,n/Ioff,p Ion,p/Ioff,n

VDD = 0.150V
nMOS 278 nA 5nA 54 676
pMOS 31 nA 411 pA 75 6.2

VDD = 1V
nMOS 118 uA 26 nA 4451 59000
pMOS 41 uA 2nA 22478 1576

Fig. 2. (a,b) Implementation of logic gates using a TG topology. To reduce leakage,
nMOS stacking is used. (c) The basic latch configuration.

logic, the output signal degrades slightly after each gate. To compensate for this
loss, the signal is amplified by an inverter after a certain number of gates when
implementing combinational circuits. Fig. 3 shows the cumulative distribution
function (CDF) of 2000 Monte Carlo (MC) simulations of a logic signal before
and after the inverter. The logic signal degrades more with increasing number
of logic layers. A high logic level shows a larger spread and degradation after
multiple TGs (Fig. 3b) as compared to a low logic level (Fig. 3a), because the
pMOS is deeper in sub-threshold and thus more sensitive to variation than an
nMOS device for the same supply. An inverter is only able to restore the de-
graded signal if this signal is within its noise margin. When this is not the case,
a logic value can be amplified to the wrong logic value. This is the case when
inverters are inserted after 4 layers of logic. But even after 3 layers, the output
signal of the inverter shows a larger spread than the input signal, i.e. the spread
will increase more after numerous layers of logic and inverters. Only after 2 lay-
ers, inverters are able to compensate the signal loss and increased spread due to
the use of TGs. Throughout the design inverters are accordingly inserted after
a maximum of 2 layers of TG logic.

2.3 Latches and Flip-Flops

For constructing sequential logic, latches and flip-flops are essential. The basic
latch configuration is shown in Fig. 2c. This differential latch uses TGs to cut
the feedback loop to enable overwriting the stored value. This uses less energy
as opposed to latches that work by overpowering the loop (e.g. a David-Goliath
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(a) 0 → 1 conversion by inverter. (b) 1 → 0 conversion by inverter.

Fig. 3. Low and high voltage levels before and after an inverter for increasing number
of logic layers extracted after 2000 Monte Carlo simulations

latch) and also uses less area. Moreover, TG or multiplexer based latches have
been shown to be more robust at low supply voltages compared to other topolo-
gies [8]. Fig. 4 shows the implementation of the proposed flip-flop, which is a
master-slave configuration using two latches. The load of its clock signal is an
important factor that contributes to the dynamic power consumption. On the
other hand, leakage contributes to the static power dissipation when the flip-flops
are storing data. Therefore, the TGs in the cross-coupled loops are minimal and
non-stacked. This reduces the clock-load by 30% in comparison to when all TGs
use nMOS stacking (i.e. using 2 standard latches). Non-stacked TGs leak more
than stacked ones. However, the TGs of the cross-coupled loops always have the
same logic values on their source and drain sides making leakage no issue. The
stability is thus not compromised. The other TGs do have nMOS stacking in
order to reduce leakage currents when the flip-flop stores its value.

(a) clk -signal is high. (b) clk -signal is low.

Fig. 4. A flip-flop with a low activity uses nMOS stacking for TGs prone to leakage.
Leakage paths are shown for clk -signal high (a) and low (b).

(a) Immediate (b) Absolute (c) Implied (d) Relative

Fig. 5. Representation of the 4 different addressing modes. Each block is 16 bits.
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3 Microprocessor Design

Themicroprocessor designed in this paper is a fully custom designed accumulator-
based Harvard architecture, with a physically separated 16-bit data and instruc-
tion bus. The implemented instruction set is a subset of the 6502 microprocessor
instruction set [9], which includes load, store, register transfer, arithmetic, logical,
shift and branch instructions. Four addressing modes are implemented: immedi-
ate, absolute, implied and relative addressing (Fig. 5). With immediate address-
ing, the first 16 bits of opcode are followed by a second 16-bit operand word. In
case of absolute addressing, the second 16-bit word holds the address of the data.
Implied addressing means that the address is incorporated in the opcode. Rela-
tive addressing is only used for branch instructions where the 2nd word holds the
relative shift in the address of the instruction memory.

3.1 Specification

Fig. 6 depicts the main circuit blocks used in the microprocessor. As the archi-
tecture is accumulator-based, an operation is always performed on the value in
the accumulator register and the result is written back into the accumulator. The
processor is in fact a 1-operand machine as only one operand can be specified in
the instruction. Apart from the accumulator, the processor is also equipped with
X- and Y-registers to store intermediate results. The different processor blocks
can be grouped according to their functionality. We distinguish a control unit,
processing unit and external memory. The control unit is comprised out of:

– Opcode register : To store the first 16 bits of the instruction until the instruc-
tion is completed. The opcode specifies the operation of the instruction.

– Value register : If an instruction is comprised out of two 16-bit words, the
value register will keep the second word until the instruction is completed.

– Program counter(PC): 16-bit to keep the address of the instruction memory.
– Control : A finite state machine who’s transitions are controlled by the bits

of the opcode and the status of the datapath. The control defines when the
PC counts, writes the opcode and value registers at the right time and sends
correct signals to the datapath depending on the opcode.

– Branch adder : Branch instructions stop the sequential execution flow of the
program by loading a new value into the PC, calculated by adding the orig-
inal address to a value given by the value register.

The datapath is comprised out of:

– Arithmetic logic unit (ALU): For the actual data operation the ALU is called
by the control. ALU-operations are always executed on the accumulator and
the second operand specified in the instruction. The second operand can be
the X-register, Y-register, a memory location or the value register.

– X/Y-register : A 16-bit register normally used to keep the value of a loop
counter. Its value can be incremented or decremented. Store and load oper-
ations from the memory are also possible.
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Fig. 6. The microprocessor architecture (processing, control and memory unit)

– Status register : After the ALU has completed an operation, a set of status
flags are updated depending on the result of the operation. There are four
different flags: negative (N), overflow (V), zero (Z) and carry (C). The flags
form the status signals by which the datapath informs the control.

The external memory is comprised out of:

– Instruction memory: For storing the different instructions of the program.
– Data memory: For storing the data needed for and created by the program.

3.2 The ALU

The ALU is responsible for the execution of arithmetic, logical and shift instruc-
tions. Therefore it consists of a logical block, a shifter and a logarithmic 16-bit
Han-Carlson adder [7] as shown in Fig. 7. In the entire design of the ALU, in-
verters are repeatedly placed after two layers of logic gates.The implementation
of the logical block is obtained by performing a bitwise logical AND, XOR and
OR using the generic TG blocks (Fig. 7). The shifter is comprised out of 2 layers
of transmission gates, one of which is always on and the other off (right or left
shift). There are also 2 multiplexers to insert the appropriate signal on the empty
space depending on a shift or rotate operation. The delay of the ALU is given
by the critical path delay which is situated in the adder. The worst-case delay is
simulated by using the case where a carry-in ripples through to the carry-out, i.e.
an increment of Bus1 = {1, 1, . . . , 1}. Fig. 8a shows the CDF of this worst-case
for 1000 ALUs under intra-die variations. Fitted with a Gaussian distribution,
the mean delay of the adder equals 315ns and the standard deviation equals
21.4 ns. With a 3σ criterion, the ALU’s output is reliable after 380 ns. Logical
and shift operations (Fig. 8b), take an average of 110ns to complete with a stan-
dard deviation of 13.8 ns. Using the same 3σ criterion, worst-case delay equals
150ns.
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Fig. 7. (a) The internal structure of the ALU with gate level diagram of the (b) logical
block and (c) shifter

(a) Adder operations (b) Logical and shift operations

Fig. 8. Delay of ALU operations obtained through 1000 Monte Carlo simulations

3.3 The Registers and the Datapath

16-bit registers are used to store the data, e.g. the X/Y-register and the accu-
mulator. An additional 16-bit register is used to keep the program counter. The
register was also subjected to Monte Carlo simulation under intra-die variations.
The propagation delay Tc−q has an average value of 9.47 ns with a σ of 3.07 ns.
The worst-case propagation delay is then set at 18.68ns.

3.4 Control

The control determines how an instruction is executed by going through the
processor cycle (Fig. 9a). There are basically three steps: a fetch step where
the instruction (opcode and optional value) is fetched from the memory, an
execute step where the ALU executes an operation and a write back step where
the result is written back into the accumulator. The control is then a finite
state machine (FSM) which is build as a sequential circuit comprised out of
combinational logic and flip-flops. The FSM is implemented as a Moore-type
FSM, where each state corresponds to an equal delay of one clock period (250 ns).
Fetching the instruction and writing back the result can thus be performed in a
single state since the worst-case delay is lower than 1 clock period. The execute
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Fig. 9. (a) The processor cycle corresponds to (b) four states with equal delay. With
this FSM, the throughput is 1MIPS at a clock frequency of 4MHz.

step on the other hand needs to be represented by two states as the worst-
case delay of the ALU is larger than one clock period. It takes two clock periods
(500 ns) for the worst-case delay of the ALU (380ns) to be lower than the execute
step. The execute step is accordingly split into two states with each a delay of
250ns. As a result, there are 4 states in total to represent the processor cycle
(Fig. 9b). At a clock frequency of 4MHz, 1000ns is required to complete one
instruction, this corresponds to 1MIPS (Mega Instruction Per Second) . Working
with this approach allows for a robust sequential circuit which is needed in the
sub-threshold design. There are two D-flip-flops required in the FSM design to
incorporate four states. This small number of states (and flip-flops) results in
only one logic layer between consecutive flip-flops (state transition logic).

3.5 2-Stage Pipelining

A common design technique to boost the performance of a processor is pipelin-
ing. By introducing pipeline stages, throughput is increased, which in turn will
affect the power consumption as well. Not only the dynamic power will increase
because of the higher activity, static power consumption also increases due to
the additional hardware needed for the pipelined implementation (extra flip-flips
and registers). The trade-off between speed, dynamic energy and leakage power
favours pipelining in super-threshold standard CMOS. To prove that pipelining
is also advantageous in TG logic sub-threshold design, a second microprocessor
is designed using a 2-stage pipeline. Fig. 10a shows the timing diagram of the
standard microprocessor with a throughput of 1MIPS, while Fig. 10b shows the
diagram for the pipelined version. When the ALU is performing an operation,
the previous result can be written back and the next instruction can already be
fetched out of the instruction memory.

4 Simulation Results

In this section the two different microprocessors are compared on power consump-
tion, energy per instruction and Energy-Delay-Product (EDP). The throughput
of the standard microprocessor μP1 equals 1MIPS, while the throughput of the
pipelined microprocessor μP2 equals 2MIPS (not considering branch stalls).

The microprocessor was designed in a 90 nm CMOS technology using TG logic.
The clock is set at 4MHz and VDD at 150mV. The implementation of the ALU,
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Fig. 10. Timing diagrams for (a) the standard and (b) the pipelined microprocessor.
PCWrite involves writing the correct instruction address into the PC.

PC, branch adder, buses and status register are the same for both processors and
all subjected to MC simulation. Results are obtained by completely simulating
the two microprocessor topologies with a spice-level simulator, where the instruc-
tion and data memory are simulated in a behavioral way using verilog-a. Due to
spice-simulation with high transistor count (4000) only small test programs were
applied. To obtain a fair comparison, both a program with and without branch
instructions is simulated on both microprocessors. The first program calculates
the average of 4 numbers, which is a small program containing 10 instructions.
The second program selects the largest number out of 4 given numbers. This
program is larger and has branch instructions.

A power consumption of 0.74μW is obtained together with an energy per
instruction of 0.74 pJ for μP1 (Fig. 11a). The Energy-Delay-Product (EDP), the
Figure Of Merit that balances the importance of both energy and performance,
equals 0.74 pJ×μs. A more energy efficient design is obtained by using pipelining.
The energy per instruction of μP2 is reduced to 0.48 pJ. This, combined with
the increased throughput, allows μP2 to have an EDP of 0.23 pJ×μs. Fig. 11b
shows the power distribution of both microprocessors. Fig. 11c gives a com-

Fig. 11. (a,b) Specifications and power distribution under a VDD of 150mV and a
4MHz operating frequency. (c) State-of-the-art comparison of throughput and energy
efficiency of ultra-low-power designs (only processor core energy).
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parison of throughput and energy efficiency of the processors compared to other
state-of-the-art works. Only the processor core energy is taken into account. Also
reported is the used technology node and whether results were obtained through
simulation or measurement. The proposed processor achieves better combined
energy efficiency and throughput. [2] has a similar energy efficiency but has con-
siderably less throughput as compared to this work. [6] has a higher throughput,
but has an energy efficiency about 2× less than this work. A variation-resilient
sub-threshold design using TG logic instead of static CMOS logic facilitates the
design of high performance and energy efficient processors.

5 Conclusion

This paper presented an ultra-low-power16-bitmicroprocessor simulated in a 90nm
CMOS technology, operating in the sub-threshold region by lowering VDD down
to 150mV. The microprocessor achieves a computational performance of 2MIPS
at an energy per instruction of 0.48pJ. The first technique used to design this
variation-resilient and highly energy-efficient microprocessor is differential trans-
mission gate logic, because it appears to be excellent for robust sub-threshold logic
design. Pipelining is introduced in order to increase the throughput.Moreover, it is
shown that employing pipelining on circuits operating in the sub-threshold region
has a very beneficial impact on the energy consumption per instruction, resulting
in a better than state-of-the-art energy efficiency.
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Abstract. Harvesting energy from the environment in order to provide sensors 
with autarky entails many challenges. Foremost is the ability to match the ener-
gy uptake and storage, so that the maximal yield possible is attained. This in-
volves sophisticated analogue circuitry, to continuously match the harvesting 
element. It also involves digital logic exploiting features of the analogue mod-
ules, to quantify and control the energy budget at run-time. The overall goal 
was to minimize periods of energy starvation, as well as periods where  
harvesting is not possible, due to limited storage capacity. The present paper in-
troduces an on-chip vibration harvesting unit fabricated with the 0.35um AMS 
CMOS technology, feeding sensors in the presence of extremely volatile  
energy environments. It demonstrates both analogue and digital parts integrated 
on a 3.06mm2 chip, as well as their coordination, targeting autarkic sensor  
operation.  

Keywords: Energy, Harvesting, Vibration, SEPIC, Ripple counter, SPI. 

1 Introduction and Related Work 

Exploiting energy harvested in erratic and unpredicted environments has been ad-
dressed in a variety of ways and applications, highlighting different flavours of energy 
sources [1-6]. In [3], the tight coupling between temporary power levels and achieva-
ble voltages can allow operation of a DSP within a wide spectrum of harvesting inten-
sity. This tight coupling amounts to changing the supply voltage, while controlling a 
commensurate DSP frequency at the same time.1 
                                                           
1  Research activities that led to the results reported here were co-financed by Hellenic Funds 

and the European Regional Development Fund (ERDF) under the Hellenic National Strategic 
Reference Framework (NRSF) 2007-2013, contract MICRO2-42 “Development of Innova-
tive Sensor Systems offering Distributed Intelligence – MEMSENSE”, within the Program 
“Hellenic Technology Clusters in Microelectronics”.  
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In this work, we envisage a looser coupling, made possible by state-of-the-art pow-
er conditioning circuitry, use of temporary power storage and intelligence in the pow-
er adaptation loop, provided by a fully fledged digital part. Information on the energy 
actually harvested is supplied digitally in a microcontroller-hosted algorithm [7]. The 
latter has a dual task, i.e. to prevent starvation of the energy stored to enable conti-
nuous operation, while ensuring at the same time that adequate capacity is provided, 
so that possible peaks of harvesting potential are absorbed.  

We address erratic, vibration-based energy harvesting, in uncontrolled environ-
ments and semi-periodic load servicing appearing in autonomous sensors tasks. Bat-
tery storage is available but to a limited degree and has to be optimally exploited, 
depending on the targeted application. This is performed through a tightly coupled 
analogue-digital design, able to absorb and quantify the harvested energy at run-time.  

The run-time quantification of the energy actually harvested comprises one of the 
main contributions of this work and it is performed through a 16-bit Ripple counter, 
bridging the analogue with the digital part. The count of absorbed energy, along with 
crude information about the state of the storage battery, can be led to a load control-
ling algorithm, which constitutes the procedural part of our self-contained module and 
it is presented in detail in [7].  

In this paper, key design choices and implementation details are outlined in Sec-
tions 3 and 4 respectively, whereas on-chip measurements and post-layout simulation 
results are presented in Section 5. Concluding remarks summarizing the contributions 
of this work are outlined in Section 6.  

2 Overall System Description 

The diagram of Fig. 1 presents the architecture of the proposed Autarky module, as a 
self-contained component. It can be fed by multiple external energy harvesting devic-
es and may serve a variety of possible load configurations, via a load battery (LB in 
Fig. 1), used as intermediate energy buffer. Under mild operating conditions, as ex-
posed below, “intelligence” in absorbing and controlling incoming energy ensures 
autarky under graceful degradation or upgrade of service, under the presence of wild 
environmental fluctuations of the harvesting potential. In this work, we focus on the 
on-chip design and implementation of the proposed Autarky module, harvesting ener-
gy coming from vibrations. However, the specific system can be used in applications 
exploiting either solar or alternative environmental energy sources.  

The system’s analogue circuitry, which is responsible for capturing energy and 
controlling its flow, rectifies power harvested from an off-chip vibration source and it 
converts the resulting DC level, thus feeding storage and load. A capacitor of some 
μFs, namely C in Fig. 1, acts as temporary storage, to smooth out the erratic source 
behaviour. The control part of the circuitry has the task to gracefully adjust consump-
tion and thus the service provided, in the presence of short and medium term fluctua-
tions of the power uptake from the environment. It also supports this power uptake by 
ensuring available storage capacity, through enhancement of the service provided.  
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Fig. 1. Block diagram of the proposed on-chip Autarky Module 

This paper puts emphasis on the progress achieved in monitoring and quantifying 
harvested energy at run-time. Through an on-chip mixed-signal (analogue - digital) 
design, as shown in Fig. 1, we ensure that a counter effectively measures the energy 
absorbed by the power module. This information, capable of responding to short-term 
fluctuations of harvesting potential, greatly enhances the adaptability and reaction 
speed of the developed on-chip harvesting unit.  

3 Matching, Conditioning and Absorbing Harvested Energy 

The analogue part, which is responsible for input rectification and load battery sto-
rage, is designed to match the impedance between transducer and rectifier, as well as 
between rectifier and DC-DC converter. Impedance matching aims at eliminating 
energy loss and signal propagation delay between these stages. The input of the left of 
Fig. 1, terminating the energy harvesting device, has to match the U-I characteristics 
and the spectral behaviour of this device as power source. 

There is a two sided view on the overall configuration of the analogue part, as 
shown in Fig.1. One concerns matching to the vibration source, the second offering a 
match to the load. The Rectifier is driven by an AC input provided by the micro-
generator and its output feeds the DC-DC converter. A full-wave rectifier offers a 
relatively higher efficiency than half wave rectifiers and voltage doublers. However, a  
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MOSFET bridge rectifier in series with an “active” diode was selected for synchron-
ous rectification. This ensures low-power operation, combined with the maximum 
achievable efficiency. The designed rectifier is able to operate with AC input signals 
of 2-5V in amplitude and 50-150Hz in frequency. The rectifier is bypassed in case of 
using a more traditional harvester, like a solar cell, as shown in Fig. 1, fed with DC 
input.  

During DC-DC conversion, the input voltage level is converted to the desired one, 
by temporarily storing the collected input energy and subsequently releasing it to the 
output. This offers higher power-efficiency, compared to any linear type voltage con-
verter. Hence, a SEPIC (Single-Ended Primary-Inductor Converter), whose schematic 
is given in Fig. 2, is selected, due to its up/down level conversion capability.  

The SEPIC converter uses two inductors to store incoming energy and a capacitor 
to isolate the input from the output. The SEPIC designed in this work is based on a 
fixed frequency, voltage-mode Pulse-Width Modulation (PWM) controller. In order 
to reduce the required inductance of the SEPIC, the operating frequency of the PWM 
circuit is in the order of hundreds of MHz. The regulated output voltage across the 
output capacitor (Cout of Fig. 2) of the designed converter, charging the battery of Fig. 
1 (LB), is set to 4.2V.  

 
Fig. 2. Schematic diagram of the SEPIC DC-DC converter 

The SEPIC’s output is dedicated to load the battery of Fig. 1 (LB), to store the 
energy harvested and absorbed into C. This function is in the context of storing the 
captured energy from vibrations. Therefore, the SEPIC is enabled or disabled, de-
pending on the voltage level across C. This is monitored by an Under-Voltage Lock-
out (UVLO) circuit, involving voltage comparators and an RS flip-flop. The UVLO 
disables SEPIC, if the voltage across C is below the threshold Vref_stop (1.152V).  

Then, the system enters a “power-saving” mode. The converter is enabled again, 
when the capacitor’s C input voltage rises beyond the desired level, namely Vref_start 

(2.296V). The UVLO’s comparator generates a negative edge pulse, which resets as 
RS flip-flop, inverting the pulse and triggering a digital ripple counter. This pulse 
triggers a ripple counter, the output of which is an indication for the energy actually 
harvested and absorbed in the LB, throughout SEPIC. Optionally, the same UVLO, 
tuned to higher Vref_start/Vref_stop, could be used to monitor the battery’s voltage level. 
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4 Harvested Energy Estimator 

The main contribution of this paper, which differentiates it, to the best of our know-
ledge, from most of the relative published works, is focused on the run-time quantifi-
cation of harvested energy events, generated from vibrations. These are captured at 
run-time by the analogue circuitry of Section III, which monitors the charging and 
discharging of the intermediate capacitor C, feeding the SEPIC. However, a real-time 
on-chip estimation of the harvested energy also requires a digital datapath module, 
endowed with the possibility of efficiently mapping each charging of C to a specific 
action.  

Thus, our intention was the design of a low-complexity digital circuit, able not on-
ly to update, but also to accumulate the times C has been charged to Vref_start. For such 
purposes, a 16-bit counter was selected, due to its tolerable silicon area and its ability 
to map incoming energy events to counts. The selected bit-length combined accuracy 
with low complexity.  

Each time the voltage across C reaches Vref_start, a pulse is generated from the input 
UVLO’s comparator, setting the RS flip-flop, which produces the counter’s clock and 
triggers the counter. When C is discharged to Vref_stop, the RS flip-flop is reset and this 
is the end of the clock’s pulse width.  

Hence, the arrival of a new rising clock edge is determined by the capacitor’s vol-
tage level and thus, by the amount of energy actually harvested. The total number of 
charge cycles of capacitor C is maintained and updated by the counter.  

As the proposed system is likely to operate in energy-starving environments, long-
term idle periods between consecutive counts are possible. Therefore, the counter’s 
clock frequency is expected to be be relatively low (around KHz) and of unpredicta-
ble duty cycle. Such a constraint, imposed by the environment, led to the selection of 
a Ripple scheme, instead of well-known low-power counter designs (e.g. Gray). 
However, the proposed counter comes along with a clock-gating circuitry, also de-
picted in Fig. 3. The Ripple’s clock should be gated by the microcontroller during idle 
periods between consecutive vibration harvesting events, to prevent a counter’s in-
crement while attempting to read its current value.  

Such idle periods leave sufficient timing slack to the microcontroller for reading 
the counter’s value. Therefore, a bit-serial transfer of the counter’s bits was selected, 
instead of a bit-parallel interface incurring extra silicon area and power, as well as a 
larger package, due to the additional I/O pads.  

Hence, a Serial Peripheral Interface (SPI) module is selected to transmit the accu-
mulated counts to the off-chip microcontroller. The specific component is differen-
tiated from a typical SPI slave, as SPI_MOSI input is a control signal, instead of car-
rying data sent by the master (microcontroller).  

In Fig. 3, the SPI_CLK input pin, controlled by the microcontroller, clocks the in-
ternal shift register, whose input data pins are controlled by a 2-to-1 multiplexer. The 
latter is controlled by SPI_MOSI, selecting either the 8 LSB (‘0’) or the 8 MSB (‘1’) 
counter bits. Once SPI_CS is set, the 2-1 MUX output is loaded into the shift register 
at the positive edge of the SPI_CLK clock. When SPI_CS is deactivated, the shift 
register starts to serially transfer the previously loaded 8 LSB or MSB counter bits 
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through SPI_MISO, according to Fig. 3. In Fig. 4, the waveform demonstrates the 
counter’s 8 LSB transfer, requiring 9 SPI_CLK cycles. Consequently, the counter’s 
reading is completed after 18 such clock cycles.  

Regarding Overflow, namely the digital module’s second output, it is set when the 
counter’s bit 15 (counter’s Q15 output, according to Fig. 3) rises, signifying 32768 
captured incoming energy events. Optionally, the microcontroller could be exploited, 
in order to reset the counter and flush the already captured charges of C to Vref_start, by 
connecting Overflow to one of its interrupt input pins. 

 

Fig. 3. The system’s digital part demonstrating the 16-bit clock-gating Ripple counter, coupled 
with the proposed customized SPI module 

 

Fig. 4. The SPI read phase of the Ripple counter’s 8 LSB bits 

5 Measurements and Experimental Results 

Post-layout simulations were performed in Cadence Virtuoso ADE [10], using Spec-
tre simulator and operating at typical conditions. The analogue core’s (ASC_A) vol-
tage was 3.3V, while the corresponding I/O pads operated at 4.2V. Both the digital 
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core’s (ASC_D) standard-cells and its pads work at 1.8V. For the fabrication, a 44-pin 
JLCC package was selected to fit to the 3.06mm2 chip’s silicon area.  

The post-layout simulations are coupled with measurements validating the chip’s 
functionality, while harvesting energy from vibrations. These are produced by a 
MIDE V25W [9] piezoelectric harvester at 90Hz, feeding the rectifier’s input.  

Based on this setup, we demonstrate the rectifier’s output in Fig. 5. The input gener-
ated by vibrations is the blue-colored waveform, whereas the narrow-width red-colored 
pulse is the input UVLO’s output, driving the Ripple counter’s clock, as Fig. 1 shows. 
Also, in Fig. 6, the SEPIC’s output is given to validate that harvested energy is trans-
ferred from the rectifier to the DC-DC converter and then to the load battery, LB. 

 
Fig. 5. The on-chip measured Rectifier and input UVLO outputs 

 

Fig. 6. The SEPIC output, depicted by the red-colored waveform 
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These measurements are in agreement with the conducted post-layout simulations 
results, based on the two scenarios involving SEPIC (enabled/disabled by the input 
UVLO). The results demonstrate the system’s total power dissipation, when the rec-
tifier is fed with an AC input of 3.5V and 100Hz.  

The conducted total power when SEPIC is enabled reaches 100μW. When the input 
UVLO disables SEPIC, the average consumption falls down to 2μW, including the 
digital part’s share. The latter is negligible, due to the counter’s low operating voltage 
(1.8V) and clock frequency, around 1KHz. The system’s maximum (%) efficiency 
(VSEPIC,out/VRectifier,in) derived from these simulations reached 73%.  

 

Fig. 7. Microphotograph of the 3.06mm2 chip, fabricated with the 1.8V AMS 0.35um CMOS 
technology  

6 Conclusion, Discussion and Hints for Future Work 

The present work introduces an on-chip Autarky Module fabricated with the 0.35um 
AMS technology, dedicated to power sensors and relative autonomous devices. Its 
key feature is the run-time quantification of harvested energy, while operating in er-
ratic environments. This is achieved through a digital counter exploiting state-of-the-
art analogue circuitry, to estimate the energy absorbed in real time. 
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Abstract. This paper investigates design and implementation issues
of all-digital delay sensors implemented on FPGAs. The delay sensors
discussed here are suitable for monitoring of digital systems during
operation. Two topology families are studied. Focusing on power
reduction in addition to quality of measurement, corresponding power
dissipation reduction techniques are introduced, fully characterized
by measurements on actual FPGA hardware implementations. The
proposed delay sensors derived by means of an introduced design method,
reduce power consumption by 31% for cases of practical interest.

1 Introduction

A delay sensor is a circuit able to detect time deviation in an electronic
system. The delay fluctuations have an impact on both functionality and power
consumption of a digital system. Many factors lead to delay variation and,
through that, to functional failure. Some of the most important factors are
the thermal conditions of the circuit, IR drop and voltage variation, switching
activity, heavy computing load in case of processors, manufacturing defects,
circuit density, circuit neighborhood, parasitic capacity and so on [1][2]. In most
circuits it is possible to detect the critical path of a circuit in the pre-synthesis
phase [3]. In modern technologies the maximum-delay critical path may change
during system operation rendering delay variation detection useful. Apart from
circuit functionality, delay variation leads to power consumption increase [4].

In the approach adopted in this paper, delay circuits monitored based on
the principle of proximity, i.e., by assuming that similar conditions affect
neighbouring circuits in a similar matter. Further use can be found by observing
that there is linearity between delay measurement and thermal conditions. In fact
using a converting function, it is possible to correspond the delay measurement
to temperature indication [4][5][6].

In this paper two topologies of delay sensors are studied and characterized.
Design improvements for low power are introduced along with a design space
exploration which quantifies power consumption results and the resolution of
measurement.

The study presented here is focused on FPGAs. Since FPGAs can speed up
the prototyping process, they are suitable for verification and acceleration. In
addition, state-of-the-art indicates the use of FPGAs as reconfigurable hardware
units able to accelerate different processes. The proposed all-digital sensors can
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Fig. 1. Delay detection on Feed-forward topology

be implements either using FPGAs LUT or as a hard block on ASIC technology.
Moreover, the proposed all-digital sensors can assure the functionality on FPGAs
while offering an indication of power consumption variance due to delay variance.

The remainder of this paper is organized as follows. In Section 2 the delay
sensor topologies and the principles are presented. Section 3 presents the designs
and the power consumption of delay sensors. Section 4 introduces the optimal
low power consumption designs. In Section 5, the results of both resolution and
power consumption are highlighted. The paper concludes in Section 6.

2 Delay Sensor Topologies Principles

Digital delay sensors can be categorized according to their operating principle.
A delay sensor comprises two components, one that produces a signal sensitive
to delay variation, and a second that quantifies the delay by observing the delay-
sensitive signal. The operating principle of the former component is that a signal
passes through several identical elements that introduce a propagation delay
to it.

We study two topologies for the structure of the delay-sensitive part, namely
the feed-forward topology and the feedback loop topology. In the feed-forward
topology, the delay sensitive signal is produced by a non-feedback circuit. The
principle of the feed-forward is topology presented in Fig. 1. Once the system
is enabled, a single pass suffices to quantify the delay. In the feedback-loop
topology, a signal traverses a feedback loop for a certain period of time. The
advantage of the second topology is that it reuses circuit elements to form a
loop in order to magnify the delay effects and, therefore, it occupies significantly
smaller area on the die. The second topology can be considered as a folded
implementation of the first [7].

Delay sensors that adopt the feed forward topology can exhibit greater
variance and lack of the homogeneity, resulting in substantially increasing the
cost of hardware. Furthermore, the physical placement of a sensor adopting the
particular topology can be considered challenging in order to achieve proximity
to specific units of interest, in the monitored system. This architecture can
be considered as a very long chain of identical delay elements. In order to be
physically close to the functional units, great effort is required to achieve proper
placement. Therefore, an approach is to implement multiple crossings of the
delay chain through the functional unit of interest can be adopted.
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Feedback loop sensors require a small number of identical delay elements
connected in a loop. The loop topology magnifies the delay sufficiently enough,
so that a counter or another counting structure is able to measure this delay.
The operating principle of the feedback loop topology is clarified in Fig. 2.
Due to the small number of delay elements, the design is compact and the
placement in the monitored system is simplified. Furthermore, this architecture
allows the implementation of large numbers of sensors in a system, i.e., it allows
the implementation of a multi-sensor system providing higher accuracy and even
the ability of delay variation spread prediction in the system, in some cases.

3 Delay Sensor Designs

3.1 Feedback-Loop Delay Sensor Design

Ring oscillators can be categorized as feedback-loop delay sensors, and can be
used as clock generators, delay sensors and thermal sensors [6][8][9]. If a delay is
added to the ring then the generated frequency decreases, hence, in a particular
time frame, the number of the clock edges would be less. Using a fixed-length
counter, it is possible to measure the frequency of the clock generated by a
ring oscillator. The counter is fed with the generated clock which works as a
gated clock. Thus, every edge is detected while there is no need for a high-speed
sampling mechanism. The only constraint is that the generated clock must be
slower than the critical path of the counter determined by the length of the
counter in bits. Using the datasheet [10] of the target FPGA device the maximum
frequency of the counter is quantified. The organization of the feedback-loop
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approach is depicted in Fig. 3, comprising the ring oscillator and a counter.
Each element is implemented using LUT while the counter uses a DPS48 on
Virtex-5 technology.

The operation frequency of the counter is determined by the ring oscillator
through the number of taps N . The operation time interval denoted as L,
contains the number of complete oscillations of the ring oscillator signal and
it is defined by an FSM clocked by the system clock. Eqs. (1)–(3) present the
dynamic energy consumption of the delay sensor.

Pring = N · Pinv = N · Cinv · V 2
DD

2 ·N · tp =
Cinv · V 2

DD

2 · tp ⇒

Ering = L · tclk · Cinv · V 2
DD

2 · tp (1)

Pcounter =
Ccounter · V 2

DD

2 ·N · tp ⇒ Ecounter = L · tclk · Ccounter · V 2
DD

2 ·N · tp (2)

Edelay sensor = Ering + Ecounter + Efsm ⇒
Edelay sensor = L · tclk · Cinv · V 2

DD

2 · tp + L · tclk · Ccounter · V 2
DD

2 ·N · tp + Efsm (3)

The total required energy is composed of the energy consumed by the ring
oscillator Ering, the energy consumed by the counter and the control denoted
as Ecounter and Efsm respectively. The energy consumption of the ring oscillator
is proportional to the time interval length L, to the system clock tclk and to the
square of the source voltage denoted as V 2

DD.Cinv and tp represents the capacity
and the propagation delay of an inverter respectively. The energy consumption
of the counter is inversely proportional to the number of N stages of the ring
oscillator because of the generated frequency and proportional to the L factor.
The effective capacity is denoted as Ccounter.

The two factors N and L determine the power consumption and at the same
time, the resolution of the delay sensor. The resolution is proportional to the
maximum counted edges given by

Counteredges =
L · tclk
2N · tp (4)

Hence, there is a relation between sensor resolution and its power consumption.
A design space exploration takes place in order to find a (N,L) point where the
desired measurement resolution is achieved with the lower power consumption.

3.2 Feed Forward Delay Sensor Design

In the feed-forward topology, a cascade of delay elements increases the
propagation delay of a signal. The design presented resembles the principle of [11]
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which refers to a transistor-level implementation. By sampling the delay elements
output every few stages, the signal delay propagation is quantified. If the delay
increases, then the signal propagates through fewer elements in a specific time
interval. Measuring the number of elements through which the signal propagates
gives an estimation of delay. As delay elements in this structure, it is possible to
use buffers or transparent latches or any structure which does not alter the signal
value. By capturing the signal propagation path length, storing into registers and
reading the outputs of the registers gives a delay estimation. The organization
of the feed-forward approach is depicted in Fig. 4.

The number of minimum N taps is proportional to the length of the time
interval T ·tclk that the signal is allowed to propagate through the chain following

N · tp = T · tclk ⇒ T ≤ N · tpmin

tclk
. (5)

The tclk is referred to the system clock while tpmin presents the minimum
propagation delay of a latch. The T factor has a lower limit proportional to
the minimum propagation delay of the latch (fast propagation delay)and can be
set using an FSM clocked by the system clock. A difficulty in the implementation
of this topology is identified in the complexity of the mechanism which samples
the output of the delay elements. This sampling logic requires a number of scan
flip-flops equivalent to the number of the delay elements which are flip-flops with
the additional ability of forming a shift register through which their values can be
shifted out, hence an additional logic level comprising multiplexers is required.
In Fig. 4 there is a chain of latches, flip-flops, multiplexers, an FSM implemented
using FPGAs LUT and a counter implemented using FPGA DSP48. The flip-
flops and the multiplexers implement a shift register used to capture the values
of the latches and subsequently transfer them, in a serial way, to a counter which
computes the number of delay elements through which the signal propagated. In
this approach, there is only the input signal and the propagation signal passes
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Fig. 5. Introduced low power adaptive ring oscillator

through the chain cannot be stalled. As a result, the flip-flops should be well
synchronized in order to be able to capture the length of the signal propagation
in a given time interval with accuracy.

The power consumption in the feed-forward approach is relatively high
compared to the feedback loop organization. Since it is not possible to terminate
the propagation of the signal though the delay chain, even if the propagating
signal does not reach all elements to measure delay, it would eventually reach all
stages of the chain at some point. Furthermore, power is consumed by the flip-
flops as well. The process of resetting the flip-flop chain can be implemented by
means of a reset signal. There is also power consumption at the multiplexers and
at the counter as well. Finally there is the power consumption on the counter.
The sum of all power dissipation components is

Pfeed forward = N · [Pdelay + Pregister + Pmux] + Pcounter + PFSM (6)

Compared to the feedback loop topology, in this topology the power consumption
of the main body of the delay sensor, i.e., the chain, is only a fraction of the total
power consumption. The reduction of the power cannot be significant without
compromising accuracy since a lot of the elements are responsible for the power
consumption which cannot be removed.

4 Proposed Low-Power Delay Sensors

4.1 Feedback-Loop Low Power Design

To reduce power consumption in the feedback-loop architecture, the architecture
presented in Fig. 5 is introduced. In this architecture, there is an additional
mechanism providing the ability to enable or disable a part of the ring oscillator.
Enabling the additional part, the produced frequency is reduced and thus the
power consumption is only a fraction of the initial power consumption. In case
of additional resolution is required, only the N1 part, as denoted to Fig. 5, is
used and thus higher frequency is generated by the ring oscillator. This design
combined with a dynamic change of the L factor during runtime is able to further
reduce the power consumption. The total power consumption of the proposed
organization can be described by

Ptot = a · PN1 + (1− a) · PN1+N2 (7)
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where a denotes the percentage of the time where only the N1-length part is

active. Let β denote the ratio β =
PN1

PN1+N2
. Then, power reduction γ due to (7)

is computed as

γ =
a · PN1 + (1− a) · PN1+N2

PN1+N2

= 1− a+ a · β = 1− a · (1− β) (8)

As an example assuming β = 0.7 and a = 0.3, then γ = 0.91.

4.2 Feed Forward Low Power Design

One method to reduce both power and space requirements in the feed forward
sensor is to reduce the number of the registers and multiplexers required in the
capturing part. This can be achieved when it is possible to estimate the minimum
and maximum length of the propagation of the signal in advance. This based on
(5) which defines the T factor proportional to the N factor. Since the T factor
is determined, the measured propagation can be calculated as

Kp = T · tclk
tp

(9)

thus, the number of the counted edges is upper and lower bounded. The upper
limit equals to N while the lower limit is proportional to the slowest delay
propagation

tclk
tpmax

≤ Kp ≤ N (10)

thus, if the maximum propagation delay of latches denoted as tpmax is known, it is
possible to remove the unreachable registers from the scan chain. Such a design is
depicted in Fig. 6. Since the minimum delay is estimated, the number of flip-flops
is reduced by removing those that correspond to the shortest signal propagation
anticipated. Due to circuit simplification power reduction is achieved.

5 Experimental Results

In this paper, we experimentally characterize the delay sensors by means of an
extensive design space exploration. An experimental setup has been developed



Low-Power Delay Sensors on FPGAs 201

400

600

800

1000
C

ou
nt

m
ax

-C
ur

re
nt

 co
u

nt
 in

d
ic

at
io

n

10* temperature

Heater Frequency

Ring Oscillator Center

Ring Oscillator Top Right

0

200

0 200 400 600 800 1000 1200 1400 1600 1800

C

Step

Fig. 7. Feedback loop sensitivity

20

30

40

50

60

70

80

90

C
ou

nt
er

 D
if

fe
ra

nc
e

Latch chain Temperature

0

10

0 200 400 600 800 1000 1200 1400 1600 1800

Step

Fig. 8. Feed Forward Sensitivity

in hardware in order to emulate and control real time in-die conditions. To
evaluate resolution, we use as a reference point the temperature sensors available
on chip in the target FPGA, namely a Virtex-5 on the ML507 evaluation board
[12][10]. Several techniques have been reported in the corresponding literature
[13][6] to heat up an FPGA, such as the use of external heater or supply
voltage manipulations. In this study, a design with specific characteristics is
implemented as a heater. This design has the maximum switching activity and
utilizes large numbers of low-complexity circuits. The controllability is sought
through controlling the clock frequency of the heater. This can be achieved by
using a Digital Clock Manager (DCM) [12] in dynamic reconfiguration mode.
In this study every experiment lasts about two hours and 1800 measurements
are taken. Heater clock frequency spans a range from 0 to 320 MHz in 60
steps. Several experiments took place in order to verify the delay sensing of
the introduced architectures.

Figs. 7 and 8 depict the sensitivity of a resolution of the delay sensor compared
to the indication of the on-chip temperature sensor. These results show the
difference between the maximum possible value of the counter indication minus
the corresponding counter indication. In Fig. 7 the sensitivity of a feedback loop
architecture that uses a five-stage ring oscillator (N = 5) is presented while the
L factor is set to 5000 time units referred to a 100 MHz clock. In Fig. 8 a latch
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Fig. 9. Experimental Energy consumption

Fig. 10. Theoretical Energy consumption

chain of 2000 taps is used and the T factor has the value of 100 using the same
reference clock.

Power consumption has been computed using the Xilinx XPower tool with
annotation information from VCD files obtained from ModelSim. According to
the results, the model of (1)–(3) is not able to describe the power consumption
fully since the factor of routing and physical placement should more accurately
be taken into consideration. Thus equations can only present an estimation
of the power consumption and cannot be used to provide measure of power
consumption to FPGA. In Fig. 9 the energy consumption of the feedback loop
architecture is depicted in a three dimensional plot as a function of N and
L. Fig. 10 depicts the theoretical energy of the feedback loop architecture. The
theoretical estimation based on (3) where the various coefficients are determined
by fitting to the experimental data. A similar analysis is presented in [14] where
the corresponding frequency of a ring oscillator as a function of power voltage
supply and temperature is presented. Here, we express energy as a function of
the design parameters N , L. In Figs. 9 and 10 the x-axis is the number of stages
in the ring oscillator N , the y-axis is the L factor and the z-axis is the energy
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demands counted in nJ (nano-Joules) per measurement. In Fig. 9, there are local
minima of power consumption, thus if a specific resolution is required, a reference
point with minima power consumption can be conduced.

By exploiting the exact shape of the energy surface, taking into consideration
sensor resolution requirements, energy minimization can be achieved. In
particular, options N and L are chosen for the ring oscillator architecture that
allow requires resolution at low energy consumption. As an example, it is possible
to reduce the energy by 31% given the desired resolution as depicted in Fig. 9,
where N and L can be set to (5, 18000) (point B) instead of (7, 18000) (point A)
to achieve a comparable resolution level.

6 Conclusion

This paper comparatively studies two topologies for all-digital delay sensors
and the corresponding FPGA implementation issues. The two topologies are
compared for power consumption and optimized topologies are introduced here
aiming on low power consumption. To our knowledge, the obtained circuits and
the corresponding design space exploration, are new. Given the detailed design
space, it becomes possible to define the factors N and L in order to achieve the
desired resolution with the minimum power consumption. An 31% reduction
of power consumption is achieved while maintaining comparable resolution
levels. In terms of resolution and power consumption the feed-forward topologies
cannot keep up with the feedback loop designs. Furthermore, the optimized
design presented in Fig. 5 can be used as a multi-resolution structure providing
even lower levels of power consumption dynamically traded for resolution. The
feedback-loop topologies offer a compact configurable design suitable for delay
variation observation and combined with the proper computation mechanism
capable of operating as thermal sensors. This paper presents a perspective of
analysis of delay sensor structures which highlights the impact of the parameters
on the power consumption and resolution.
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Abstract. In this paper, we model conditional communication primi-
tives of asynchronous circuits as three-valued logic operators and adopt
the theory of observability don’t cares to create a theoretical framework
that can be used to guide the optimization of conditional communication
in asynchronous circuits. In particular, using this framework we demon-
strate how operand-isolation cells introduced by standard synthesis algo-
rithms can guide the addition of conditional communication primitives to
surround blocks of asynchronous logic with conditional communication
reducing switching activity and power. Our experimental results show for
a 32-bit ALU, we achieve an average of 53% power reduction for about
a 4% increase in area with no impact in performance.

Keywords: Asynchronous Circuits, Observability, Operand-Isolation,
Three-Valued Logic, Conditional Communication.

1 Introduction

In asynchronous circuits, carefully designed conditional communication on chan-
nels allow sub-circuits to be active only when necessary computation is per-
formed [1]. Some asynchronous flows translate the conditionality that is explicit
in the high-level specification into conditional communication [2]. Others trans-
late clock-gating structures derived from an RTL description to conditional asyn-
chronous split-merge architectures [3,4]. Our focus is a recently commercialized
ASIC flow for high-performance asynchronous circuits called Proteus [5] that
uses commercial synchronous synthesis and place-and-route tools.

In order to improve power-efficiency, Proteus relies on the designer to man-
ually decompose the high-level specification and introduce conditional commu-
nication. Manual decomposition is tedious and error-prone. This paper provides
a theoretical framework that allows automation of this task and moreover en-
ables using commercial synchronous power-optimization tools and the adoption
of common power-optimization techniques, such as operand-isolation [6] and
clock-gating which are largely based on observability don’t cares (ODCs) [7].
The contributions of this paper are as follows:
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(a) Proteus Flow

module ALU( e1of2_4.In OP,
e1of2_32.In I1,I2
e1of2_32.Out O);

logic [4-1:0] op;
logic [32-1:0] i1, i2, o;
always begin
forever begin

I1.Receive(i1); I2.Receive(i2);
OP.Receive(op);

unique case (op)
4’b0001: o = i1 & i2 ;
4’b0010: o = i1 + i2 ;
4’b0100: o = i1 - i2 ;
4’b1000: o = i1 * i2 ;

endcase
O.Send(o);

end //forever
end //always

endmodule

(b) ALU in SystemVerilogCSP

Fig. 1. A 32-bit ALU and its WRAPPER with isolation cells

• The single-rail synchronous model of asynchronous netlists in Proteus is en-
hanced and formalized by adopting a three-valued logic system to model the
absence of communication on channels. The theory of observability don’t care
is applied to this system which allows adoption and reasoning about mature
synchronous power optimization techniques for asynchronous systems.
• A novel application of this model for automatic implementation of operand-

isolation using synchronous CAD tools is presented. Moreover, a cost function
for pre-layout evaluation of the addition of isolation cells is provided.

2 Background and Motivation

Proteus [5] is a commercially-proven asynchronous ASIC flow illustrated in Fig-
ure 1a. It supports a class of communicating sequential processes (CSP) [8] that
consist of an initialization block followed by a forever loop. In this flow, the first
step is to convert the high-level specification, described in SystemVerilogCSP
(SVC) [9], to a synthesizable single-rail RTL netlist called WRAPPER. As an
example, the SVC description and the corresponding WRAPPER for a 32-bit
ALU are illustrated in Figure 1b and 2a. The WRAPPER instantiates special
RECEIVE/SEND library cells to model conditional communication and a syn-
thesizable RTL-BODY that implements the core logic of the process. In this
model, each iteration of the forever loop in the SVC description is mapped into
one clock cycle of RTL-BODY. In the case of conditional inputs, the RTL-BODY
asserts the condition of the communication on each RECEIVE cell’s E input.
Only if the condition is 1 , does it consume the RECEIVE cell’s output port R.
RTL-BODY then calculates and asserts the output data and output condition
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(a) WRAPPER with
AND-based isolation cells

(b) Replacing AND gates with
conditional communication

Fig. 2. A 32-bit ALU before (left) and after (right) proposed optimization

values on each SEND cell’s E and L ports respectively. The data is asserted
on the SEND cell’s R only if its E is 1 . Currently, the exact behavior of RE-
CEIVE/SEND cells in this single-rail model is not defined. This paper proposes
a formal definition based on three-valued logic in Section 3.

By delegating conditionality to stand-alone library cells, the RTL-BODY be-
comes a synthesizable unconditional module, i.e., in each clock cycle all of its
inputs are available and all of its outputs are asserted. The synthesis tool rec-
ognizes RECEIVE and SEND cells as hard macros and only synthesizes the
RTL-BODY into a netlist of image library cells, i.e. single-rail cells that do not
physically exist, but are replaced by their real asynchronous dual-rail/1-of-N
equivalents after synthesis. These real cells are then clustered into asynchronous
fine-grained PCHB [10] pipeline stages. The RECEIVE/SEND cells are also
replaced by their real asynchronous dual-rail/1-of-N equivalents. Due to the
fine-grained nature of PCHB template, clustering yields a complex non-linear
pipeline. Asynchronous pipeline optimization algorithms [11] are then applied to
ensure meeting the target throughput. Finally, the asynchronous netlist is given
to a commercial place-and-route tool for physical design.

It is important to note that the Proteus flow supports conditional communi-
cation only at the boundary of SVC descriptions using RECEIVE/SEND cells
described in Figure 3. When the value of the token [1] on channel E of a real
RECEIVE cell is 0 , no token is received on its input channel L. Similarly, if the
value of the token on channel E of a SEND cell has value 0 , no token will be sent
on its R channel, and hence no switching at its output. On the other hand, the
internals of each CSP process (modeled by RTL-BODY) is implemented with
unconditional asynchronous cells, i.e., every real library cell implementing RTL-
BODY expects a token on all of its input channels before generating its output
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always begin
E.Receive(e);
if (e==1) L.Receive(d);
else d=0; //dummy value
R.Send(d);

end

(a) RECEIVE

always begin
E.Receive(e);
L.Receive(d);
if (e==1)

R.Send(d);
end

(b) SEND

Fig. 3. SVC description of real RECEIVE and SEND cells

token. Therefore, if the value of the token on E is 0 , RECEIVE still sends a
dummy token with value 0 . Similarly, when the token on channel E of a SEND
cell is 0 , this cell still expects a token coming from a real asynchronous cell on
its L channel although it does not generate any output token on its R channel.

2.1 A Motivating Example

Operand-isolation is the direct application of observability don’t cares, where
propagation of switching activity through mathematical operators is blocked by
placing isolation cells (such as AND gates) at inputs of operators whose outputs
are often not observable [6]. Consider the 32-bit ALU described1 in SVC in
Figure 1b. The synthesized WRAPPER in which AND-based isolation cells are
automatically inserted by the RTL synthesis tool is shown in Figure 2a. Notice
that since in this example all inputs and outputs are unconditional, the enable
inputs of RECEIVE/SEND cells are connected to 1 .

Although AND-based isolation cells are effective in synchronous design, they
will not block the propagation of switching activity in the resulting asynchronous
netlist. In particular, after replacing the image cells with their asynchronous
counterparts, the AND cells associated with an isolated operator still uncondi-
tionally send the value 0 to down-stream stages. Moreover, unlike in synchronous
netlists, using dual-rail/1-of-N handshaking forces switching activity on data
wires even if the same value is sent on a channel over and over.

Our proposed solution, illustrated in Figure 2b, is to automatically and opti-
mally translate these isolation cells into additional SEND/RECEIVE cells that
truly isolate the operands by introducing additional conditional communication
into the circuit and thus reduce switching activity. We use three-valued logic
model to prove the correctness of our approach.

3 Three-Valued Logic Observability Conditioning

Three-valued logic (3VL) has been used for synthesizing asynchronous systems in
a variety of forms (e.g. [13]). In this section, we adopt a 3VL model to introduce
1 In SVC, M 1-of-N channels are modeled by an interface [12] called e1of_N_M. The

N in 1-of-N channels should not be confused with the proposed N value in Sec. 3.
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and optimize conditional communication in a circuit. In particular, we model
the image netlist of Proteus as a network of 3V gates, where the RECEIVE and
SEND cells are also modeled as 3V functions.

Each variable can take one of the three values in the set T = {0 , 1 ,N }. Values
0 and 1 are the common two Boolean logic values. The value N models the
condition of no communication (a.k.a a spacer [1]) on a channel and should not
be confused by the traditional concept of a don’t care. Variables are updated
based on a set of 3V tables as exemplified in Figure 4. The ∧ and ∨ operators
behave similar to Boolean AND and OR operators as long as none of the inputs
is N , otherwise the output becomes N . By definition, the inverting operator ¬
(not shown) behaves like the Boolean inverter when its input is 0 or 1 , but its
output is N , when its input is N . The output of the equivalence operator ≡
always has a value of 0 or 1 . The RECEIVE operator (denoted as �) behaves
like a buffer when its enable input E is 1 . If E is 0 , the output is always a
dummy value 0 . The SEND operator (denoted as �) also behaves like a buffer
when E is 1 . However, the SEND’s output is N when E is 0 or N .

A
∧ 0 1 N
0 0 0 N

B 1 0 1 N
N N N N

(a) A ∧ B
(Logical AND)

A
∨ 0 1 N
0 0 1 N

B 1 1 1 N
N N N N

(b) A ∨ B
(Logical OR)

A
≡ 0 1 N
0 1 0 0

B 1 0 1 0
N 0 0 1

(c) A ≡ B
(Equivalence)

E
� 0 1 N
0 0 0 N

L 1 0 1 N
N 0 N N

(d) L�E
(RECEIVE)

E
� 0 1 N
0 N 0 N

L 1 N 1 N
N N N N

(e) L�E
(SEND)

Fig. 4. Operators in three-value logic

A 3V literal [14] x ci

i is a 2V function of the form:

xci

i : T −→ B , xci

i = (xi ≡ γ1) ∨ (xi ≡ γ2) ∨ . . . (xi ≡ γk),

where γj ∈ ci ⊆ T , and B = {0 , 1}. For example, x {0 ,N} is 1 when x is 0 or N .
We use the term unconditional function to distinguish between logic functions

and SEND/RECEIVE operators � and �. In particular, a function that can be
obtained only by composition of ∧, ∨, and ¬ is called an unconditional function.
A combinational 3V network is a directed graph G(V,E), where V is the set of
nodes and E is the set of edges, in which each node represents a 3V function
with a single 3V output and several 3V inputs. Moreover, there is a directed edge
(u, v) ∈ E from node u to node v, if a function represented by node v explicitly
depends on the output variable at node u. A node v is unconditional if the
function represented by v is unconditional. The output of a 3V unconditional
function is N if and only if at least one of its inputs is N :

Lemma 1. Let y = f(x1, x2, . . . , xn) be an unconditional 3V function:

∃xi = N ←→ (y = N) (1 ≤ i ≤ n)
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Proof: Direct corollary of the tables of Figure 4 and the definition of uncondi-
tional functions. �

The next lemma states the right distributivity of a SEND function over an
unconditional function. Using this lemma, one can move a SEND node from the
output of an unconditional node to its inputs:

Lemma 2 (SEND Reconditioning). Let y = f (x) = f (x1 , x2 , . . . , xn) be an
unconditional 3V function, and e �∈ TFO(y), then2:

f(x1, x2, . . . , xn)�e = f(x1�e, x2�e, . . . , xn�e)

Proof (by case analysis on e):

• e = 0 : f (x)�0 = N Lem.1= f (N , . . . ,N ) = f (x1�0 , x2�0 , . . . , xn�0 )
• e = 1 : f (x)�1 = f (x) = f (x1�1 , x2�1 , . . . , xn�1 )

• e = N : f (x)�N = N Lem.1= f (N , . . . ,N ) = f (x1�N , x2�N , . . . , xn�N )
�

In a 3V network, we call two variables x1 and x2 synchronized , denoted by
x1 c©x2 , if the following expression is always 1 :

(x{0,1}
1 x

{0,1}
2 ) ∨ (x{N}

1 x
{N}
2 )

3.1 Observability Condition and Operand Isolation

In a 3VL network, the local observability partial care of input xj of a node
representing a function f is denoted as OPC (f ,C , xj ), where C ⊆ T is the set of
values that xj can take without affecting the value of f . OPC can be computed
using the following equation [15]:

OPC(f, C, xj) = f0
x

c1
j

f0
x

c2
j

. . . f0
xcn

j
+ f1

x
c1
j

f1
x

c2
j

. . . f1
xcn

j
+ fN

x
c1
j

fN
x

c2
j

. . . fN
xcn

j
, (1)

where f {l} : T n → B is a 2V function (l ∈ T ) of n 3V variables that defines the
set of minterms in T n in which the value of f is l. Function f l

x k
j
, k ∈ T is the

cofactor of f {l} with respect to literal x {k}
j . It is independent of xj and preserves

the onset of f {l} whenever xj = k .
The global observability partial care of a variable x in a 3V network, denoted

by GOPC (C , x ), is the condition under which the value of no output variables
of the network is affected as the value of x changes in the range C ⊂ T . It is not
hard to show:

OPC(f, C, x) = 1 −→ GOPC(C, x) = 1

The general idea of this paper is that if we know the output of a node is not
observable, we can transform the network into an equivalent network which may
consume less power. This is formalized as follows.
2 We let TFO(e) represent the transitive fanout of node e.
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Lemma 3. Let u be an unconditional node with inputs (x1 , x2 , . . . , xn) and out-
put y1 , implementing function y1 = f (x). For a variable e �∈ TFO(y1 ), if e{0}

implies GOPC(B, y1) = 1 and if ∀xi ∈ {x1 , . . . , xn} : e c©xi , replacing u with uc

implementing function y2 =
(
f (x)�e

)
�e preserves equivalence.

Proof (by case analysis on e): In the case e{0}, based on the assumption, it
is implied that GOPC (B, y1 ) = 1 , therefore replacing y1 = f (x) with y2 =(
f(x)�e

)
�e does not change the value of any primary output variable if we

show that when y1 takes values in B, y2 also only takes values in B:

∀xi ∈ {x1, . . . , xn} : e c©xi
Lem.1−→ y1 c©e

Therefore:

yB
1

y1 c©e−→ eB
Fig. 4d, 4e

−−−−−−−−−−→ yB
2

For the other two cases, we prove: y2 =
(
f (x)�e

)
�e = f (x) = y1 :

• e{1} : y2 =
(
f (x)�1

)
�1 = f (x)�1 = f (x) = y1

• e{N} : y2 =
(
f (x)�N

)
�N = N�N = N Lem.1= f (N , . . . ,N ) = y1

�
Lemma 3 states that if the output of a node u is not observable, one can add
a SEND followed by a RECEIVE at the output of u. Using Lemma 2, we can
move the SEND to the inputs:

Theorem 1 (GOPC Conditioning) Let u be an unconditional node with in-
puts (x1 , x2 , . . . , xn) and output y1 , implementing function y1 = f (x). For a vari-
able e : e �∈ TFO(y1 ), if e{0} implies GOPC(B, y1) = 1, and ∀xi ∈ {x1, . . . , xn} :
e c©xi, replacing u with uc implementing function f (x1�e, . . . , xn�e)�e pre-
serves equivalence.

Proof (by case analysis on e): In the case e{0}, the proof is similar to Lemma
3. For the other two cases we prove y1 = y2 :

y1 = f(x) Lem.3=
(
f(x)�e

)
�e

Lem.2= f(x1�e, . . . , xn�e)�e = y2

�
Theorem 1 says that knowing the observability of a function y = f (x1 , ..., xn),
one can isolate f by placing a SEND before all of its inputs and a RECEIVE
after its output as shown in Figure 2b without affecting the values of primary
outputs. In particular, we enable operand-isolation in the synchronous RTL-
synthesis tool and recognize that when the enable input e of the isolation cells is
0 , the output of the corresponding operator is not observable. When e evaluates
to 1 , just like AND-based isolation cells of Figure 2a, the values of the primary
outputs are unchanged. When e evaluates to 0 , the SEND cells generate an N
value at the inputs of the operator and the RECEIVE cells generate a 0 at
the output of the operator but based on Theorem 1, since the output is not
observable under this condition, the primary output values remain unaffected.
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Note that that RECEIVE cells are necessary to prevent the propagation of value
N generated by SEND cells associated with isolated operators through the logic
gates after the isolated operators.

3.2 Pre-layout Cost and Benefit Evaluation

The RTL synthesizer is constrained to add operand isolation only on non-critical
paths. It is desired to decide whether the extra switching power and area associ-
ated with adding RECEIVE and SEND cells is justified by the amount of saved
power before physical design. Here we present a pre-layout cost and benefit esti-
mation function to evaluate the cost and benefit of isolating each operator and
only commit the ones whose costs are justified by their benefits.

Let V be the set of all nodes in a given network and Vf ⊂ V be the set of gates
implementing a function f(x1, ..., xn). Let Wu be the switching power of each
gate u ∈ V when it is active, i.e. the amount of switching power necessary for
communicating on all input channels, calculating the output, and communicating
on the output channel. The total switching power of the circuit is P total, and
the switching power consumption in f without operand-isolation is P o

f :

P total =
∑
u∈V

Wu , P o
f =

∑
u∈Vf

Wu (2)

Assuming we know the activity ratio rf of each operator f (the ratio of the
iterations that f is executing useful operations to all iterations), the switching
power of f after isolation, P i

f , is:

P i
f = rf

∑
u∈Vf

Wu + K(n + 1) , 0 ≤ rf ≤ 1 (3)

where the second term accounts for switching activity of n isolating SEND cells
at inputs and one RECEIVE cell at the output. For simplicity, we assumed the
switching power for RECEIVE/SEND cells is K . We define the relative benefit
Bf of isolating operator f to be:

Bf =
ΔPf

Ptotal
=

P o
f − P i

f

Ptotal
(4)

The area cost of isolating f with n inputs and one output is Costf = L(n + 1),
where L is the area cost of a SEND or a RECEIVE cell.

3.3 Experimental Results

This section presents a case-study of an ALU, a classic example of where operand-
isolation can be beneficial. Assuming L = 1, the total pre-layout cell area es-
timation after synthesis is 1516 units. The area cost of isolating each operator
is 96 units: 64 SEND and 32 RECEIVE cells. To estimate the switching power
reduction, we used Equation 4 and a simple model in which the switching power
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of all cells are normalized and equal to 1 unit, i.e., ∀u ∈ V : Wu = 1, and
K = 1. Using Equation 4 with a uniform rf = 0 .25 for each operation, we get
BADD, BSUB ≈ 0% and BMUL = 53%, which suggests that the relative benefit
of isolating ADD and SUB is negligible, whereas the benefit of isolating MUL
can be significant.

Next, we implemented the proposed operand-isolation flow within Proteus and
used a commercial power analysis tool to estimate the post-layout power values
of the final asynchronous netlist. We used a proprietary TSMC 65nm PCHB-
based cell library for which unfortunately internal power was not available and
thus ignored. To measure switching power, we used a Value Change Dump [12]
file generated from simulating the post-layout asynchronous netlist at maximum
throughput (1.1GHz) with different mixes of op-codes.

Table 1. Post-layout total switching power measurements (mW ).
P o: No operand isolation. P i

M : only MUL is isolated.
P i

ASM : ADD, SUB, and MUL are isolated. P m: manual decomposition

Activity P o P i
M P i

ASM P m (P o−P i
M )

P o

(P o−P i
ASM )

P o

(P m−P i
ASM )

P m

rAND = 1 110 34 34 39 69% 69% 13%
rADD = 1 110 34 38 41 69% 66% 8%
rSUB = 1 110 34 38 42 69% 65% 9%
rMUL = 1 110 106 106 108 4% 3% 2%
rfi

= 0.25 110 52 54 56 53% 51% 3%

The results are shown in Table 1. In rows 2 to 5 , the ALU only executed
one type of operation. The last row shows the results when the ALU performed
random but uniformly distributed operations, i.e., for each operator f , rf = 0.25.
In this setting, if we only isolate MUL (P i

M ), the total switching power reduces by
53%. The fourth column (P i

ASM ) shows that if we simultaneously isolate ADD,
SUB, and MUL, the power savings drops to 51%, which is consistent with our
simple pre-layout analysis. Lastly, the last column shows the power savings of
our proposed method is better than those of a design in which the ADD, SUB,
and MUL are manually isolated via CSP decomposition. This suggests that not
only is the automatic approach efficient, but that manual decomposition suffers
from the fact that the synthesis tool cannot optimize across CSP boundaries.

The post-layout area cost of only isolating MUL is 4% whereas if we simulta-
neously isolate ADD, SUB, and MUL, the cost increases to 13%. In addition, the
area cost of our proposed method is lower than that of manual decomposition
by 8%, further indication of the efficiency of our approach.

Finally, it is important to note that the throughput of the circuits was not
impacted by the introduction of the SEND/RECEIVE, as the pipeline opti-
mization steps within Proteus automatically compensated for their existence.
Moreover, the RTL synthesizer was constrained to add operand isolation only
on non-critical paths.
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4 Summary and Conclusions

We presented an automatic method to reduce the power consumption of high-
performance asynchronous ASICs using operand isolation. We showed that in a
classic ALU executing uniformly distributed operations, a 53% power saving can
be achieved for only 4% area cost with no impact on performance. Our results
are comparable to what is achievable using manual decomposition.

While three-valued logic has been used for synthesizing asynchronous cir-
cuits in the past, we believe it is also a suitable framework for optimization of
conditional communication and can be used to formalize a range of other op-
timization techniques, including translating synthesized clock-gating structures
into conditional communication and optimizing the location of the boundary
between communication and computation cells.
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Abstract. This paper presents a Dynamic Power Management (DPM) frame-
work based on reinforcement learning (RL) technique which aims to save pow-
er in an Energy-Managed Computer (EMC) system with self power-managed 
components. The proposed online adaptive DPM technique consists of two lay-
ers: component-level and system–level global power manager (GPM). The 
component-level PM policy is pre-specified and fixed whereas the system-level 
global PM employs temporal difference learning on Semi-Markov Decision 
Process (SMDP) for model-free RL, and it is specifically optimized for a multi-
type application framework. Experiments show that that the proposed HPM 
scheme enhances power savings considerably while maintaining a good per-
formance level. In comparison with other reference systems, the proposed RL 
DPM approach performs well under various workloads, can simultaneously 
consider power and performance and achieves a wide and deep power-
performance tradeoff curves. 

Keywords: Dynamic Power Management (DPM), Reinforcement Learning 
(RL), Power optimization. 

1 Introduction 

Dynamic power management (DPM) refers to the selective shut-off or slow-down of 
system components that are idle or underutilized. Such technique has proven to be a 
particularly effective way of reducing power dissipation at system level [1]. An effec-
tive DPM policy should minimize power consumption while maintaining performance 
degradation to an acceptable level. The DPM methods proposed in the literature can 
be broadly classified into three categories: heuristic, stochastic, and learning based 
methods. The heuristic methods are based on the idea of predicting the length of idle 
time based on the computation history, and then shuts the device down if the pre-
dicted length of idle time justifies the cost. A decision to sleep will be made if the 
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prediction indicates the idle period is longer than a specific value (the break-even time 
Tbe). Among these methods Srivastava et al. [2] use a regression function to predict 
the idle period length while Hwang et al. [3] propose an exponential-weighting aver-
age function for predicting the idle period length. Such techniques perform well only 
when the requests are highly correlated and they do not take performance constraints 
into account. The stochastic approaches can take into account both power and perfor-
mance and are able to derive provably optimal DPM policies by modeling the request 
arrival times and device service times as stationary stochastic processes such as Mar-
kov Decision Processes (MDP) that satisfy certain probability distributions [4], [5], 
[6], [7]. The essential shortcoming of these methods is the need of an exact know-
ledge of the state transition probability function of the MDP. However, the workload 
of a complex system is usually unpredictable and its variations has a significant im-
pact on the system performance and power consumption. Several recent works use 
machine learning for adaptive policy optimization [8, [9], [10, [11]. Compared to 
heuristic policies, machine learning-based methods such as Reinforcement learning 
can simultaneously consider power and performance, and perform well under various 
workload conditions. 

All of the above-mentioned DPM works have focused on developing local compo-
nent-level policies. However, a number of built-in power-management solutions  
already incorporated into various standards and protocols cannot be changed because 
they ensure the correct functionality of a device running the related protocol. In  
this sense, we consider such a device as an uncontrollable or self power-managed 
component.  

A few research results related to the dynamic power management have been re-
ported. Reference [16] uses a similar system set-up as this paper, to resolve the DPM 
of a Computer with self power-managed components.  This approach is based on 
optimal policies that are computed offline using Continuous Time Markov Decision 
process (CTMDP) model of the system. In this approach, the request inter-arrival 
times and system service times are modeled as stationary processes that satisfy expo-
nential probability distributions which is not always realistic given that such parame-
ters are usually unpredictable. Reference [17] proposes a hierarchical adaptive DPM, 
where the term “hierarchical” refers to the manner in which the authors formulate the 
DPM policy optimization as a problem of seeking an optimal rule that switches poli-
cies among a set of pre-computed ones. 

In this paper, we develop a novel online adaptive approach for Dynamic Power 
Management (DPM) of a computer with self power-managed components. The pro-
posed approach consists of two layers: component-level and system–level global 
power manager (GPM). The component-level PM policy is pre-specified and fixed 
whereas the system-level global PM perform power management in a continuous-time 
and event-driven manner using temporal difference learning on Semi-Markov Deci-
sion Process (SMDP) for model-free Reinforcement Learning (RL) techniques. Using 
such RL approach, we do not assume that the characteristics of the power state transi-
tion are known, and we do not need to evaluate only one predefined policy, but to  
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simultaneously learn the optimal policy and use that policy to control. For the pro-
posed approach, the tradeoff between the power consumption and the performance 
(latency) can be controlled by a user defined parameter while reference [16] sets out 
to meet given performance constraints. We will also extend the work of reference [16] 
by considering non-stationary workloads: the optimal policy is learned under non-
stationary workloads. 

The remainder of this paper is organized as follows. Section 2 presents the DPM 
framework. Details of the proposed dynamic power management algorithm are given 
in Section 3. The experimental results are presented in Section 4, and we conclude our 
findings in Section 5. 

2 DPM Framework  

This paper focuses on reducing energy consumption of a computer system with built-
in component-level local power managers. Basically, we propose an indirect approach 
that regulates the requests service flow of the self power managed components.  
Timeout policies are considered to be used for these local self power managed com-
ponents. Under these policies, a Local Power Manager (LPM) directly controls the 
state transitions of the device. At the same time, the system-level Global Power Man-
ager (GPM) helps the local power manager improve power efficiency by performing 
service flow regulation.  

2.1 Model of the Service Request and the Service Provider 

The workload source (SR), in general, has a non-stationary behavior. 
For the sake of simplicity, let us consider a service provider (SP) device with three 
main states of active (A), idle (I) and sleep (S). The definition of the active state is 
that the SP is in its fully functional state and that it is providing service to some SR. In 
the idle state, the SP is still fully up and operational, but there are no service requests 
to deal with, and hence, the SP is in its idle state. The transition between the active 
and idle states is autonomous, i.e., as soon as the SP completes servicing all of the 
waiting requests, it enters the idle state. Similarly, the SP goes from idle to active as 
soon as any service request arrives. 

2.2 The Global System Architecture 

The architecture of the proposed DPM framework is presented in Figure 1. The 
frame-work contains one service provider SP which is the component whose power is 
being managed, i.e. one I/O device. The service requests SR sets for the generating of 
a typical application class. The Service requests are buffered into a service queue SQ 
before processing. The exact generating time instances of service requests are consi-
dered non stationary.  
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Fig. 1. Block Diagram of a DPM structure 

The proposed architecture decomposes the power management task into two lay-
ers: component local-level and system global-level. Each service provider is con-
trolled by a local power manager (LPM) whose policy is pre-specified and cannot be 
changed. We consider Timeout policies for these local self power managed compo-
nents. The LPM is monitoring the number of service requests that are waiting in the 
component queue (CQ) and consequently adjusts the state of the service provider. 

2.3 The Global Power Manager 

At the system-level, the global power manager (GPM) cannot overwrite the LPM 
policy or directly control the state transition of a service provider. Thus, a Service 
Flow Control (SFC) is incorporated to control the service request traffic that reaches 
the SP in order to reduce the global system power consumption while maintaining an 
acceptable performance. The GPM employs temporal difference learning on semi-
Markov decision processes (SMDP) to take power state decision actions.  

 

Fig. 2. Model of the SFC 

The main functions of the Service Flow Control as shown in figure 2 are detailed as 
follows: 

• Fake SR Generation: In case of expecting a lot of activity in the near future, the 
SFC generates a fake service request (FSR) in order to wake up the SP and prevent 



 Dynamic Power Management of a Computer with Self Power-Managed Components 219 

it from entering a deep sleep state. An FSR is handled in the same way as a regular 
SR by the SP, but requires no service from the SP.  

• SR Blocking: To reduce the wake-up times of the SP and extend the SP sleep time, 
the SFC blocks all incoming SRs from entering the CQ of the SP. The blocked SRs 
are stored in the service queue (SQ). Notice that the CQ and SQ are viewed as be-
ing identical from the viewpoint of the GPM. 

• SR Transfer: The SFC continuously moves SRs from the SQ to the CQ, and 
therefore, the SP will wake up to provide the requested services. 

3 Reinforcement  Learning  For DPM 

When an application is running on the CPU, it may send requests to one or more de-
vices for services. These requests are buffered in SQ for processing. The GPM will 
monitor the SQ and controls the SFC accordingly.  

Suppose that we are currently at time t, and the application is running in CPU. 
Then the state parameters at time t of the power managed component monitored by 
the GPM are the following three: 

1. The SP state, which is the component power state (busy, idle, sleep, etc.). 
2. The SQ state, which is the number of requests in the SQ. 
3. The SR state, which is the service request generation rate (high, low, medium, etc.) 

at time t. 

3.1 The Local Power Management (LPM) Policy 

For the Local Power Management (LPM), the timeout policy is considered as a fixed 
local policy that cannot be overwritten.  For such policy, the SP is put into sleep state 
if it enters the idle state and remains in that state for more than a specified timeout 
period. A list of timeout values, as well as immediate shutdown (timeout value = 0), 
will be considered to show up how the GPM will adapt to the given timeout LPM 
policies. 

3.2 The Global Power Management  Policy  

The TD(λ) learning algorithm for SMDP presented in [10] is used to learn the optimal 
Global Power Management (GMP) policy. To apply the RL-based approach for our 
DPM framework, the decision epochs are first defined. Let N denote the number of 
waiting requests in the SQ. For this case, the GPM makes decisions in the following 
four cases:  

1. The SP is in the sleep state and SQ contains less than N requests. In this case, the 
GPM decides to keep the SP in the sleep state and issues ‘SR blocking’ commands 
to SFC to block all incoming requests from entering the component queue. 
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2. The SP is in the sleep state and SQ contains N requests. Therefore, the GPM  
decides to turn on the SP for processing requests. It will issue ‘SR transfer’  
commands to SFC to transfer SRs from the SQ to the CQ, and therefore, the SP 
will wake up for servicing the requested services. 

3. The SP is in the idle state and the timeout has not yet expired: 

a. If some request comes during that period of time. The GPM will issue ‘SR trans-
fer’ commands to SFC to transfer the incoming SRs from the SQ to the CQ so 
that the SP goes to the active state for processing re-quests according to the LPM 
policy. 

b. If it is considered that the timeout will be reached very soon and the GPM is pre-
dicting a grouping of N requests to come in the near future after the timeout ex-
pires, then the GPM will decide to prevent the SP from entering the sleep state. 
More precisely, the SFC generates a ‘Fake SR’ and the SP is kept in the idle 
state.  The estimation of the near future for a grouping of N requests to come 
relatively after the timeout expiry is controlled based on a user-defined parame-
ter. Let  ε denote this parameter. 

4. The SP is in the idle state and the timeout has expired, than the SP goes to the sleep 
state according to its LPM policy. 

3.3 The Power-Latency Tradeoff Curve 

In this work, we use “cost rate” instead of “reward rate” in RL algorithms [5]. The 
cost rate is a linearly weighted combination of instantaneous power consumption and 
the number of requests buffered in the SQ. The relative weight between power and 
latency can be changed to get a power-latency tradeoff curve. 

3.4 Multiple Power-Latency Tradeoff Curves for Varying ε 

As stated in the RL based GPM algorithm, when the SP is in the idle state and no re-
quest is coming before the timeout expires. If the GPM is predicting a lot of activity 
in an ε time after the timeout expires (at time t=timeout +ε). Then, According to the 
proposed policy, ‘Fake SR’ is generated to prevent the SP from entering the sleep 
state. Actually, such action results in forcing the SP to wait for requests till timeout +ε 
which is somewhat equivalent to forcing a new timeout value that corresponds to the 
sum of the ε value and the original pre-specified timeout fixed by the LPM.  

For a fixed ε value, the relative weight between power and latency can be changed 
to get a certain power-latency tradeoff curve. Now, for varying ε values, multiple 
power-latency tradeoff curves are obtained. After many trial and fail experiments, the 
best ε value is obtained for the optimal power latency tradeoff curve.  

3.5 Learning ε 

The use of multiple ε values enables us to do provide many power-latency tradeoff 
curves. However, instead of  varying manually  ε  to get the optimal value, the  
 



 Dynamic Power Management of a Computer with Self Power-Managed Components 221 

GPM policy can be enhanced to make it automatically learn  the best ε value for a 
given tradeoff weight between power and latency. In that case, the GPM will learn the 
best N number of requests to serve and also the best ε value for a fixed power-latency 
tradeoff. 

4 Experimental Results 

In this section we present the results of the proposed RL HPM on a wireless adapter 
card (WLAN card) with real workloads. Table 1 lists the power and delay characteris-
tics of this device. In this table Ttr is the time taken in transitioning to and from the 
sleep state while Etr is the energy consumed in waking up the device. Tbe refers to 
the break even time. For the workloads, we have measured several real traces using 
the tcpdump utility in Linux. including 45-minute trace for online video watching, 2-
hours trace for web surfing, and 6-hour trace for a combination of web surfing, online 
chatting and server accessing, 2 hours each. 

Table 1. Power and Delay characteristic of WLAN card 

Sleep Pbusy Pidle Etr Ttr Tbe 
0.13 W 2.15  

W 
0.9  
W 

7.0 J 1.6s 6.8s 

 
To compare the effectiveness of the basic GPM with the fixed Timeout policy we 

conduct simulation using one type of application with service request trace given by 
the 6-hour combined trace, similar to the experimental setups in the reference works 
[10]. The timeout policy of the LPM is fixed to 0.3 Tbe. The action set used corres-
pond to the num-ber of waiting requests in the SQ. For this experiment, the sate-
action values considered are listed as follows :{ 1, 2, 3, 4 and 5}. 

Table 2. Simulation Results of the basic-GPM on the WLAN-card 

 Weight HPM  
ε=0.1  Tbe  

HPM    
ε=0.6 Tbe 

HPM   
ε=0.9 Tbe   

Power 0.01 1.5348 1.2264 1.1541 
Latency 0.99 2.3138 1.3305 1.2110 
Power 0.83 1.1556 1.1219 1.0970 
Latency 0.17 3.2616 2.2407 1.7522 
Power 0.93 0.7308 0.7806 0.7740 
Latency 0.07 5.4149 4.9717 4.9918 
Power 0.99 0.6244 0.6394 0.6202 
Latency 0.01 6.6838 6.2558 6.7105 
Power saving % LPM   11.25% 24.25% 
Maximum Power 
saving 

 71.81% 70.31% 72.23% 
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Results are presented in Table 2. In this table, three GPM policy with different ep-
silon’s values are compared. The epsilon values are set to be 0.1 Tbe, 0.6 Tbe and 0.9 
Tbe. For each GPM policy with a fixed epsilon, the relative weight between power 
and latency can be adjusted to get the desired power-latency tradeoff. We performed 
different simulations using different weights and we reported the average power con-
sumption of the SP and the average latency per request, the power saving  in compar-
ison to the fixed Timeout (using the latency obtained with the fixed timeout policy). 
The maximum power saving for each GPM obtained for varying weights is given in 
the last row. It can be seen that the basic GPM provides a wide range of power-
latency tradeoffs. Even with the same latency, the proposed RL-based GPM achieves 
lower power consumption than the fixed Timeout. It even outperforms reference [16] 
by 24.25% in terms of energy consumption saving. The maximum of energy im-
provement of the LPM controlled service provider is obtained for low delay con-
straints system and is about 72% of energy saving. 

To better understand how the energy savings are distributed for different power-
latency tradeoffs, we reported in figure 3 the power and latency tradeoff curves that 
are obtained using the pre-specified timeout policy, and the basic GPM with two dif-
ferent ε values fixed to 0.1 Tbe and 0.6 Tbe. Using these curves, we can see that the 
proposed RL-basic GPM has the same behavior for high delay values. However, with 
ε value equal to 0.6 Tbe the PM can further minimize power in comparison to what is 
achieved with ε value equal to 0.1 Tbe. 

 

Fig. 3. Power- Latency tradeoff curves of the Fixed Timeout and the basic RL GPM on  
WLAN card  with ε=0.1 and ε=0.6 

The second set of experiment shows the effectiveness of the RL-Learning epsilon 
HPM in comparison to what it is obtained using the basic framework. We conduct 
simulation using the same WLAN card and the same application type. Figure 4 
presents the power-latency tradeoff curves for both ε=0.1 Tbe, ε=0.6 Tbe, values and 
for the learned epsilon. It can be seen RL-Learned epsilon GPM can achieve much 
lower power consumption than the RL-Basic DPM particularly for high constrained 
delay systems. 
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Fig. 4. The effectiveness of learning epsilon on WLAN card 

5 Conclusions 

This paper presents a Dynamic Power Management framework based on reinforce-
ment learning (RL) technique which aims to save power in an Energy-Managed 
Computer (EMC) system with self power-managed components. The proposed ap-
proach consists of two layers: component-level and system–level global power man-
ager. The component-level PM policy is a timeout pre-specified policy whereas the 
system-level global PM perform power management in a continuous-time and event-
driven manner using temporal difference learning on Semi-Markov Decision Process 
(SMDP) for model-free Reinforcement Learning (RL) techniques. The TD(λ) for 
SMDP problems is used as the basic RL algorithm in the proposed system. The pro-
posed HPM is model-free and requires no prior information of the workload characte-
ristics. Experiments show that that the proposed HPM scheme enhances power sav-
ings considerably while maintaining a good performance level. In comparison with 
other reference systems, the proposed RL DPM approach performs well under various 
workloads, can simultaneously consider power and performance and achieves a wide 
and deep power-performance tradeoff curves.   
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Abstract. Complex digital systems are typically built on top of sev-
eral abstraction levels: digital, RTL, computer, operating system and
software application. Each abstraction level greatly facilitates the design
task at the cost of paying in performance and hardware resources usage.
Network time synchronization is a good example of a complex system
using several abstraction levels since the traditional solutions are a soft-
ware application running on top of several software and hardware layers.
In this contribution we study the case where a standards-compliant net-
work time synchronization solution is fully implemented in hardware on
a FPGA chip doing without any software layer. This solution makes it
possible to implement very compact, inexpensive and accurate synchro-
nization systems to be used either stand-alone or as embedded cores.
Some general aspects of the design experience are commented together
with some figures of merit. As a conclusion, full hardware implemen-
tations of complex digital systems should be seen as a feasible design
option, from which great performance advantages can be expected, pro-
vided that we can find a suitable set of tools and control the design
development costs.

Keywords: digital systems, hardware, network time synchronization,
FPGA.

1 Introduction

Complex digital systems are typically built on top of several abstraction lev-
els: digital, RTL, computer, operating system and software application. Each
abstraction level, together with design automation tools, greatly facilitates the
design task at the cost of the overhead introduced by every abstraction layer.
This is payed in the form of reduced performance (both timing and power) and
a much higher hardware resources usage. However, some critical parts in com-
plex digital systems still require a low level implementation in order to improve
performance or reduce power consumption. This is the case of the numerous
hardware accelerators used today for audio and video processing that can be
found in high performance or resource-limited devices like graphic adapters or
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smart phones. At the same time, there are an increasing number of devices im-
plementing in hardware high level functions typically done in software, like the
QuickTCP IP core from PLDA [1]. However, there is still plenty of room for
performance improvement in some high-level traditional software applications
that can get a big performance boost if fully implemented in hardware. These
applications can be improved by several orders of magnitude in speed, lower
power consumption and smaller hardware footprint (area, logic blocks, etc.).
These gains are a consequence of doing without some of the abstraction layers
like the software and computer abstractions.

A full hardware implementation has to face a number of challenges like han-
dling the complexity at the low level, design tool availability, development cost
and time-to-market. Design teams also need to believe that it can be done. Net-
work time synchronization is a very good example of this kind of traditional
software applications where we can find clients, servers, network protocols and
elaborated processing algorithms. This contribution summarizes the implemen-
tation of an prototype embedded network time synchronization system that is
being developed completely in hardware. Some preliminary results show that
the system can be fully implemented in hardware and perform with an accuracy
comparable to commercial industrial equipment at a fraction of the cost and
resources usage. The system can be implemented stand-alone or as a soft-core
in a low grade FPGA chip.

In the following section, a brief introduction to network time synchronization
is given. Section 3 is an overview of the synchronization system while Sect. 4
describes the design platform and tools. Section 5 summarizes some figures of
merit and some conclusions are derived in Sect. 6.

2 Network Synchronization

The two main network synchronization protocols in use today are the Network
Time Protocol (NTP) [2], and the Precision Time Protocol (PTP) [3]. NTP is
more used to synchronize Internet equipment and is used by almost any Internet
router and server. NTP servers typically serve thousands of clients over world
wide network connections so the poll intervals are in the range of several min-
utes to a few hours and the network latencies are difficult to predict. To cope
with that, NTP includes sophisticated mitigation and clock disciplining algo-
rithms achieving a clock accuracy in the range of the millisecond. On the other
hand, PTP was designed to synchronize equipment in industrial environments
connected to a local area network and aims to sub-microsecond clock accuracy,
making it suitable for measurement and control systems. PTP uses poll inter-
vals in the range of a second or lower and most implementations uses some kind
of dedicated hardware to implement the most critical parts and gain accuracy.
The NTP standard also defines the Simple Network Time Protocol (SNTP) a
simplified version of NTP, that do not impose the use of the mitigation and
clock disciplining algorithms found in NTP. SNTP servers are typically primary
servers connected to a single reference clock and SNTP clients typically connect
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to a single servers and do not have dependent clients and have been used in
scenarios similar to PTP. Otherwise, NTP and SNTP clients and servers can
inter-operate seamlessly.

Both NTP and PTP synchronization is based in the interchange of packets
between clients and servers. This mechanism is called the on-wire protocol, which
objective is to determine the offset of the local clock at the client with respect to
the server and the latency of the network connection. Both NTP and PTP on-
wire protocols are very similar. Here we describe the operation of the NTP/SNTP
on-wire protocol (Fig. 1). The client sends a request to the server by issuing an
UDP data packet where the time of its local clock (T1) is included. When the
request is received at the server a new time stamp T2 is generated with the
reception time as given by the server’s local clock. After processing the request,
the server issues a reply including the time at which the reply leaves the server
(T3). When the client receives the reply the arrival time (T4) is also annotated.
With this set of timestamps the client can calculate the round trip time (trd)
and the time offset between the server’s and client’s clocks (toffset). Assuming
a symmetric connection these times can be calculated according to eq. (1).

trd = (T4 − T1)− (T3 − T2)

toffset =
(T2 − T1) + (T3 − T4)

2
. (1)

Fig. 1. On-wire (S)NTP protocol operation

Using the calculated offset the client can correct its local clock to match the
server time. Software implementations of NTP tipically achieve time synchro-
nization within a millisecond with respect to the server [2,4]. There are two main
sources of error. The first one is the asymmetry in the network communication
when the time spent by the client’s request to reach the server is different to
the time spent by the answer to reach the client. This is due to unpredictable
latency in network equipment, specially when collisions take place and the num-
ber of the devices involved increases. The second main source of error is due to
the variable time gap between the instant the time stamp is registered in the
datagram and the real instant the datagram leaves or reaches the host. In typical
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software implementation, these time stamps are registered by client/server soft-
ware running as a user level application so the time stamp error will depend on
the time spent processing the datagram as it goes through the protocol stack and
software layers. This error will largely depend on system load, detailed software
implementation, etc.

As in PTP, the precision of the NTP synchronization can be largely improved
by doing the time-stamping operation in lower layers [5,6,7]. The highest preci-
sion in the time-stamping operation is only achievable if done by the Ethernet
device hardware as soon as the packets arrive or leave the interface. Thus, pre-
cision at the time client can be better than one microsecond [7].

3 Synchronization System Overview

The objective of the project leading to the design experience summarized in this
contribution was to design a very compact and low cost SNTP client and server
suitable for the scenario depicted in Fig. 2, where the SNTP server gathers the
time from the GPS receiver and SNTP clients provide time and synchronization
information to remote terminal units (RTU’s). The SNTP server will use a stan-
dard GPS receiver as a time reference. It will use the PPS (Pulse Per Second)
signal and NMEA [8] data from the GPS to synchronize its internal clock. The
SNTP clients will synchronize with the server through the local area network
using the NTP protocol, and will provide a PPS signal and NMEA informa-
tion through a serial interface, emulating a GPS receiver. With this solution,
there is no need to provide a GPS receiver with every RTU to avoid extra costs,
complexity and solve the cases where the installation of a GPS antenna is not
feasible. A summary of the system specifications follows:

Fig. 2. Synchronization system overview

– Clients and servers should operate in a standard 10/100/1000MHz Ethernet
LAN.

– Clients and servers should gather their configuration parameters automat-
ically using the BOOTP protocol [9] so that the configuration for all the
clients and servers can be centralized in a single BOOTP server.

– The precision of the local clock at the clients and the server should be within
10 μs of a GPS reference in optimal conditions: low network load and direct
LAN connection without switches. In typical conditions precision should be
always within 1 ms.
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– The whole client and server designs should fit in a single, low density FPGA
chip and should need no additional hardware, so that the system can work
stand-alone or embedded in a bigger system.

– Low power: implemented in a low density, low frequency FPGA, the client
or server should consume under 1 W of average power.

– System clock frequency is 50 MHz.

After thoughtful consideration, it was decided to implement both the client and
server completely in hardware without a software abstraction level. The most
important reasons leading to this decision were that in order to achieve a high
accuracy, some of the key parts of the system, like timestamping, need be done
in hardware anyway; and that the lack of a processor and associated subsystems
(RAM, file system, etc.) should give a good footprint in terms of resources and
power consumption. In the rest of the section, the most important aspects of
the design and implementation are commented. Diagrams of the modules that
form the SNTP server and client are shown in Fig. 3. Server and client share the
Ethernet MAC controller and the UART with no modifications. The protocol and
configuration interface and the synchronization module are the most complex
blocks and most of its functionality is shared between the client and the server.
The transmission and receptions modules are specific to the server and client
respectively. Next, we will briefly describe the functionality of these block.

Fig. 3. SNTP client and server block diagram. a) server, b) client

The protocol and configuration interface is probably the most complex block
in the system. It is in charge of handling the configuration process and the
various communication protocols involved during the configuration and normal
operation phases: BOOTP, IP, ARP, UDP and NTP. It also acts as the con-
trol unit of the system since many system tasks are triggered by the protocol
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interface. At startup time, the configuration phase starts by requesting a config-
uration packet through the BOOTP protocol. A BOOTP response provides the
client with an IP network address and mask client configuration parameters like
the NTP server address, the poll interval, UART baud rate and some internal
clock tunning parameters. After configuration, the interface enters normal oper-
ation and issues NTP requests at the configured poll intervals, and collect the
responses. It is also in charge of registering and reading the timestamps of the
NTP packets as they are processed. This information is then transferred to the
synchronization module to make the necessary clock adjustments.

The task of the synchronization module is to maintain the local clock time as
accurate as possible. In the client, when a NTP response arrives, the timestamps
are transferred to the synchronization module that calculates the local clock
offset according to eq. (1). In the server, the offset is calculated by using the
reference provided by the GPS trhough the reception module. Then, the local
time is corrected by introducing slight frequency variations to the local clock
counter, so that a good frequency stability is achieved. The frequency control is
done with the clock discipline algorithm published in [11] which provides both
a high accurate control and a low time to synchronization. By design, the local
clock resolution for the fractional part of the second is 22 bits (238 ns time
resolution) which is intended to provide local clock accuracy in the range of
1 μs.

The transmission (server) and reception (client) modules handles the con-
version between the local clock time format (that follows NTP standards) and
NMEA-0183 Recommended Minimum sentence C (RMC) [8] frame format used
to communicate with the GPS unit in the server, and with the external equip-
ment in the client. The Ethernet MAC controller provides the standard func-
tionality and is in charge of controlling a standard Fast Ethernet PHY device,
allowing the transmission and reception of Ethernet frames conforming to IEEE
802.3 specification.

4 Platform and Tools

The systems are implemented on FPGA chips from Xilinx using Xilinx tools.
Development has been done in a Digilent’s Spartan 3E Starter Board [12] that
includes a mid-range Xilinx Spartan-3E XC3S500E FPGA chip. Most of the de-
sign is coded in hardware description languages (mostly Verilog but also some
VHDL) that has been synthesized using Xilinx’s XST synthesizer. Xilinx’s Sys-
tem Generator for DSP (SGDSP) [13] has also been extensively used to imple-
ment complex arithmetic operations.

The Ethernet MAC controller is the Tri-mode Ethernet MAC IP-core avail-
able from the OpenCores web portal [14]. The block is available as Verilog code
and has been slightly customized to make a more efficient memory usage of the
FPGA resources. The top-level design in the protocol and configuration inter-
face and the synchronization module have been designed using SGDSP. This has
facilitated a fast design and interconnection of processing blocks, registers and
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memories. Controlling units in these blocks have been designed as state machines
coded in Verilog as black boxes inside the SGDSP project. The reception and
transmission modules have been implemented using custom time format convert-
ers coded in VHDL and a simple processing unit implemented using Picoblaze
[15], a very simple soft microprocessor from Xilinx.

Verilog and VHDL code has been simulated using Xilinx’s ISIM logic simulator
included with the ISE design suit [16]. Inside SGDSP, ISIM is also used to
simulate the user’s black boxes. Otherwise, the high level simulation capabilities
of SGDSP, that uses Matlab/Simulink have been extensively exploited for the
associated modules, using various data sources and sinks (scopes) provided by
SGDSP and custom Matlab scripts, which has greatly facilitated the simulation
process. Xilinx’s ChipScope [17] integrated logic analyzer has also been used for
testing the FPGA chip during the first part of the development, specially to
test and validate the clock discipline algorithms. Later, a custom logic analyzer
named LEA (Logic Event Analyzer) [18] was developed for the long-term testing
of the system to overcome the storage capabilities of ChipScope.

5 Results

In this section some preliminary results are presented in order to evaluate the sys-
tem performance and fulfillment of specifications. First, Table 1 summarizes the
hardware resources consumed by the implementation on a Xilinx’s XC3S500E
chip. Both client and server designs occupies less than 50% of the chip’s resources
except for the number of slices. Considering this is a low grade family we can
say that hardware footprint is reasonably low and would be under the 10% of
slice occupation in any mid-range Virtex-6 family of FPGA’s of the same vendor.
The resources are slightly higher in the client because of the transmission mod-
ule, which needs a divider and other arithmetic blocks with an extra complexity
when compared to the server’s reception module.

Table 1. Hardware implementation results (FPGA Spartan-3E XC3S500E)

Resource SNTP Client - Use (%) SNTP Server - Use (%)

Slices 3615 (77 %) 2927 (62 %)
Slice Flip Flops 3753 (40 %) 2941 (31 %)
4-input LUT 4475 (48 %) 3424 (36 %)
RAMB16 5 (25 %) 5 (25 %)

Table 2 shows the accuracy of three servers as seen by the standard NTP
software client running in a personal computer. The Internet server is a public
NTP server available and located in another country, the commercial server
Lantime M600 Network Time Server from Meinberg [19] and the prototype is an
implementation of the full hardware SNTP server described in this contribution.
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Both the commercial server and the prototype are connected to the same LAN
than the software client. Delay measures the round-trip-time from the client to
the server, offset is the displacement of the local clock and jitter measures the
stability of the synchronization. As expected, both local servers provide much
better synchronization than the Internet server. Also, both local servers give
similar quality figures as seen by the client with slightly better results for our
prototype.

Table 2. Software client synchronization results: estimated delay, offset and jitter, all
in milliseconds

Delay Offset Jitter

Internet server 33.89 −2.410 0.550
Commercial server 0.251 −0.044 0.054
Prototype 0.101 −0.013 0.045

Table 3 shows the mean offset and offset error as seen by the hardware client
when synchronized to the hardware server operating in the same LAN, for various
combinations of the poll interval exponent (p) and the attenuation factor (q). p
controls the poll interval which is 2p and q controls how aggressively the offset
is corrected with softer corrections for higher values of q [11]. Nominal values of
the implementation are p = 0 and q = 2. This mainly shows that the discipline
algorithms implemented in the client are able to maintain a local clock accuracy
below 1 μs which surpasses the initial specification of 10 μs.

Table 3. Hardware client-server synchronization. Mean offset ± error in microseconds.

q = 0 q = 1 q = 2 q = 3

p = 0 0.06± 1.21 0.06 ± 1.17 0.07 ± 0.95 0.05 ± 0.85
p = 2 0.07± 1.71 0.05 ± 1.51 0.07 ± 1.69 0.20 ± 1.81
p = 4 0.04± 3.88 0.23 ± 4.34 1.01 ± 6.53 0.55 ± 14.86
p = 6 0.24± 13.18 0.59 ± 17.97 1.16± 35.29 9.19 ± 64.45

In order to test the performance of the server prototype it is loaded with
a varying number of requests per second (rps) by injecting NTP traffic in the
LAN. At the same time, the mean offset and offset error is collected from a
client prototype. It has been checked that the synchronization accuracy is not
affected with a low number of rps and that the server can easily handle 10000
rps maintaining an accuracy of 3 μs with a maximum rps estimated above 40000
rps. Typically, Meinberg equipment specifies a maximum of 10000 rps without
mentioning the expected accuracy, while Symmetricom’s [20] announces a time
stamp accuracy of 14 μs under 3200 rps.
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Finally, Table 4 estimates the power consumption and unit cost of various
NTP server alternatives: a commercial server like the ones from Meinberg or
Symmetricom, a software server implemented in an embedded computer like the
Beagleboard [21] and our hardware SNTP server prototype. The stand-alone
prototype power consumption is measured on a custom printed circuit board
(PCB) that includes the FPGA chip and all the necessary peripherals. The
reduced power consumption of the prototype is due to its much more simple
hardware architecture compared to the other alternatives. The unit cost is also
reduced since the prototype does not need additional devices like flash or RAM
memory. Actually, if the prototype design is embedded in a bigger system as a
soft IP-core, the power consumption and cost can be almost negligible.

Table 4. Power consumption and unit cost estimations for various NTP server imple-
mentation alternatives

Commercial Embedded Prototype Prototype
server comp. (stand-alone) (embedded)

P (W) 20.4 3, 11 0.624 ≈ 0
Unit cost ($) 6000− 8000 180 50 ≈ 0

6 Conclusions

This contribution summarizes the implementation of a an embedded network
time synchronization system completely implemented in FPGA hardware to il-
lustrate the feasibility a full hardware implementation of high level functions
typically found in the software layer. The accuracy of the system is in the same
range of commercial equipment while the needed resources, power and cost is two
orders of magnitude lower, at the cost of sacrificing some additional functional-
ity and flexibility. The design is carried out using the Xilinx’s tool set including
DSP libraries, but only standard blocks and functions are used so it could be
completely ported to a hardware description language to achieve vendor and
technology independence.

This is a good study-case to supports the idea that high-level system functions
tightly related to software like network protocols and network synchronization
can be completely ported to hardware to obtain a very cheap yet much higher
performance solution. This gain is mainly due to the simplification of the prob-
lem by removing some abstraction layers like the computer and the software
abstractions. Newer design tools and the conception of a hardware operating
system-like abstraction layer can make the full hardware approach widely avail-
able to a range of traditional software applications.
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Abstract. Most digital systems operate on a positional representation of data,
such as binary radix. An alternative is to operate on random bit streams where the
signal value is encoded by the probability of obtaining a one versus a zero. This
representation is much less compact than binary radix. However, complex opera-
tions can be performed with very simple logic. Furthermore, since the represen-
tation is uniform, with all bits weighted equally, it is highly tolerant of soft errors
(i.e., bit flips). Both combinational and sequential constructs have been proposed
for operating on stochastic bit streams. Prior work has shown that combinational
logic can implement multiplication and scaled addition effectively; linear finite-
state machines (FSMs) can implement complex functions such as exponentiation
and tanh effectively. Building on these prior results, this paper presents case stud-
ies of useful circuit constructs implement with the paradigm of logical computa-
tion on stochastic bit streams. Specifically, it describes finite state machine im-
plementations of functions such as edge detection and median filter-based noise
reduction.

1 Introduction

In a paradigm advocated by Gaines [1], logical computation is performed on stochastic
bit streams: each real-valued number x (0 ≤ x ≤ 1) is represented by a sequence of
random bits, each of which has probability x of being one and probability 1−x of being
zero. Compared to a binary radix representation, a stochastic representation is not very
compact. However, it leads to remarkably simple hardware for complex functions; also
it provides very high tolerance to soft errors.

There are two possible coding formats: a unipolar format and a bipolar format [1].
These two coding formats are the same in essence, and can coexist in a single system.
In the unipolar coding format, a real number x in the unit interval (i.e., 0 ≤ x ≤ 1)
corresponds to a bit stream X(t) of length L, where t = 1, 2, ..., L. The probability that
each bit in the stream is one is P (X = 1) = x. For example, the value x = 0.3 could be
represented by a random stream of bits such as 0100010100, where 30% of the bits are
“1” and the remainder are “0.” In the bipolar coding format, the range of a real number
x is extended to −1 ≤ x ≤ 1. However, the probability that each bit in the stream is one
is P (X = 1) = x+1

2 . The trade-off between these two coding formats is that the bipolar
format can deal with negative numbers directly while, given the same bit stream length,
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L, the precision of the unipolar format is twice that of the bipolar format. (Unless stated
otherwise, our examples will use the unipolar format.)

The synthesis strategy is to cast logical computations as arithmetic operations in
the probabilistic domain and implement these directly as stochastic operations on data-
paths. Two simple arithmetic operations – multiplication and scaled addition – are il-
lustrated in Figure 1.

Fig. 1. Stochastic implementation of arithmetic operations: (a) Multiplication; (b) Scaled addition

– Multiplication. Consider a two-input AND gate, shown in Figure 1(a). Suppose
that its inputs are two independent bit streams X1 and X2. Its output is a bit stream
Y , where

y = P (Y = 1) = P (X1 = 1 and X2 = 1)

= P (X1 = 1)P (X2 = 1) = x1x2.

Thus, the AND gate computes the product of the two input probability values.

– Scaled Addition. Consider a two-input multiplexer, shown in Figure 1(b). Sup-
pose that its inputs are two independent stochastic bit streams X1 and X2 and its
selecting input is a stochastic bit stream S. Its output is a bit stream Y , where

y = P (Y = 1)

= P (S = 1)P (X1 = 1) + P (S = 0)P (X2 = 1)

= sx1 + (1− s)x2.

(Note that throughout the paper, multiplication and addition represent arithmetic
operations, not Boolean AND and OR.) Thus, the multiplexer computes the scaled
addition of the two input probability values.

In the decades since Gaines’ original work, there have been numerous papers dis-
cussing the paradigm. Most notable has been the work by Brown and Card [2]. They
demonstrated efficient constructs for a wide variety of basic functions, including mul-
tiplication, squaring, addition, subtraction, and division. Further, they provided elegant
constructs for complex functions such as tanh, linear gain, and exponentiation.1 They

1 Such functions were of interest to the artificial neural networks community. The tanh func-
tion, in particular, performs a non-linear, sigmoidal mapping; this is used to model activation
function of a neuron.
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used combinational logic to implement simple functions such as multiplication and
scaled addition; the used sequential logic in the form of linear finite-state machines
(FSMs) to implement complex functions such as tanh.

More recently, Qian et al. presented a general synthesis method for logical compu-
tation on stochastic bit streams [3][4][5]. They showed that combinational logic can be
synthesized to implement arbitrary polynomial functions, provided that such polynomi-
als map the unit interval onto the unit interval. Their method is based on novel math-
ematics for manipulating polynomials in a form called Bernstein polynomials. In [4]
Qian et al. showed how to convert a general power-form polynomial into a Bernstein
polynomial with coefficients in the unit interval. In [3] they showed how to realize such
a polynomial with a form of “generalized multiplexing.” In [5], they demonstrated a re-
configurable architecture for computation on stochastic bit streams. They analyzed cost
as well as the sources of error: approximation, quantization, and random fluctuations;
also they studied the effectiveness of the architecture on a collection of benchmarks for
image processing. Li and Lilja demonstrated a stochastic implementation of a kernel
density estimation-based image segmentation algorithm [6].

After an introduction to the concepts and a review of implementations of functions
such as tanh and exponentiation, this paper presents case studies of useful circuit con-
structs implemented with the paradigm of logical computation on stochastic bit streams.
Specifically, it describe finite state machine implementations of functions for image pro-
cessing such as edge detection and median filter-based noise reduction.

1.1 Stochastic Exponentiation Function

When operating on stochastic bit streams, combinational logic can only implement
polynomial functions of a specific form – namely those that map the unit interval to
the unit interval [4]. Non-polynomial functions can be approximated by combinational
logic, for instance with MacLaurin expansions [3]. However, highly non-linear func-
tions such as exponentiation and tanh cannot be approximated effectively with this
approach. This limitation stems from the fact combinational logic can only implement
scaled addition in the stochastic paradigm. The implementation of polynomials with co-
efficients not in the unit interval is sometimes not possible and is generally not straight-
forward [5].

Gaines [1] described the use of an ADaptive DIgital Element (ADDIE) for generation
of arbitrary functions. The ADDIE is based on a saturating counter, that is, a counter
which will not increment beyond its maximum state value or decrement below its min-
imum state value. In the ADDIE, the state of the counter is controlled in a closed loop
fashion. The problem is that ADDIE requires that the output of the counter to be con-
verted into a stochastic bit stream in order to implement the closed loop feedback [1].
This is potentially inefficient and hardware intensive.

In 2001, Brown and Card [2] presented the stochastic exponentiation (SExp) func-
tion, with the state transition diagram shown in Figure 2. This configuration approxi-
mates an exponentiation function stochastically as follows,

y ≈
{
e−2Gx, 0 ≤ x ≤ 1,

1, −1 ≤ x < 0,
(1)
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S0 SN-G-1 SN-G SN-1
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Y=0Y=1

Fig. 2. State transition diagram of the FSM-based stochastic exponentiation function

where x is the bipolar encoding of the input bit stream X and y is the unipolar encoding
of the output bit stream Y .

The FSM shown in Figure 2 is similar to Gaines’ ADDIE. The difference is that this
linear FSM does not use a closed loop [1][2]; accordingly this construct is much more
efficient.

1.2 Scaled Subtraction

The scaled subtraction can be implemented with a MUX and a NOT gate, as shown in
Fig. 3.

MUX
1

0

0,1,0,0,1,0,0,0
A

B

a:-4/8

1,0,1,1,0,1,0,0
b:0

S 1,1,0,0,0,1,1,0
s:4/8

C0,1,0,0,1,0,0,1
c:-2/8

Fig. 3. Scaled subtraction with the bipolar coding. Here the inputs are a = −4/8 and b = 0. The
scaling factor is s = 4/8. The output is 4/8× (−4/8) + (1− 4/8) × 0 = −2/8, as expected.

The scaled subtraction only works for bipolar coding, since subtraction can result
negative output value and the unipolar coding format cannot represent negative values.
Similar to the case of scaled addition with the bipolar coding, the stochastic bit streams
A, B, and C use the bipolar coding format and the stochastic bit stream S uses the
unipolar coding format, i.e.,

a = 2P (A = 1)− 1,

b = 2P (B = 1)− 1,

s = P (S = 1),

c = 2P (C = 1)− 1.
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Based on the logic function of the circuit, we have

P (C = 1) = P (S = 1) · P (A = 1)

+ P (S = 0) · P (B = 0),

i.e.,
c+ 1

2
= s · a+ 1

2
+ (1− s) · 1− b

2
.

Thus, we have c = s ·a− (1− s) · b. It can be seen that, with the bipolar coding format,
the computation performed by a MUX and a NOT gate is the scaled subtraction of the
two input values a and b, with a scaling factor of s for a and 1− s for b.

1.3 Stochastic Tanh Function

The stochastic tanh function is also developed by Brown and Card [2]. The state tran-
sition diagram of the FSM implementing this function is shown in Fig. 4. If x and y
are the bipolar coding of the bit streams X and Y , respectively, i.e., x = 2PX − 1 and
y = 2PY − 1, Brown and Card proposed that the relationship between x and y was,

S0 SN/2-1 SN/2 SN-1
…… 
…… 
…… 

X

X’

X’ X

X’

X

X’

X

X’

X

S1
X

X’

SN-2
X’

X…… 
…… 
…… 

X

X’
Y=1Y=0

Fig. 4. State transition diagram of the FSM implementing the stochastic tanh function

y =
e

N
2 x − e−

N
2 x

e
N
2 x + e−

N
2 x

. (2)

The corresponding proof can be found in [7]. In addition, Li and Lilja [7] proposed
to use this function to implement a stochastic comparator. Indeed, the stochastic tanh
function approximates a threshold function as follows if N approaches infinity,

lim
N→∞

PY =

⎧⎪⎨
⎪⎩
0, 0 ≤ PX < 0.5,

0.5, PX = 0.5,

1, 0.5 < PX ≤ 1.

The stochastic comparator is built based on the stochastic tanh function and the scaled
subtraction as shown in Fig. 5. PS = 0.5 in the selection bit S of the MUX stands for a
stochastic bit stream in which half of its bits are ones. Note that the input of the stochas-
tic tanh function is the output of the scaled subtraction. Based on this relationship, the
function of the circuit shown in Fig. 5 is:
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Stochastic 
tanh function

tanh

A

MUX

S (Ps=0.5)

B

1

0

YX

Fig. 5. The stochastic comparator

if (PA < PB) then PY ≈ 0; else PY ≈ 1,

where PA, PB , and PY are the probabilities of ones in the stochastic bit streams A, B,
and Y .

1.4 Stochastic Absolute Value Function

Li and Lilja [7] also developed a stochastic absolute value function. The state transition
diagram is shown in Fig. 6. The output Y of this state machine is only determined by
the current state Si (0 ≤ i ≤ N−1). If 0 ≤ i < N/2 and i is even, or N/2 ≤ i ≤ N−1
and i is odd, Y = 1; else Y = 0. The approximate function is,

y = |x|, (3)

where x and y are the bipolar coding of PX and PY . The proof of this function can be
found in Li and Lilja [7].

S0 SN/2-1 SN-1
X

X’

X’ X

X’

X

X’

X

X’

XX

X’
X’

XX

X’
Y=1

SN/2

Y=1

S1 SN-2

Y=0 Y=0 Y=0 Y=0

…… 
…… 
…… 

…… 
…… 
…… 

S2

X

X’
Y=1

X

X’

SN-3

Y=1

Fig. 6. State transition diagram of the FSM implementing the stochastic absolute value function

2 Case Studies

In this section, we demonstrate circuit constructs for common image processing tasks
as case studies illustrating our method: image edge detection and median filter-based
noise reduction [8].
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2.1 Edge Detection

Classical methods of edge detection involve convolving the image with an operator (a
2-D filter), which is constructed to be sensitive to large gradients in the image while
returning values of zero in uniform regions [8]. There are an extremely large number
of edge detection operators available, each designed to be sensitive to certain types of
edges. Most of these operators can be efficiently implemented by the SCEs introduced
in this paper. Here we consider only Robert’s cross operator as shown in Fig. 7 as an
example [8].

-1

+1 0

0

0 +1

-1 0
GX GY

Fig. 7. Robert’s cross operator for edge detection

This operator consists of a pair of 2×2 convolution kernels. One kernel is simply the
other rotated by 90◦. An approximate magnitude is computed using: G = |GX |+ |GY |,
i.e.,

si,j =
1

2
(|ri,j − ri+1,j+1|+ |ri,j+1 − ri+1,j |),

where ri,j is the pixel value at location (i, j) of the original image and si,j is the pixel
value at location (i, j) of the processed image. Note that the coefficient 1

2 is used to
scale si,j to [0, 255], which is the range of the grayscale pixel value.

MUX
100.5

MUX
100.5

MUX

Pri, j+1

1 0 0.5

Pri+1, jPri+1, j+1Pri, j

Psi, j

|X| |X|

Fig. 8. The stochastic implementation of the Robert’s cross operator based edge detection

The stochastic implementation of this algorithm is shown in Fig. 8. Pri,j is the proba-
bility of ones in the stochastic bit stream which is converted from ri,j , i.e., Pri,j =

ri,j
256 .
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So are Pri+1,j , Pri,j+1 , and Pri+1,j+1 . Suppose that under the bipolar encoding, the val-
ues represented by the stochastic bit streams Pri,j , Pri+1,j , Pri,j+1 , Pri+1,j+1 , and Psi,j

are ari,j , ari+1,j , ari,j+1 , ari+1,j+1 , and asi,j , respectively. Then, based on the circuit,
we have

asi,j =
1

4
(|ari,j − ari+1,j+1 |+ |ari,j+1 − ari+1,j |).

Because asi,j = 2Psi,j −1 and ari,j = 2Pri,j −1 (ari+1,j , ari,j+1 , ari+1,j+1 are defined
in the same way), we have

Psi,j =
1

4

(∣∣Pri,j − Pri+1,j+1

∣∣ + ∣∣Pri,j+1 − Pri+1,j

∣∣)+ 1

2

=
si,j
512

+
1

2
.

Thus, by counting the number of ones in the output bit stream, we can convert it back
to si,j .

2.2 Noise Reduction Based on the Median Filter

The median filter replaces each pixel with the median of neighboring pixels. It is quite
popular because, for certain types of random noise (such as salt-and-pepper noise), it
provides excellent noise-reduction capabilities, with considerably less blurring than the
linear smoothing filters of the similar size [8]. A hardware implementation of a 3 × 3
median filter based on a sorting network is shown in Fig. 9. Its basic unit is used to sort
two inputs in ascending order. It can be implemented by a comparator in a conventional
deterministic implementation.

Input 1

Output

Input 2

Input 3

Input 4

Input 5

Input 6

Input 7

Input 8

Input 9

Fig. 9. Hardware implementation of the 3× 3 median filter based on a sorting network

The stochastic implementation of this basic unit can be implemented by the stochas-
tic comparator introduced in Section 1.3 with a few modifications. The circuit shown in
Fig. 10 has the following functions:
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tanh

PA

MUX

0.5

PB

MUX10 1
min(PA, PB)

1

0 MUX21 0

max(PA, PB)

PS

Fig. 10. The stochastic implementation of the basic sorting unit

– if PA > PB , PS ≈ 1, the probability of ones in the output of “MUX1” is PB ,
which is the minimum of (PA, PB), and the probability of ones in the output of
“MUX2” is PA, which is the maximum of (PA, PB);

– if PA < PB , PS ≈ 0, the probability of ones in the output of “MUX1” is PA,
which is the minimum of (PA, PB), and the probability of ones in the output of
“MUX2” is PB , which is the maximum of (PA, PB);

– if PA = PB , PS ≈ 0.5, both the probabilities of ones in the outputs of MUX1 and
MUX2 should be very close to PA+PB

2 = PA = PB .

Based on this circuit, we can implement the sorting network shown in Fig. 9 stochas-
tically.

3 Discussions and Conclusions

The stochastic paradigm offers a novel view of digital computation: instead of trans-
forming definite inputs into definite outputs, circuits transform probability values into
probability values; so, conceptually, real-valued probabilities are both the inputs and the
outputs. The computation has a pseudo analog character, reminiscent of computations
performed by physical systems such as electronics on continuously variable signals
such as voltage. Here the variable signal is the probability of obtaining a one versus a
zero in a stochastic yet digital bit stream. The circuits can be built from ordinary digital
electronics such as CMOS. And yet they computed complex, continuous-valued trans-
fer functions. Prior work has shown constructs for a variety of interesting functions.
Most intriguing among these are the complex functions produced by linear finite-state
machines: exponentiation, tanh, and absolute value.

Because a stochastic representation is uniform, with all bits weighted equally, it is
highly tolerant of soft errors (i.e., bit flips). Computation on stochastic bit streams of-
fers tunable precision: as the length of the stochastic bit stream increases, the precision
of the value represented by it also increases. Thus, without hardware redesign, one has
the flexibility to trade off precision and computation time. In contrast, with a conven-
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tional binary-radix implementation, when a higher precision is required, the underlying
hardware must be redesigned.

A significant drawback of the paradigm is the long latency of the computations. The
accuracy depends on the length of the bit streams; with long bit streams, each operation
requires many clock cycles to complete. However, potentially the operations could be
performed at a much faster clock rate, mitigating the latency issue.

The accuracy of the computation also depends on the quality of the randomness.
If the stochastic bit streams are not statistically independent, the accuracy will drop.
Furthermore, correlation is an issue in any circuit that has feedback or reconvergent
paths. If the circuit has multiple outputs, these will have correlated probability values.
In future work, we will study how to design circuits with multiple outputs – and so
correlations in space. Also, we will study the impact of feedback – and so correlations
in time.

Also, in future work we will study the dynamic behavior of stochastic constructs.
We have observed that, using bit streams of length L to represent the inputs values, the
output values of FSM-based stochastic constructs are always correct and stable after L
clock cycles, no matter what the initial state. We will justify this claim mathematically.
Finally, we will study a variety of FSM topologies, including 2D and 3D meshes, tori,
and circulant graphs.
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0845650.
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Abstract. In this paper we present a physical layout methodology,
called dRail, to allow power gated and non-power gated cells to be placed
next to each other. This is unlike traditional voltage area layout which
separates cells to prevent shorting of power supplies leading to impact on
area, routing and power. To implement dRail, a modified standard cell
architecture and physical layout is proposed. The methodology is vali-
dated by implementing power gating on the data engine in an ARMR©

CortexTM-A5 processor using a 65nm library, and shows up to 38% re-
duction in area cost when compared to traditional voltage area layout.

Keywords: Physical Layout, Power Gating, Leakage.

1 Introduction

Leakage power can be as dominant as dynamic power below 65nm and poses a
large source of power consumption in digital circuits [1]. A number of solutions
have been proposed for reducing the leakage power dissipation of digital circuits
which include the use of dual-threshold logic [2], application of reverse body bias
[3] and power gating [4]. Power gating is proven to be the most effective and
practical technique for reducing leakage power when logic is idle. For example,
leakage power is lowered by 25x in the ARM926EJ-STMwith the application
of power gating [5]. In this technique, the parts of a digital circuit which are
to be powered down are connected to the VDD power supply through a high
threshold voltage (Vth) PMOS power gating transistor, which creates a pseudo
supply, often referred to as a virtual VDD (VVDD), on the drain side of the
power gating transistor. When the PMOS transistor is disabled, this virtual
supply is disconnected from the true supply eliminating leakage currents in the
power gated logic [5].

To facilitate the implementation of power gating in an ASIC, the logic to
be power gated is grouped into a voltage area in the physical layout [5]. This
is due to the inherent abutment that occurs between the power and ground
connections of adjacently placed cells in a traditional standard cell library, which
would otherwise cause the switched VVDD to be shorted with the always on

J.L. Ayala, D. Shang, and A. Yakovlev (Eds.): PATMOS 2012, LNCS 7606, pp. 245–255, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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VDD in a power gating design. However, this physical separation has an area
and routing cost on the design for a given performance target, as additional
buffers and/or higher drive strength logic gates are inserted by the EDA tool to
maintain performance [6] which also increases active power and will be shown in
Section 3. Previous work has proposed to reduce the effects associated with the
requirement for a voltage area by using distributed power gated rows [7,8]. The
use of a custom standard cell library has also been proposed which allows two
power supplies to be routed through each gate and duplicate gates are created
for connecting to either of the supplies [9].

In this paper we propose a new physical layout design methodology, called
dRail, which allows both power gated and non-power gated cells to be placed next
to each other. This is unlike traditional voltage area layout [5] which separates
power gated logic to prevent shorting of the switched and un-switched supplies.
To achieve the dRail physical layout, first the standard cells are altered to stop
them sharing the same power and ground supplies and prevents shorting of the
switched and un-switched supplies without introducing additional cost to the
standard cell architecture. Secondly, a modified cell layout is proposed to allow
multiple supplies to be routed to every cell in the layout. The rest of this paper
is organised as follows. Section 2 first describes the limitations of traditional
voltage area layout before explaining the modified standard cell architecture
and layout of the proposed dRail technique. Section 3 presents the validation of
the proposed dRail methodology by implementation on a Cortex-A5. Section 4
concludes the paper.

2 Proposed Technique

The proposed dRail methodology allows both power gated and non-power gated
cells to be placed next to each other to alleviate the need for a voltage area
used in traditional power gating layout. dRail is achieved in two parts: firstly,
the standard cell architecture is modified such that adjacent standard cells do
not share the same power and ground by cutting back the power and ground
connections. Secondly, the layout is modified to introduce a routing channel
between site rows to allow both an always-on and switched supply to be routed
to every cell.

Before the proposed dRail methodology is introduced, we first explain the
limitations of the traditional voltage area layout used for power gated designs.
Current standard cell gate libraries are designed such that the power (VDD) and
ground (VSS) connections, usually in Metal1 (M1) (assumed for the rest of this
paper), abut with adjacent cells when placed in a standard cell site row, Fig. 1.
To ensure an uninterrupted VDD/VSS connection is available across the entire
site row, any empty space is filled with M1 to create continuous M1 connections
across the top and bottom of the site row which are referred to as rails. To
prevent the always on VDD and switched VVDD supplies being shorted in the
physical layout of a traditional power gated design, a voltage area is created
[5] to separate the power gated logic from the always on logic denoted by the
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VVDD rails 
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Cell Abutment

Fig. 1. Layout of power gating with traditional standard cell library and voltage area
[5]. Note: break in the power supply rail and separation of shaded power gated cell

dashed line in Fig. 1. It should be noted that in this paper we assume a shared
N and P well across voltage areas and a single switched VDD supply rail, as
shown in Fig. 1, however a switched VSS supply rail is equally applicable. This
separation can cause a greater distance between logically connected cells to arise
which requires the addition of extra gates to maintain performance, resulting in
area, routing and power overhead [6] (Section 3).

2.1 Modified Standard Cell Architecture

To overcome the requirement for a voltage area, and allow gates connecting to
different power supplies to be placed adjacently, we propose to break, or ‘de-rail’,
the continuous M1 rail across the standard cells to stop cells sharing the same
power supplies, as in Fig. 1. To achieve this, we propose to shrink the power and
ground (PG) pins of the standard cells so they no longer abut as shown in Fig. 2.
Both the VDD and VSS connection are shrunk to allow the dRail technique to
be used for switched VDD and/or VSS. Breaking the continuous M1 rail across
the top and bottom of the site row means that each standard cell now has an
independent VDD and VSS pin which can be connected to the necessary power
supply, and will be shown in Section 2.2. The power gates are also modified as
shown to enable them to be placed amongst the standard cells. To ensure the
alterations shown in Fig. 2 do not introduce M1 spacing violations, the PG pins
are cropped by 1

2 the M1 design rule spacing from the edge. An added advantage
of the proposed standard cell architecture is its versatility. The bounding box
of the standard cell remains unchanged and therefore the cell occupies exactly
the same area in placement. As the PG connections are only shrunk and the
underlying function of the standard cell is unchanged, the cells can be used in
a traditional placement flow by routing continuous M1 rails across the top and
bottom of the cell rows with no change in power, performance or area.

2.2 dRail Layout

To demonstrate how the proposed modified standard cells, Section 2.1, can be
used for a dRail layout, we convert the example shown in Fig. 1 with a single
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Fig. 2. Shrinking of VDD and VSS pins to stop power and ground abutment
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Fig. 3. Proposed dRail layout with a single switched supply rail, VVDD

switched VVDD supply into a dRail layout. The layout is shown in Fig. 3 and
there are three key features. Firstly, unlike traditional voltage area layout where
M1 is used to create a continuous VDD or VVDD rail across the top of the site
row, Fig. 1, Metal2 (M2) is used to create a continuous VDD rail. This means
that only cells that need to connect to this supply rail can be connected with
a VIA between the rail and the VDD pin as demonstrated on the NOR2 and
NAND3 gates in Fig. 3. Secondly, instead of traditional double-back placement
as was shown in Fig. 1, a small routing channel is introduced between the site
rows to accommodate the switched VVDD supply rail which is routed on both
M1 and M2. This allows the AOI2 cell that had to be separated into a voltage
area in Fig. 1, to now be placed adjacent to the always on cells and is connected
to the VVDD with an M1 stub as shown in Fig. 3. It should be noted that in the
implementation of dRail the N well is common to both the always-on and power
gated cells which means the power gated cells are reverse body biased when
they are shut down. Thirdly, in this example, the VSS supply is unswitched, so
the rows are placed double-back for VSS and a continuous M1 rail is created to
ensure an uninterrupted connection along the site row. The example given here
is for a single switched rail, however, a switched VVDD and VVSS rail, such as
is found in Zig-Zag power gating [8], can also be achieved with the same M2 and
routing channel layout employed on both sides of the site row.
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Fig. 4. Power gating physical design flow for (a) traditional voltage area (b) dRail

To achieve this layout small modifications are required to a power gating phys-
ical design flow using standard EDA tools. We assume the use of the IEEE1801
UPF standard, a leading power design intent standard for defining the strat-
egy of a multi-voltage or power gated design [10]. The physical design flow of
a power gated circuit using dRail is shown in Fig. 4(b) and shows some subtle
differences to a traditional power gated design flow using a voltage area, Fig.
4(a), which are highlighted. The synthesis stage is unchanged, however, it must
be noted that the UPF file used in the dRail physical design flow must define
the power gates in the ‘DEFAULT’ global voltage area and not within power do-
mains as would traditionally be done. This ensures the EDA tools do not expect
the power gates to be placed inside a voltage area, which in a dRail layout do not
exist. There are a number of changes in floorplanning with the most important
exclusion being the creation of a voltage area. Instead, the site rows must be
carefully positioned to create the routing channel seen in Fig. 3 and the M1 and
M2 rails must be routed in the correct locations. Furthermore, since no voltage
area is used in dRail, it is recommended that the power gates are placed in a grid
pattern throughout the dRail physical layout as opposed to rings which can be
used in a voltage area layout. These steps can be automated in the implementa-
tion scripts. Placement, clock tree synthesis and routing remain unchanged, but
the connection of the standard cells to the power rails is postponed until after
routing. This is because the location of the standard cells are not fixed until this
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point and the stub and VIA connections required to connect the power to the
modified standard cells (Fig. 3) would be incorrect had they been done earlier.

2.3 dRail Overheads

The proposed dRail design methodology introduces three overheads that must
be considered in the physical layout. Firstly, the extra power routing done on M2
in the dRail layout, Fig. 3, creates routing blockage which can offset the routing
improvements achievable with the dRail layout. Secondly, the additional routing
channel between the site rows shown in Fig. 3 for inclusion of the switched
supply rail results in ‘dead’ space as it cannot be used for placement. The area
taken up by this additional routing space is the equivalent to one routing track
per switched rail, per site row and is therefore dependent on the gate library
being used. As an example, with a 12 track gate library i.e. each standard cell
is 12 routing tracks in height, for a given number of site rows x, the loss of
placement area for one additional power supply rail in dRail is x

12 . Finally, the
routing channel introduced between the site rows also results in spreading of the
standard cells. For example, in the case with one switched rail, two standard cells
placed directly opposite each other 3 site rows apart - e.g. rows 1 and 4 or 2 and
5 in Fig. 5 - results in the distance between them increasing by 2-4 routing tracks
which can require the insertion of additional buffers to maintain performance.
These overheads have an impact on the overall physical layout when using dRail,
however bounded use of the dRail physical layout can minimise these overheads
and improve the overall area and routing cost in a power gating physical layout
and will be shown in Section 3.

3 Experimental Results

Three experiments were carried out to investigate the proposed dRail methodol-
ogy. The first shows the impact of the overheads in the dRail layout methodology
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Fig. 6. Floorplan of A5 with interaction of Data Engine and Data Processing Unit (a)
no power gating (b) DE power gated with voltage area (c) DE power gated with dRail

Table 1. Area, routing and power in no power gating and power gating with voltage
area [5], and proposed dRail with difference to no power gating shown

No Power Gating Voltage Area [5] Diff (%) Proposed dRail Diff (%)
Total Cell Area
(μm2) 1,246,592 1,286,710 3.2 1,258,415 0.9

of which: DE
Area (μm2) 206,007 216,407 5 211,277 2.6

PG Area Cost
(μm2) 0 2180 - 85,326 -

Total Placement
Area (μm2) 1,246,592 1,288,890 3.4 1,348,422 8.2

Routing Length
(μm) 6,819,157 7,329,862 7.5 6,783,361 -0.5

Normalised
Active Power 1 1.08 - 1.01 -

described in Section 2.3. The second and third show how the dRail layout can be
bounded to reduce the effect of the overheads and hence improve the area cost
associated with traditional voltage area layout. The experiments were carried out
by power gating the data engine (DE) (floating point unit plus NEONTMunit)
in an ARM Cortex-A5 processor as its close interaction and tightly coupled na-
ture with the rest of the data processing unit (DPU) makes it difficult to power
gate. The processor was synthesized using a TSMC 65LP ARM Artisan R© library
modified for use with dRail and consisted of a single core, 16k Level-1 data and
instruction cache, TLB cache and snoop control unit cache (SCU). All imple-
mentations targeted and achieved the same clock frequency and were fully place
and routed using a UPF driven power gating flow with the Synopsys EDA tools.
To ensure comparison of results was fair, the placement of the caches and silicon
core area (1245μm x 1244.2μm) was kept fixed in all implementations.

3.1 Effect of dRail Overheads

An implementation of the Cortex-A5 was created without power gating and served
as the baseline area, routing length and active power for the power gating
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implementations. Its floorplan can be seen in Fig. 6(a), and in particular, notice
how the DE and DPU closely interact. Conversely, a floorplan of the same Cortex-
A5 with a traditional voltage area power gating layout [5] used for the DE can
be seen in Fig. 6(b) with the voltage area in the top right corner. As can be seen,
the DPU is ‘pulled’ towards the DE and is done to reduce the distance between
logically connected gates and maintain performance, but the voltage area shows
a clear boundary (or guard band) between the two which results in 2180μm2 of
‘dead’ area which we refer to as power gating area cost in Table 1. The separation
of these gates consequently has a 3.2% cost in total cell area from the addition of
extra and larger gates and can be seen in Table 1. When coupled with the power
gating area cost, the voltage area layout results in in a 3.4% increase in total place-
ment area with respect to no power gating, and a 7.5% increase in routing. The
increase in cell area and routing length consequently have an impact on the active
power of the design which increases by 8%.

Fig. 6(c) shows the floorplan of the Cortex-A5 when using dRail throughout
the entire physical layout. Unlike traditional voltage area layout, using dRail
gives the EDA tool the freedom to place the standard cells anywhere resulting
in a similar tightly coupled layout as the design without power gating, Fig. 6(a).
The increase in total and DE cell areas are subsequently lower when compared
to using a voltage area layout (Table 1) but is still higher than no power gating
because of the spreading that occurs in dRail and hence the addition of extra
and larger gates. Interestingly, routing length is reduced even when compared
to no power gating and can be explained by a reduction in routing congestion
from the introduction of the routing channels. Furthermore, the reductions in
cell area and routing results in active power becoming comparable to no power
gating. However, the overheads discussed in Section 2.3 result in the blanket
use of dRail amounting to poor total placement area results in this test case.
This is because the placement area wasted from the inclusion of routing channels
incurs a large power gating area cost of 85,326μm2. This results in a higher total
placement area than the voltage area layout and shows how no consideration of
the impact of the overheads can result in an overall negative effect in terms of
placement area.

3.2 Bounded dRail

To reduce the dRail overheads, the versatility of the proposed dRail standard cell
architecture can be exploited to create bounded dRail layouts rather than using
it throughout the entire physical layout. An example of this is shown in Fig. 7(a)
where the right of the floorplan has a dRail layout with VDD and VVDD avail-
able for placement of power gated and always on cells together, and on the left of
the floorplan, a traditional placement is used with only VDD available to elim-
inate the dRail spreading area cost in this placement area. As can be seen, the
DE is entirely enclosed in the dRail boundary but the availability of the VDD
supply rail allows logic gates from the DPU to be ‘pulled’ into the boundary
to reduce the distance between logically connected gates. This is unlike a volt-
age area layout where the boundary enforced is exclusive to only the DE cells,
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Fig. 7. Floorplan of A5 with interaction of Data Engine and Data Processing Unit (a)
DE power gated with partial dRail (b) DE power gated with dRail on interface

Table 2. Area, routing and power in no power gating and power gating with voltage
area [5], partial dRail, and interface dRail with difference to no power gating shown

No Power Voltage Diff Proposed Diff Proposed Diff
Gating Area [5] (%) Partial dRail (%) Interface dRail (%)

Total Cell Area
(μm2) 1,246,592 1,286,710 3.2 1,236,267 -0.8 1,236,528 -0.8

of which: DE
Area (μm2) 206,007 216,407 5 203,735 -1.1 203,587 -1.2

PG Area Cost
(μm2) 0 2180 - 35,752 - 18,359 -

Total Placement
Area (μm2) 1,246,592 1,288,890 3.4 1,294,167 3.8 1,278,623 2.6

Routing Length
(μm) 6,819,157 7,329,862 7.5 6,574,952 -3.6 6,506,849 -4.6

Normalised
Active Power 1 1.08 - 0.99 - 0.99 -

Fig. 6(b), and shows the strength of the proposed dRail layout methodology.
Table 2 shows the results achieved with this bounded ‘Partial dRail’ implemen-
tation. As can be seen, bounded dRail improves upon the increase in total and
DE cell area as well as routing length and power when compared to a voltage
area layout but is also better than the blanket use of dRail throughout the layout
(Table 1) because of a reduced impact from standard cell spreading overheads.
The bounded use of dRail in this design has also helped to improve the power
gating area cost compared to a blanket dRail implementation (Table 1). This
brings the total placement area down to a comparable value to the voltage area
layout whilst eliminating the 8% increase in active power.

An interesting thing to observe in Fig. 7(a) is that the interaction of the DPU
and DE is largely isolated to the boundary. For this reason a second bounded
implementation was created, Fig. 7(b), where dRail is only used on the interface
of the two blocks to further minimise area overhead incurred in the DE region.
The far right of the floorplan uses traditional placement with only VVDD for DE
standard cells, and the left of the floorplan has only VDD for always-on standard
cells. The results from this ‘Interface dRail’ physical layout are shown in Table
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2. As can be seen, the area, routing and power are very similar to the ‘Partial
dRail’ implementation but the power gating area cost has been reduced further.
In this case an improvement of 38% is achieved over the voltage area layout when
comparing the total placement area, whilst simultaneously eliminating the 8%
increase in active power. These bounded dRail implementations demonstrate the
versatility of the proposed methodology and shows how many power domains
could be interleaved using the ‘interface dRail’ approach. Similarly, although one
switched power rail and one power domain is shown in this test case, dRail with
bounded placement has the potential for multiple switched rails for multiple
power domains such as Zig-Zag power gating [8] or SoC interconnect.

4 Conclusion

This paper has proposed a new physical layout methodology, called dRail, for
reducing the area, routing and power cost associated with using a voltage area
in power gated designs by enabling power gated and non-power gated cells to be
placed adjacent to one another. This is unlike traditional power gating layout
where the standard cells are separated into a voltage area to prevent shorting of
the switched and un-switched supplies. Experimental results on an ARM Cortex-
A5 showed that bounded use of dRail can provide the largest improvements in
area, routing and power whilst meeting the same performance target. The dRail
methodology proposed in this paper is targeted at power gating in designs with
highly interleaving logic such as zig-zag power gating or power gating in SoC
fabric and builds on the multi-voltage EDA tools and flows with it being fully
compatible with standard UPF power intent. dRail also has the potential for
use in multi-VDD layout, but requires careful consideration of the back/forward
biasing that could occur.
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Pérez-Puigdemont, Jordi 142
Polzer, Thomas 103
Poncino, Massimo 155

Qian, Weikang 235
Quintana, José M. 166
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