Chapter 4

Positive Polynomial Matrices for LPV
Controller Synthesis

Didier Henrion

Abstract. Positive polynomial matrices and linear matrix inequalities (LMI) can
be used to design linear parameter varying (LPV) controllers depending polynomi-
ally on the scheduling parameters, and robust to polynomial parametric uncertainty.
The salient features of the approach are (a) the ability to design a controller of or-
der and structure fixed a priori; (b) the use of a transfer function, or polynomial
modeling framework that bypasses difficulties typically encountered with canonical
state-space representations of LPV controllers; (c) the existence of a user-friendly
Matlab interface to model this class of LMI problems. The main limitation of the
approach is the choice of a nominal, or central characteristic polynomial around
which the design is carried out.

4.1 Introduction

The purpose of this contribution is to survey some achievements of the last decade
in the use of polynomial and linear matrix inequality (LMI) methods for designing
linear parameter varying (LPV) controllers. No new results are reported here, but
various technical statements scattered in the literature are gathered and presented in
a hopefully unified fashion. These results are the outcome of eight-year long collab-
oration (2001-2008) between LAAS-CNRS, an academic research laboratory, and
Safran-Snecma, a company dedicated to design, development and production of en-
gines for civil aircrafts, military aircrafts, launch vehicles and satellites. This col-
laboration resulted in the defense of two PhD theses [20, 8] and several engineering
projects and scientific productions, see e.g. [21} 23], culminating with the paper [9]].
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The main objective of the project was the development of computer-aided control
system design tools for designing LPV controllers for aircraft turbofan engines.
Some of these tools have been integrated into the ATOL framework used by Safran-
Snecma to design new engines and improve control laws of existing engines [23].
The main requisites for controller design were as follows:

e Dboth open-loop plant and controller are given in the form of multi-input multi-
output (MIMO) transfer functions, i.e. ratios of numerator and denominator poly-
nomials;

e open-loop plant data (i.e. polynomial coefficients) depend polynomially on the
real parametric uncertainty affecting the system; uncertain parameters are con-
fined to a given compact basic semialgebraic set (e.g. a ball, a box);

e controller data (i.e. polynomial coefficients) depend polynomially on the real
scheduling parameters; scheduling parameters are confined to a given compact
basic semialgebraic set (e.g. a ball, a box);

e controller order and structure are fixed from the outset (e.g. PID controller de-
pending quadratically on two scheduling parameters) independently of the open-
loop system order.

In our opinion, the originality of our approach lies in the choice of polynomials and
rational transfer functions as modeling objects. This bypasses the standard compli-
cations arising from the use of canonical state-space representations in interpolated
scheduling control laws and LPV design, see e.g. [24].

The price one has to pay for the ability of designing controllers of fixed com-
plexity is the use of potentially conservative convex linear matrix inequality (LMI)
conditions. The main tuning parameter of the approach, which results in a convex-
ification of the design problem, has however the physical interpretation of being
a reference, or nominal, or central closed-loop system around which the design is
carried out. Mathematically, a convex LMI inner approximation of the nonconvex
stability domain is built, in coefficient parameter space, around a so-called cen-
tral polynomial. Typically, engineering insight yields a reasonable choice of central
polynomial around which LPV controller design is achieved.

In this contribution, we outline the whole approach, starting from sufficient LMI
conditions for stability of polynomial matrices, and concluding with LMI condi-
tions for robust polynomial LPV controller design. For confidentiality reasons we
cannot reproduce the examples of LPV control laws designed for the Safran-Snecma
aircraft turbofan engine project.

4.2 Stability of Polynomial Matrices

The minimum requirement for a feedback control law is closed-loop system stabil-
ity. Since we follow a polynomial modeling framework, stability amounts to loca-
tion of the roots of the characteristic polynomial in a specific region of the complex
plane.
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We consider regions
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obtained by a conformal mapping of the open unit disk, parametrized by three
complex scalars s11,521,52 gathered into a 2-by-2 Hermitian matrix S. As above
and throughout the text, the star denotes transpose conjugation. The case s1; =
0, 551 = 1, 595 = 0 corresponds to the open left half-plane (continuous-time sys-
tems), whereas 511 = —1, sp1 = 0, sp0 = 1 models the open unit disk (discrete-time
systems). We can also consider intersections of several such stability regions, and
hence model damping cones or more complicated frequency-domain specifications,
see e.g. [1L1].

A MIMO rational matrix transfer function can be expressed as a left matrix frac-
tion D~'(s)N(s) where D(s) and N(s) are polynomial matrices of the operator s
(the Laplace variable for continuous-time systems, the shift variable for discrete-
time systems) of appropriate dimensions. In the (generic) absence of pole-zero can-
cellations, stability of the transfer function amounts to location of the roots of the
determinant of D(s) into region ..

Given a polynomial matrix D(s) = Do + D15+ Das* + -+ Dys? of degree d, let
us denote by

D= [D() Dy Dy --- Dd]

the constant matrix obtained by appending columnwise matrix coefficients of in-
creasing powers of indeterminate s. Let us define

071 1 0
le s Hz: .. :
0 1 10

two matrices of size dn-by-(d + 1)n with I denoting the identify matrix of size n.
Finally, given a 2-by-2 Hermitian stability matrix S as above, let us define the linear

mapping
F(P) = s11 I} PITy + 531 IT; PIT; + 55, I1; PT1 + 5o T1; PTTy

transforming a Hermitian matrix of size dn into a Hermitian matrix of size (d + 1)n.

The following theorem gives a necessary and sufficient condition for stability of
polynomial matrix D(s), that is, for inclusion of the roots of detD(s) into region
. The notation X > 0 means that X is Hermitian positive semidefinite, i.e. all the
eigenvalues of X are real nonnegative.

Theorem 4.1. Polynomial matrix D(s) is stable if and only if there exists a stable
polynomial matrix C(s) and a Hermitian matrix P such that

C*D+D*C—F(P) = 0. 4.1)



90 D. Henrion

Proof. Tt can be traced back to [10, [11], see also [13, Lemma 2] and [9, Theorem
1] for alternative proofs. In particular, it must be emphasized that P plays the role
of the Hessian matrix of a quadratic Lyapunov function of the linear system with
transfer function D=1 (s)C(s). ]

Polynomial matrix C(s) is called the central polynomial. Once it is fixed, inequal-
ity @.I) becomes linear in D and P. This joint linearity is a key characteristic of
the LMI conditions of Theoremd.] shared e.g. with the discrete-time stability con-
ditions of [4]]. In particular, if D(s) depends linearly on the controller parameters,
controller design boils down to solving a convex LMI problem. The whole conser-
vatism of the approach is therefore captured by the choice of central polynomial
C(s). Even though this is not developed here, LMI condition (.I) can also be used
for robustness analysis, see [13}[12].

Geometrically, the condition of Theorem[.1]can be interpreted as follows. In the
space of polynomial matrix coefficients, a convex region is built around C. It is mod-
eled as a projection of an affine section of the cone of positive semidefinite matrices.
The operation of projection corresponds to elimination of the variable P. This class
of convex regions is called semidefinite representable, cf. [[L]. It is a very broad class
of convex regions. Currently it is not known how versatile it is exactly, but it is con-
jectured that all convex semialgebraic sets (i.e. convex sets described by polynomial
inequalities) can be modelled like that [[19], and international research programmes
are currently carried out to further investigate these questions at the boarder between
convex analysis, real algebraic geometry and mathematical programming.

Fig. 4.1 Convex LMI inner approximation of the nonconvex stability region for a third-
degree discrete-time polynomial

For illustration, on Figure[4.I we represent a convex LMI inner approximation of
the nonconvex stability region in the case of scalar (n = 1) discrete-time (s;; = —1,
521 =0, 555 = 1) third degree (d = 3) monic (D3 = 1) polynomials with real co-
efficients, for the choice of stable central polynomial C(s) = s*. The exact stability
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domain in the coefficient space x = (Dy,D1,D;) € R? is a nonconvex region delim-
ited by two triangles and a parabolic hyperboloid. The LMI approximation (1) is
given by

Po

{X€R3ZEIPER6Z P1P3—Po to}
P2P4— P1DP5— D3
XQ X1 — P2 X2 — P42 —ps

where symmetric entries are not reproduced, and vector p of additional variables,
or liftings, correspond to the 6 linearly independent entries of the 3-by-3 symmetric
matrix P.

4.3 Fixed-Order Robust Controller Design

Based on Theorem (.1 fixed-order robust controller design boils down to convex
LMI optimization, and the main tuning parameter, capturing all degrees of freedom
as well as all the conservatism of the approach, is the central polynomial. The use of
the LMI conditions of Theorem E.I] for fixed-order controller design was proposed
in [12], and it was used e.g. in [6} [16].

4.3.1 H.. Performance

In addition to locating the closed-loop poles into a region . of complex plane, we
may want a control law to ensure some performance requirements. In the case of
H., performance, we can readily exploit well-known links with robust stability of
systems with unstructured uncertainty. We assume now that polynomial matrix is
affected by an additive norm-bounded uncertainty

Ds(s) = D(s) +8N(s), [8]-<y""

where 0 is an unknown real (or complex) valued matrix whose maximum singular
value does not exceed a given positive threshold y~!. Using the small-gain theorem
[26, Theorem 9.1], robust stability of matrix Dg(s) is equivalent to the H.. perfor-
mance constraint

1D (N ()]l < 7

where the infinity norm denotes the maximum singular value achieved for s along
the boundary of open set ..

The following result, proved e.g. in [25, Corollary 1] or [9, Theorem 2], is an
extension of Theoremd.I]to H.. performance.

Lemma 4.1. Given a stable polynomial matrix C(s), rational matrix D~'(s)N(s) is
stable with H.. norm less than or equal to y if there exists a Hermitian matrix P and
a real scalar A such that
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C*D+D*C—F(P)— AC*C N*
e | =0 (4.2)

In particular, in H.. LMI (@2) we retrieve the stability LMI (.I)) in the upper-left
block for the choice A = 0. For examples of lower-order controller design using
Lemmald.1] see [14, 23]

4.3.2 H, Performance

The extension of Theorem E.1lto H, performance was carried out in [8], but since
this document is not publicly available, we reproduce the main result below.

If u denotes the input signal, y the output signal, and G the transfer function
of a linear plant, the H. norm of G can be defined as an energy to energy norm
|G||ce = sup||y||2/||u]|2- Similarly, the H, norm can be defined as an energy to peak
norm [[Gl|> = sup [y]l-/ ]

Lemma 4.2. Given a stable polynomial matrix C(s), rational matrix D~ (s)N(s) is
stable with Hy norm less than or equal to Y if there exists a Hermitian matrix P such

that

P N*
k Lol a Vol — -
C*'D+D*C—-C*C—F(P) =0, {N 21} 0. (4.3)

4.3.3 Robustness

For notational simplicity, in stability LMI (1)), H.. LMI #.2)) or H, LMI (£.3), let
us gather plant (or controller) parameters N, D into a vector k.

Let us assume that plant parameters are uncertain, that is, coefficients of poly-
nomial matrices N(s) and D(s) depend on parameters 6 which belong to a given
compact set A but which are otherwise unknown. If the dependence of N and D on
0 is polynomial, LMI (.I) or @.2) or @.3)) becomes a so-called parametrized, or
uncertain LMI

Ls(k,P) =0, VéeA (4.4)

which must be solved for k and P uniformly for all possible values of § € A. If A
is not discrete, then LMI (4.4) is semi-infinite, in the sense that an infinite number
of constraints (one for each value of § in A) must be solved for a finite number of
variables (in k and P). Such robust LMIs are extensively studied in [2] and [22].

In many cases of interest, an equivalent robust LMI condition

L(k,P) = 0 4.5)

can be derived to remove dependence on uncertain parameter 0, in the sense that
there is a solution to uncertain LMI (@.4) if and only if there is a solution to robust
LMI (.3). Depending on the class of uncertainty set A, robust LMI (£.3) can be
significantly larger than uncertain LMI (#.4), but this is the price to pay to convert a
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semi-infinite LMI into a finite LMI. The simplest example is when N and D depend
affinely on 6 and A is a polytope, the so-called polytopic uncertain model [Z, [3]].
Robust LMI (4.3) then corresponds to all the instances of uncertain LMI {.4) at
vertices of A. In the next section, in the context of LPV controller design, we de-
scribe a general technique to deal with parametrized LMIs when the dependence on
the parameters is polynomial.

4.4 LPV Controller Design

In this section we assume that numerator and denominator polynomial matrices now
depend on a vector of parameters

N(s,0) = No(6) +Ni(0)s+N2(0)s> + -+ +Ny(0)s?
D(s,0) = Do(0)+D1(0)s+D2(0)s*> +---+Dy(0)s?

which is assumed to belong to a given set
0cO.

Such a parameter depends on the operation condition of the open-loop system, and
it can be measured on-line by the controller. For simplicity, we assume first that
parameter 8 does not vary in time, even though at the end of the section we will
indicate how to relax this assumption. In this context, the objective of linear param-
eter varying (LPV) controller design is to find a controller depending explicitly on
0 and that ensures closed-loop stability and performance.

4.4.1 A Hierarchy of LMI Problems

Following the approach described in the previous section, the designer comes up
with a parametrized LMI

Lo(k,P) =0, Y0€cO (4.6)

to be solved for controller coefficients k and Lyapunov coefficients P, where Lg is
one of the LMI mapping @.1)), (£.2) or (£.3) with an additional explicit dependence
of N and D on 6.

If the dependence on 6 is polynomial, i.e.

N(s,0) = Ygene No(s)0”

D(s,0) = Ygene Da(s)0”
where in the above sums o € N7 is a vector of indices, 6% = 61 6,> -+ 9;5 4 and if
set O is basic semi-algebraic, i.e. if it is modeled as
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O={0cR?:g(0)>0,i=1,...,r}

for explicitly given polynomials g;(6), then we can use recent results on positive
polynomials [17] to solve parametrized LMI (.6)) via a hierarchy of robust LMIs.

In particular, we can use Putinar’s Positivstellensatz under the non-restrictive
assumption that the semialgebraic set © is compact and that it is included in a ball of
radius p centered around the origin. For example, this is ensured if g;(8) = p> — 6*0
for some i.

Lemma 4.3. There exists k and P such that Lg(k,P) = 0 for all 6 € © if and only if
there exists sum-of-squares matrix polynomials M;(0) such that Ly (k,P) = My(0) +
Yi18i(0)M;(6).

Proof. See [22, Theorem 24] and [17, Theorem 2.22], an extension to the matrix
case of scalar result by Putinar used for polynomial optimization. O

Practically speaking, the discrepancy between the strict inequality in Lemma
and the non-strict inequality in (£.6) is not relevant. In terms of implementation,
the constraint that Lg(k,P) is a linear combination of sum-of-squares (SOS) ma-
trix polynomials can be expressed as an LMI, as soon as the degree of the SOS
multipliers is fixed. The decision variables are then k and P, but also the Gram ma-
trices of the SOS multipliers, see [[L7, Chapter 2]. By increasing the degree of the
SOS multipliers, we obtain a hierarchy of robust LMI problems of increasing size
whose solution is guaranteed to be equivalent, asymptotically, to the solution of the
polynomially parametrized LMI (.6)). The Matlab modeling environment YALMIP
[L8] allows to model matrix SOS problems and generate the corresponding LMI
problems in a user-friendly way. The LMI problems can then be solved by any
semidefinite programming solver (e.g. SeDuMi, PENSDP, SDPT3, SDPA, CSDP).

4.4.2 Parameter-Dependent Lyapunov Functions

So far we have considered a polynomially parametrized LMI (@.6) which is an in-
stance of stabilization LMI (@.1)), H.. LMI @.2) or H, LMI (&.3) in which decision
variable P is the Hessian matrix of a Lyapunov function certifying stability and
performance. The Lyapunov function does not depend on scheduling parameter 6,
hence we are assessing quadratic stability of the LPV system, i.e. stability for all
possible time variations of 6, including jumps or discontinuities. If we have some
information of the time variation of 6 (e.g. bounds on the rate of variation), or if 0
is assumed to be constant, but otherwise unknown, this information can be incor-
porated in parametrized LMI (.6) by allowing Lyapunov matrix P to depend on 6.
We can use the same robust LMI as in Lemma[4.3] as soon as the dependence of P
on 6 is polynomial. The trade-off to be found is between the complexity (degree) of
the dependence of P on 6 and the size of LMI problems in the hierarchy.

Finally, we can additionally assume as in paragraph[4.3 3lthat the open-loop plant
parameters are uncertain, depending polynomially on a vector or matrix é of uncer-
tain parameters assumed to belong to a compact basic semialgebraic set A. We can
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use the same hierarchy of LMI problems as in Lemmal4.3] the only difference being
that the controller is not allowed to depend polynomially on & (uncertain parameters
are not measurable). In contrast, Lyapunov matrix P can depend simultaneously on
scheduling parameter 6 and uncertain parameter 6.

4.5 Conclusion

We have described in a unified framework the application of recent positive poly-
nomial and LMI techniques to the design of fixed-order robust LPV controllers for
linear systems described by input-output transfer functions whose coefficients de-
pend polynomially on scheduling parameters and uncertain parameters. The main
tuning parameter of the approach is the central polynomial, a reference closed-loop
system around which design is carried out. Once the central polynomial is fixed,
design boils down to solving a hierarchy of LMI problems. These problems can be
modeled easily under Matlab with the YALMIP interface, and they can be solved
with any semidefinite programming solver. These techniques have been succesfully
applied within the scope of a eight-year industrial project with the French aerospace
engine manufacturer Safran-Snecma. Outcomes have been the defense of two PhD
theses [20, [8] and an industrial software environment to assist engineers when de-
veloping advanced control laws for new aircraft engine prototypes [23]].
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