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Preface

Wireless ad hoc sensor networks have recently become a very active research
subject because of their high potential of providing diverse services to numerous
important applications, including remote monitoring and tracking in environ-
mental applications and low-maintenance ambient intelligence in everyday life.
The effective and efficient realization of such large-scale, complex ad-hoc net-
working environments requires intensive, coordinated technical research and de-
velopment efforts, especially in power-aware, scalable, robust wireless distributed
protocols, owing to the unusual application requirements and the severe resource
constraints of the sensor devices. On the other hand, a solid foundational back-
ground seems necessary for sensor networks to achieve their full potential. It
is a challenge for abstract modeling, algorithmic design and analysis to achieve
provably efficient, scalable, and fault-tolerant realizations of such huge, highly
dynamic, complex, nonconventional networks. Features including the extremely
large number of sensor devices in the network, the severe power, computing,
and memory limitations, their dense, random deployment and frequent failures,
pose new interesting abstract modeling, algorithmic design, analysis and imple-
mentation challenges of great practical impact. ALGOSENSORS aims to bring
together research contributions related to diverse algorithmic and complexity
theoretic aspects of wireless sensor networks.

Starting in 2011, ALGOSENSORS broadened its thematic scope, keeping its
focus on sensor networks, but also including other related types of ad hoc wire-
less networks, such as mobile networks, radio networks, and distributed systems
of robots. Papers are solicited into two tracks, one on Sensor Networks (Track
A) and one on Ad Hoc Wireless and Mobile Systems (Track B). Furthermore,
the status of the event has been upgraded to a symposium and its length ex-
tended to two days. ALGOSENSORS 2012, the 8th International Symposium
on Algorithms for Sensor Systems, Wireless Ad Hoc Networks and Autonomous
Mobile Entities, was held in Ljubljana, Slovenia, during September 13–14, 2012.

In 2012, there were 24 submissions to ALGOSENSORS: 14 to track A and ten
to track B. After a careful selection procedure by the (joint) Program Committee
(involving at least four reviews for each paper and five reviews for the vast
majority papers, and fruitful discussions), 11 papers were accepted as full papers:
five of them from track A and six of them from track B. In addition, two papers
from track B were accepted as brief announcements. This volume contains these
papers as well as summaries of the two keynote talks.

The five papers in Track A (Sensor Networks) present original research on
topics such as barrier resilience, localization, connectivity with directional an-
tennas, broadcast scheduling, and data aggregation. The topics covered by the
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six papers in Track B (Ad hoc Wireless and Mobile Systems) include the SINR
model, geometric routing, cognitive radio networks, video delivery, and mapping
polygons.

We would like to warmly thank the ALGO/ESA 2012 organizers for kindly
accepting the proposal of the Steering Committee to co-locate ALGOSENSORS
with some of the leading events on algorithms in Europe. Also, we thank the
keynote speakers Subhash Suri and Thomas Kesselheim for accepting our invi-
tation. Many thanks go to the Program Committee members for their dedicated
contribution toward a strong program.

October 2012 Amotz Bar-Noy
Magnús M. Halldórsson
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Approximation Algorithms for Wireless
Spectrum Allocation with Power Control

Thomas Kesselheim�

Department of Computer Science, RWTH Aachen University

Radio spectrum is one of the most valuable resources necessary to run wireless
networks. Unfortunately, somewhat wasteful allocation has made it very scarce
nowadays. Therefore, for future wireless evolution, we need smart algorithms
that manage wireless spectrum access inside and between networks.

Often algorithmic studies dealing with optimization in wireless networks have
modeled interference essentially by a graph. This simplified view of interference
neglects a number of important aspects. Therefore, attention has recently shifted
to more realistic models, in which interference constraints are stated based on
the signal-to-interference-plus-noise ratio (SINR). These models allow to take
power control into account: By adjusting transmit powers individually, one can
significantly reduce the effects of interference.

1 Capacity-Maximization Problem

The most fundamental combinatorial optimization problem with power control
is the following capacity-maximization problem: Given n pairs of senders and
receivers (links), the task is to select a subset of these links and for each se-
lected link a transmit power such that the number of successful transmissions is
maximized.

One of the easiest ways to tackle this problem is to ignore the possibility of
power control by simply set all transmit powers to a common, uniform value,
and apply a suitable selection algorithm. Maybe surprisingly, this already yields
approximation factors as good as O(log Δ) [1], where Δ is the ratio between the
maximum and the minimum distance between a sender and its corresponding
receiver. Improved performances of O(log log Δ) can be reached by setting trans-
mit powers proportional to the square-root of the distance between the senders
and its receiver and applying a suitable section algorithm [3,4,2].

However, both mentioned bounds are tight: For both uniform and square-root
power assignments, there are instances with (Δ = 2n resp. Δ = 22n) in which
one cannot get better approximation factors than Ω(n). Asymptotically, this is
not even better than the trivial algorithm selecting only a single link, which has
approximation factor n.

In [7], we show that using a different approach, a constant-factor approxima-
tion can be reached. In contrast to the algorithms mentioned above, it first selects
the subset of links and assigns the transmit powers afterwards. Extensions of this
� This work has been supported by the UMIC Research Centre, RWTH Aachen

University.

A. Bar-Noy and M.M. Halldórsson (Eds.): ALGOSENSORS 2012, LNCS 7718, pp. 1–3, 2013.
© Springer-Verlag Berlin Heidelberg 2013



2 T. Kesselheim

algorithm deal with limited transmit powers [9] rather than unlimited ones and
with flexible data rates [8], in which the interference model

2 Secondary Spectrum Auctions

The insights from the considerations of the capacity-maximization problem can
be reused in a more general context. In [6,5], we study a setting motivated by
auctions for secondary spectrum markets. In these markets licenses allowing
secondary-usage of currently unused parts of the spectrum are being sold. Li-
censes are valid for short periods of time and in local areas. Thus, they have to
take interference into account, which we model by an edge-weighted graph. We
extend the notion of independent sets to edge-weighted conflict graphs by re-
quiring that the sum of incoming weights from all neighbors have to be less than
1 for all vertices in the set. By suitable choices of edge weights, the independent
sets correspond the link sets for which there is a power assignment making all
SINR constraints fulfilled.

Interestingly, the conflict graphs derived from the SINR model but also from
a number of simpler interference models share a very important property. The
inductive independence number ρ [10] is bounded by a constant or by a slowly
growing function.

This property enables us to bypass the Ω(n1−ε) lower bound on the approx-
imability of maximum independent set in general conflict graphs and get O(ρ ·
log n)-approximations for weighted maximum independent set edge-weighted
conflict graphs. Also for the case of multiple channels, we devise approximation
algorithms whose guarantees are almost optimal under standard complexity-
theory assumptions. Furthermore, all approximation algorithms can be turned
into truthful-in-expectation mechanisms ensuring that no bidder can benefit
from lying about his true valuation.

References

1. Andrews, M., Dinitz, M.: Maximizing capacity in arbitrary wireless networks in the
SINR model: Complexity and game theory. In: Proceedings of the 28th Conference
of the IEEE Communications Society (INFOCOM), pp. 1332–1340 (2009)

2. Halldórsson, M.M.: Wireless Scheduling with Power Control. In: Fiat, A.,
Sanders, P. (eds.) ESA 2009. LNCS, vol. 5757, pp. 361–372. Springer, Heidelberg
(2009)

3. Halldórsson, M.M., Holzer, S., Mitra, P., Wattenhofer, R.: The power of non-
uniform wireless power. In: Proceedings of the 24th ACM-SIAM Symposium on
Discrete Algorithms, SODA (to appear, 2013)

4. Halldórsson, M.M., Mitra, P.: Wireless capacity with oblivious power in general
metrics. In: Proceedings of the 22nd ACM-SIAM Symposium on Discrete Algo-
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5. Hoefer, M., Kesselheim, T.: Secondary spectrum auctions for symmetric and sub-
modular bidders. In: Proceedings of the 13th ACM Conference on Electronic
Commerce (EC), pp. 657–671 (2012)
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Geometric Computing over Uncertain Data

Subhash Suri

Department of Computer Science
University of California, Santa Barbara, CA 93106, USA

Geometric structures such as the convex hull, Delaunay triangulation, or min-
imum spanning tree (MST) are fundamental tools for reasoning about multi-
dimensional data. What happens to these structures when the underlying data
points are known with only partial certainty? For instance, what is the expected
cost of the MST of a set of points, each known to be alive with some probability?
Or, in a set of uncertain points, how likely is it that the closest pair is within
distance L? This talk explores the effects of data uncertainty on the complexity
of basic geometric problems.

Specifically, let us consider a set of pointsM = {s1, s2, . . . , sn}, called themas-
ter set, in a d-dimensional Euclidean space. Each point si is active, or present, with
some independent and arbitrary but known (rational-valued) probability pi. The
independent point probabilities induce a sample spacewith 2n outcomes, where an
outcome A ⊆ M occurs with probability Pr[S = A] =

∏
si∈A pi

∏
si �∈A(1− pi).

We let MST (A) denote the length of A’s minimum spanning tree under the
Euclidean norm. Let S ⊂ M denote the set of active points in a trial, and let
MST (S) denote the random variable that assumes values MST (A) over the 2n

subsets A ⊂ M . The expected length of the MST of S is the expectation of this
random variable:

E[MST (S)] =
∑
A⊆M

Pr[S = A] ·MST (A).

Despite the implicit summation over an exponential number of subsets, we ob-
serve that the expected value of many basic geometric structures can be com-
puted easily. In particular, the expected perimeter or area of the convex hull of
S, or the expected lengths of various proximity graphs including the Delaunay
triangulation, Gabriel graph and the Relative Neighborhood graph are easily
computed in polynomial time. In this context, it is a bit surprising that com-
puting the expected length of the MST proves to be intractable. Our results on
the stochastic MST include the following:

– computing E[MST (S)] is #P -hard for any dimension d ≥ 2; the problem is
trivial for d = 1.

– a simple FPRAS (fully polynomial randomized approximation scheme) for
approximating E[MST (S)] in a metric space, and thus also in a Euclidean
space.

A. Bar-Noy and M.M. Halldórsson (Eds.): ALGOSENSORS 2012, LNCS 7718, pp. 4–5, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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– an O(n4)-time deterministic algorithm for approximating E[MST (S)] within
a constant factor in two dimensions.

– a proof of hardness for estimating the tail bounds of the distribution of
MST (S). We show that this cannot be approximated to any multiplicative
factor in a general metric space, assuming P �= NP.

We also study the complexity of closest pair and nearest neighbor searching for
these stochastic points, and show the following results:

– It is #P -hard to compute the probability that the closest pair of points have
distance at most a value �, even for dimension 2 under the L∞ norm.

– In the linearly-separable and bichromatic planar case, the closest pair prob-
ability can be computed in polynomial time under the L∞ norm.

– Without the linear separability, even the bichromatic version of the stochas-
tic closest pair problem is #P -hard under the L2 or L∞ norm.

– Even with linear separability and L∞ norm, the bichromatic case becomes
#P -hard in dimension d ≥ 3.

– We give a linear-space data structure with O(log n) query time to compute
the expected distance of a given query point to its (1+ε)-approximate nearest
neighbor when the dimension d is a constant.

This talk is based on the following two papers:

– Stochastic Minimum Spanning Trees in Euclidean Spaces.
Pegah Kamousi, Timothy Chan, and Subhash Suri.
Proc. 27th Annual Symposium on Computational Geometry (SoCG) ’11,
Paris, France, June 13-15, 2011.

– Closest Pair and the Post Office Problem for Stochastic Points.
Pegah Kamousi, Timothy Chan, and Subhash Suri.
Proc. 12th International Symposium on Algorithms and Data Structures
(WADS) ’11, Brooklyn, NY, Aug 15-17, 2011.



Packing Resizable Items with Application

to Video Delivery over Wireless Networks�

Sivan Albagli-Kim1, Leah Epstein2, Hadas Shachnai1, and Tami Tamir3

1 Computer Science Department, Technion, Haifa 32000, Israel
{sivanal,hadas}@cs.technion.ac.il

2 Department of Mathematics, University of Haifa, Haifa, Israel
lea@math.haifa.ac.il

3 School of Computer Science, The Interdisciplinary Center, Herzliya, Israel
tami@idc.ac.il

Abstract. Motivated by fundamental optimization problems in video
delivery over wireless networks, we consider the following problem of
packing resizable items (PRI). Given is a bin of capacity B > 0, and a
set I of items. Each item j ∈ I is of size sj > 0. A packed item must
stay in the bin for a fixed time interval. To accommodate more items in
the bin, each item j can be compressed to a size pj ∈ [0, sj) for at most a
fraction qj ∈ [0, 1) of the packing interval. The goal is to pack in the bin,
for the given time interval, a subset of items of maximum cardinality.
PRI is strongly NP-hard already for highly restricted instances.

Our main result is an approximation algorithm that packs, for any in-
stance I of PRI, at least 2

3
OPT (I)−3 items, where OPT (I) is the number

of items packed in an optimal solution. Our algorithm yields better ra-
tio for instances in which the maximum compression time of an item is
qmax ∈ (0, 1

2
). For subclasses of instances arising in realistic scenarios,

we give an algorithm that packs at least OPT (I)− 2 items. Finally, we
show that a non-trivial subclass of instances admits an asymptotic fully
polynomial time approximation scheme (AFPTAS).

1 Introduction

Video content delivery over wireless networks is expected to grow exponentially
in the coming years. It is driven by applications including streaming TV content
to mobile devices, internet video, video on demand, personal video streaming,
video sharing applications (from mobile to mobile), video conferencing, and live
video broadcasting (cloud to mobile as well as mobile to cloud). In fact, a recent
study (Cisco Visual Networking Index [3]) predicts that the mobile video traf-
fic will be approximately two-thirds of the global mobile data traffic by 2015.
Improvements in video compression and wireless spectral efficiency will not be

� Work partially supported by the Technion V.P.R. Fund, by Smoler Research Fund,
and by the Ministry of Trade and Industry MAGNET program through the NEGEV
Consortium (www.negev-initiative.org).

A. Bar-Noy and M.M. Halldórsson (Eds.): ALGOSENSORS 2012, LNCS 7718, pp. 6–17, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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sufficient to accommodate this potential demand. This establishes the need for
solutions on the intersection of theory and practice.

A common approach taken by companies, to better utilize the available band-
width, is to deliver video content to the clients using different encodings. This
enables the system to support mobile users, who tend to change location (or
viewing devices) throughout the show. It also allows the system to degrade
quality-of-service for bounded time intervals, while increasing the number of
serviced clients. In wireless services, the available network bandwidth, shared by
all users that are covered by an access point, is typically no more than 54Mbps.
Therefore, no more than 36 MPEG-1 video streams can be delivered simultane-
ously to a local area [18]. This places strict limitation on the available bandwidth
for simultaneous delivery of video content.

Consider a set of clients requesting to view video content over a wireless
network. Suppose that each client is willing to tolerate a lower QoS level for
some continuous time interval throughout the delivery.1 The goal is to select a
subset of the clients to be serviced and the QoS level for each client throughout
the service, such that the total bandwidth allocated at any time does not exceed
the available bandwidth, and the number of satisfied requests is maximized.

More specifically, given is a large database of video files, and a set of n clients.
Suppose that, for some qj ∈ [0, 1], client j is willing to view a fraction, qj , of
her requested video content in low QoS.2 Each file is stored in the system in
several encodings – corresponding to several levels of QoS. Assume that high
QoS requires sj bandwidth units, while a lower QoS level requires pj bandwidth
units, for some 0 < pj < sj . Let B denote the total bandwidth available for
file transmissions to the clients. The goal is to service the maximal number of
clients, such that each client j receives high-QoS transmission, except maybe
for the pre-agreed fraction qj of the video show, in which the client may receive
a lower QoS. The degradation in QoS transmission may occur at most once
throughout the transmission of the video content to certain client, (i.e., along a
contiguous segment of the transmitted content).

We model this optimization problem as the following problem of packing re-
sizable items (PRI). Given is a set I of n items and a bin of capacity B > 0.
Each packed item must stay in the bin for a given time interval. Each item j
is associated with a size 0 < sj ≤ B (also called expanded or non-compressed
size), a compressed size 0 ≤ pj < sj , and a compression time, 0 ≤ qj < 1,
specifying the maximal fraction of the packing interval the item can be stored
in its compressed size. The time interval in which item j is compressed must
be contiguous. The goal is to pack in the bin a feasible subset of the items of
maximum cardinality for the given time interval. W.l.o.g., we assume that the
packing interval is (0, 1]. Thus, a solution for PRI specifies the subset of packed
items I ′ ⊆ I and, for any j ∈ I ′, the interval (cj , ej ] in which j is compressed,

1 The continuity requirement comes from the fact that repeated changes in encoding
of the transmitted content may cause the client unpleasant interruptions.

2 Allowing such degradation in QoS reduces the rates for the clients.
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such that the total size of expanded and compressed items at any time t ∈ (0, 1]
is at most B.

The above application of video delivery over wireless network yields a general
instance of PRI. When all clients share the same low-QoS encoding, we get
the special case of PRI with uniform compressed size (see Section 4). When all
clients share the same pre-agreed low-QoS fraction, we get an instance of PRI
with uniform compression time (see Section 3.1).

By our definition of PRI, in any feasible packing, item j is expanded during
time interval (0, cj], compressed during the interval (cj , ej], and expanded again
during the interval (ej , 1] for some 0 ≤ cj ≤ ej ≤ 1, where 0 ≤ ej−cj ≤ qj . When
expanded, the item consumes capacity sj in the bin, while in its compressed form
it consumes capacity pj . W.l.o.g., we assume that B <

∑
j sj , since otherwise,

all items can be packed with no compression for the whole time interval.
In [1] we show that PRI is strongly NP-hard already for highly restricted

instances, where all items have the same expanded and compressed sizes, or the
same compression times. Indeed, solving PRI involves the selection of a subset
of items to be packed, as well as finding a feasible placement for these items in
the bin. This makes PRI harder than other single bin packing problems.

Figure 1 presents some examples of PRI instances, and their packings. Figure
1(a) presents an optimal packing of 6 items with uniform expanded size, where
sj = 1 for all j, and uniform compression time, i.e., qj = 1/3 for all j. The
compressed sizes are 0.2, 0.4, 0.5, 0.5, 0.6, and 0.8, and the bin capacity is B = 5.
Figure 1(b1) presents an optimal packing of 6 items with uniform expanded size,
i.e. sj = 1 for j, and uniform compressed size pj = 1/3 for all j. The compression
times are 0.2, 0.4, 0.5, 0.5, 0.6, and 0.8. As shown in the figures, parts of the same
item can be stored at different heights in the bin, as long as the total capacity
allocated to item j along its expanded and compressed intervals are sj and pj ,
respectively. These characteristics of the packings follow from the nature of our
applications, in which the allocation of resource capacity (such as bandwidth, or
servers on a cloud) to an element is not required to be contiguous.

Figure 1(b2) demonstrates the challenge of finding a feasible placement for the
selected items. The instance is the same as the one packed in Figure 1(b1). A
natural greedy approach is to pack the items one after the other, while balancing
the load along the packing interval. Thus, each item is packed as compressed in a
‘more loaded’ sub-interval, and as expanded in other parts of the packing interval.
As shown in Figure 1(b2), packing the items using this approach requires a bin
of capacity B = 4 2

3 . While the greedy approach yields efficient approximation in
some cases, it is not well defined for arbitrary instances, since the more loaded
sub-interval may not be contiguous.

Another difficulty in solving PRI comes from the fact that there is no natural
ordering for the packed items. For example, in the Knapsack problem, it is
well known that an optimal fractional solution consists of items with the highest
profit/size ratios. Moreover, with unit profits, Knapsack can be trivially solved by
packing the smallest items. In PRI, items have unit profits and can be ordered by
their total demand for capacity (given by sj(1− qj)+pjqj), however, an optimal
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Fig. 1. (a) An optimal packing of an instance with uniform q. An optimal (b1) and
greedy (b2) packing of an instance with uniform p.

solution does not necessarily pack the items having the smallest demands. This
is valid even for a fractional solution, in which items may be partially packed
(in a fractional solution the expanded and compressed sizes are divided).

1.1 Related Work

Packing items in a single bin, or in multiple bins, have been widely studied (see
[12] for a survey). Most of these problems are NP-hard. The 0/1-Knapsack prob-
lem admits a fully polynomial time approximation scheme (FPTAS), based on a
pseudo-polynomial time solution. That is, for any ε > 0, a (1−ε)-approximation
to the optimal can be found in O(n/ε2), where n is the number of items [16]. In
contrast, the multiple knapsack problem (MKP) is NP-hard in the strong sense,
therefore it is unlikely to have an FPTAS [15]. A PTAS for MKP was presented
by Chekuri and Khanna [5].

Our problem of packing resizable items is closely related to the bin covering
(BC) problem, that is well studied (see, e.g., [2,6,7,11]). The input for bin cover-
ing is a set of items {a1, . . . , an}; each item aj has a size s(aj) ∈ (0, 1). The goal
is to pack the items into unit sized bins so as to maximize the number of bins
that receive items of total size at least 1. It is easy to see that no polynomial time
algorithm can have approximation ratio better than 1

2 (indeed, applying such ap-
proximation algorithm to instances where the total size of items is 2 would solve
the Partition problem). The first asymptotic approximation scheme (APTAS)
for bin covering was introduced by Csirik et al. [7]. Subsequently, Jansen and
Solis-Oba [11] presented an AFPTAS for the problem. We discuss the relation
between the two problems in Section 4.

In computational geometry, the problems of covering a region by rectan-
gles [4,10,17] and tiling by rectangles [13] are well studied. Interestingly, these
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problems also relate to PRI (see Section 4.1). However, in both problems, the
rectangles can translate, but cannot move along the x- or y-axis. Therefore, the
techniques used to solve these problems cannot be applied when solving PRI.

Other related work deal with efficient broadcasting over wireless networks.
This combines technical as well as theoretical aspects, in particular, algorithms
for efficient bandwidth allocation, streaming, and routing [9,8].

1.2 Our Contribution

We give a comprehensive study of PRI. For some subclasses of instances, our
results are almost the best possible. Let OPT (I) denote an optimal solution for
an instance I. When clear from the context, we omit I. We use OPT also to
denote the cardinality of OPT (I). Our main result (in Section 2) is an approxi-
mation algorithm for general instances of PRI. The performance of the algorithm
depends on qmax, the maximum compression time of any item. Specifically, let

γ =
⌈

1
qmax

⌉
−1. If the compression times may take any value in [0, 1), in particu-

lar, if qmax ≥ 1
2 , then γ = 1. In this case, the algorithm packs at least 2

3OPT −3
items. If for all j, 0 < qj < 1

2 , then γ ≥ 2, and the algorithm packs at least
2γ+2
2γ+3OPT − 3 items. For the case of uniform expanded size inputs, where sj = 1

for all j, the algorithm packs at least 3
4OPT − 3 items. We note that in the ap-

plication motivating our work, all items tend to have small compression times,
resulting in good approximation ratio. In particular, for γ = 6, a typical value in
our application of video services, we obtain an asymptotic 14/15-approximation
algorithm.

For other subclasses of instances arising in realistic scenarios, where com-
pression times are drawn from a divisible sequence, we give (in Section 3) an
algorithm that packs OPT (I) − 2 items. Furthermore, we show (in Section 4)
that a non-trivial subclass of instances, of items with uniform compressed and ex-
panded size, admits an asymptotic fully polynomial time approximation scheme
(AFPTAS).

Due to space constraints, some of the proofs are omitted. The detailed results
appear in [1].

Techniques. In deriving our results for general PRI instances (in Section 2), we
make non-standard use of a rounding technique applied in the Harmonic algo-
rithm for Bin packing [14]. Our algorithm initially selects the subset of packed
items; then, the compression times of the items are rounded down to one of three
values, where each value is a unit fraction that depends on γ. We show how each
of these subsets, which has uniform compression time, can be packed.

In developing (in Section 4) an AFPTAS for instances with uniform size, we
use a transformation of PRI to the problem of covering a region by sliceable
rectangles, which finds applications also in computational geometry. Our cover-
ing with holes technique (Section 4.1) enables to draw a non-trivial connection
between PRI and the bin covering problem.
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2 Approximation Algorithm for General Instances

In this section we present an approximation algorithm, denoted Algarb, for in-
stances of PRI with arbitrary expanded sizes, sj , and arbitrary compressed sizes
0 < pj < sj . For an item j, let rj = sj − pj, and let the weight of an item be
wj = sj(1− qj) + pjqj = sj − rjqj , that is, wj is the total capacity required for
item j along the packing interval. For a set of items S, let w(S) =

∑
j∈S wj ,

s(S) =
∑

j∈S sj , p(S) =
∑

j∈S pj , and r(S) =
∑

j∈S rj .
The idea ofAlgarb is to select first the subset of packed items, then round down

the compression time of each item into one of three values, and then pack each of
the resulting sets (having uniform compression times) separately. Let Iuni−q be
an instance with uniform compression time, such that for all j ∈ Iuni−q , qj =

1
α .

In Section 3.1, we present an almost optimal algorithm for such instances and
show that it is possible to pack |Iuni−q |− 1 items in a bin of capacity w(Iuni−q).
This algorithm is used as a subroutine by Algarb.

The next simple observation refers to instances in which items cannot be
compressed at all.

Observation 1. If qj = 0 for all j, I can be packed in a bin of capacity w(I).

Algorithm Algarb partitions the items in I into three sets: X = {j ∈ I| 1
γ+1 ≤

qj <
1
γ }, Y = {j ∈ I| 1

2(γ+1) ≤ qj <
1

γ+1}, and Z = {j ∈ I|0 ≤ qj <
1

2(γ+1)}.
Let OPT be the set of items packed in an optimal solution, and let Xopt, Yopt,
Zopt be the subsets of X,Y, Z respectively, in OPT .

Lemma 1. If γ ≥ 2 then [(2γ)s(Xopt)+3p(Xopt)]+[(2γ+1)s(Yopt)+2p(Yopt)]+
[(2γ+2)s(Zopt)+p(Zopt)] ≤ (2γ+3)B, and if γ = 1 then [s(Xopt)+2p(Xopt)]+
[2s(Yopt ∪ Zopt) + p(Yopt ∪ Zopt)] ≤ 3B.

Lemma 2. The total rounded weight of J∗ is at most B.

Algorithm Algarb receives an arbitrary PRI instance and proceeds as follows. In
Steps 4 and 5, we use an almost optimal algorithm for instances with uniform
compression times, given in Section 3.1.

Algarb(I, B):

1. For each j ∈ I, round down qj :
a. If j ∈ X , let qj =

1
γ+1 .

b. If j ∈ Y , let qj =
1

2(γ+1) .

c. If j ∈ Z, let qj = 0.
2. Sort the items in I in a non-decreasing order according to their rounded

weights wr
j .

3. Let I ′ be the longest prefix in the sorted list having total rounded weight
at most B. Let X ′ = I ′ ∩X , Y ′ = I ′ ∩ Y , and Z ′ = I ′ ∩ Z.

4. Pack |X ′| − 1 items of X ′ in the bin using capacity wr(X ′).
5. Pack |Y ′| − 1 items of Y ′ in the bin using capacity wr(Y ′).
6. Pack Z ′ in the bin using capacity wr(Z ′).
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Lemma 3. The algorithm outputs a feasible packing.

Theorem 1. If γ ≥ 2, then Algarb returns a packing of at least 2γ+2
2γ+3OPT − 3

items. If γ = 1, then Algarb returns a packing of at least 2
3OPT − 3 items.

Proof. We present the proof for γ ≥ 2. The proof for γ = 1 is similar. In steps
4-6, the algorithm packs |X ′| − 1 + |Y ′| − 1 + |Z ′| = |I ′| − 2 items. We show
that |I ′| ≥ 2γ+2

2γ+3OPT − 1. Recall that I ′ form a prefix of the sorted list. Thus,

the total rounded weight of any subset of at least |I ′| + 1 items is larger than
B. This implies that any set of items having total rounded weight at most B
includes less than |I ′|+1 items. In particular, by Lemma 2, as the total rounded
weight of J∗ is at most B, we have that |I ′| + 1 ≥ |J∗| (note that J∗ might
include fractions and we consider here their fractional size). By definition of J∗,
it includes 2γ+2

2γ+3OPT items. We conclude that |I ′| ≥ 2γ+2
2γ+3OPT − 1.

Uniform Expanded Sizes: In the case γ = 1, if for all items sj = 1, Algarb
returns a packing of at least 3

4OPT −3 items. To prove this, we can show that it
is either the case that the set of 3

4 |X |, 34 |Y | and 3
4 |Z| items of minimum weight

of the sets X,Y, Z, respectively, have total weight at most 1, or that the set
of all items of X together with 
B − w(X)� additional items (that can always
be packed), has a sufficiently large number of items. The bound 3

4 is tight for
this case, while the bound 2

3 is tight for the general case (though the additive
constant can be reduced to 2 by uniting Y and Z).

3 Almost Optimal Algorithm for Divisible Compression
Times

In this section we present an almost optimal algorithm for instances in which
the compression times form a divisible sequence.

Definition 1. A sequence 1
d1

> 1
d2

> · · · > 1
dz

is divisible if for all 1 ≤ i ≤ z,
di is an integer, and for all 1 ≤ i ≤ z − 1, di+1 divides di.

For example, 1
2 ,

1
4 ,

1
8 ,

1
16 ,

1
32 and 1

3 ,
1
9 ,

1
63 ,

1
126 ,

1
504 are divisible sequences. Let I be

a PRI instance, in which item j has an arbitrary expanded size, sj , an arbitrary
compressed size, pj , and a compression time qj , such that qj = 1

di
for some

1 ≤ i ≤ z, where { 1
di
} is a divisible sequence. As we show in [1], even the more

restricted case of PRI, with unit expanded size and uniform compression time
1/m, is strongly NP-hard. Clearly, an approximation algorithm with an additive
error of 1 is the best one can expect.

Algorithm Algdiv(I, B) packs either OPT − 1 or OPT − 2 items, depending
on several parameters of the instance (see below).

Property 1. For any item j, before j is placed, the packing consists of strips
whose widths are multiples of qj , such that the load along each strip is uniform.
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Lemma 4. Throughout Step (d), the gap between the loads on any two time-
points in (0, 1] is at most rj′ .

Algdiv(I, B):

1. Sort the items of I in non-decreasing order by weights, i.e., w1 ≤ w2 ≤ . . .
2. Let I ′ be the longest prefix of the sorted list of total weight at most B.
3. Pack |I ′| − 1 or |I ′| − 2 items in the bin:

(a) Remove from I ′ the item j′ for which rj′ = maxj∈I′rj .
(b) If wj′ < rj′ and qj′ > minj∈I′qj , remove from I ′ also an item with

maximal weight.
(c) Sort the remaining items in non-increasing order by compression times,

i.e., q1 ≥ q2 ≥ . . .. denote the sorted list by L.
(d) while L �= ∅, place the next item in the bin as follows:

i. Let � be the maximum load (=height) along (0, 1] in the bin.
ii. Let (x, �) be the leftmost (with the minimal x-coordinate) point

in the bin having load �.
iii. Pack j as compressed in time interval (x, x+ qj ], and as expanded

in (0, x], and (x+ qj , 1].

Lemma 5. The packing generated in Step (d) does not exceed the height B.

Theorem 2. If wj′ ≤ rj′ or qj′ = minj∈I′qj, then the algorithm packs OPT −1
items. Otherwise, it packs OPT − 2 items.

Proof. Since the total weight of items in OPT is at most B, and I ′ is the longest
prefix of the sorted list having total weight at most B, it must be that |I ′| ≥
OPT . By Lemma 5, the algorithm packs all but one or two items from I ′,
depending on the stated condition.

Remark: For a given constant-size set U of items, it is possible to test in con-
stant time whether all items of U can be packed. This can be done (also for
arbitrary instances) by enumerating over all permutations of U and applying a
greedy rule for each permutation (we omit the details). This implies that any
algorithm which finds a solution in which OPT/r − C are packed, can be con-
verted to an (r + ε)-approximation algorithm. In particular, an algorithm that
packs OPT − θ(1) items can be converted to a PTAS.

3.1 Uniform Compression Time

The above algorithm can be applied also if all items share the same compression
time. That is, for all j, qj = q for any 0 < q < 1. Note that we do not require

q to be a unit fraction of the form 1/
⌈
1
q

⌉
. Given q, let γ =

⌈
1
q

⌉
. We show that

it is sufficient to consider only packings with a specific structure, in which the
actual compression time of all items is exactly 1/γ.

Lemma 6. There exists an optimal packing in which the items are divided into
γ groups, such that the items of group 1 ≤ i ≤ γ are all compressed during the
interval ( i−1

γ , i
γ ].
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Thus, for any instance with uniform q, it is possible to round down the compres-

sion times of all items to 1/
⌈
1
q

⌉
, and apply Algdiv(I, B) on the resulting instance

- the compression times for a divisible sequence with a single element. Note that
in this case, the condition in Step (b) does not hold (as qj′ = minj∈I′qj), and
thus, the algorithm packs OPT − 1 item. Therefore,

Theorem 3. Let I be an instance with uniform compression time. It is possible
to pack OPT (I)− 1 items in polynomial time.

Let I be an instance with uniform compression time q = 1
α , for some integer

α. By applying Algdiv(I, B) with a bin of capacity B = w(I), all items except
for one are packed. The following result is used in our algorithm for arbitrary
instances (see Section 2).

Theorem 4. Let I be an instance with uniform compression time q = 1
α . It is

possible to pack |I| − 1 items in a bin of capacity w(I).

4 An AFPTAS for Instances with Uniform Size

In this section we present an improved approximation algorithm for instances
with uniform expanded size. For such instances we assume, w.l.o.g., that for all
items sj = 1, and that the compression times of all items are positive (items
with qj = 0 can be added to the bin if it is not fully utilized by compressible
items). We first describe the Covering with Holes technique that we use to derive
our result.

4.1 Technique: Covering with Holes

Our approach is to utilize in the best way the holes created while items are packed
as compressed. Each item j defines a hole hj , which has a width 0 < qj < 1 and
height 0 < p′j < 1, where p′j = 1 − pj . We describe formally the Covering with
Holes problem, and its relation to PRI.

In the Covering with Holes (CwH) problem, we are given a number B, and a
set HI of n holes, such that each hole hj is associated with a width 0 < qj < 1
and a height 0 < p′j < 1. The goal is to find the maximal h such that it is
possible to cover an h × 1 rectangle using at most B + h holes. A solution for
CwH is given by a set of holes H = {h1, · · · , h�} where � ≤ B + h. For each
hole hj , the solution specifies what is the x-interval Xj = (x1j , x2j ] in which hj

is spanned, such that x2j − x1j = qj . A solution covers an h× 1 rectangle, if for
every 0 ≤ t ≤ 1 it holds that the total height of holes whose x-interval includes
t is at least h.

Figure 2(a) presents a cover of a 1× 1 rectangle with 7 holes. Note that the
holes need not be placed in the covered area as rectangles. For example, hole h4

spans along (0.6, 1] and its height is 0.5. This hole corresponds to an item in the
PRI instance having qj = 0.4 and pj = 0.5. Similarly, hole h2 spans along (0, 0.6]
and its height is 0.3. This hole corresponds to a PRI item having qj = 0.6 and
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Fig. 2. (a) Covering a 1×1-rectangle with 7 holes. (b) A packing in a bin with capacity
3 and the corresponding cover of a 1 × 1 rectangle. The items define four holes of
dimensions 1

2
× 1

2
.

pj = 0.7. Note also that it is possible to have overlapping holes as well as holes
whose interval spans beyond the covered area.

We now show the relation between CwH and PRI (see Figure 2(b)).

Theorem 5. Let I be an instance of PRI with uniform expanded size, and let
HI be the associated set of holes. It is possible to cover an h× 1 rectangle using
at most B + h holes from HI if and only if it is possible to pack B + h items of
I in a bin of capacity B.

Theorem 5 holds for the maximal h such that at most B+h holes cover an h×1
rectangle. Therefore, a solution for CwH, induces a solution for PRI.

Note that the above correspondence between the two problems holds for any
instance of PRI with uniform expanded sizes.

4.2 Approximation Scheme

In the uniform size case, the expanded and the compressed size are uniform for
all items and equal to 1 and p, respectively (for some 0 < p < 1 ≤ B). The
compression times of the items (i.e., qj), may be arbitrary.

Observation 2. W.l.o.g., in any feasible packing, the number of compressed
items is uniform along the interval (0, 1].

Recall that PRI is strongly NP-hard already for uniform size instances [1]. We
use below our covering with holes technique to obtain an AFPTAS for such
instances.

Assume the items are sorted such that q1 ≥ q2 ≥ . . . ≥ qn. Clearly, if for
two items j1, j2, it holds that qji > qj2 then item j1 can be accommodated in
the space allocated for item j2. Thus, w.l.o.g., an optimal solution packs the
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first items in the instance. In covering terms, this means that the covering is
performed using the widest holes.

Since the compressed size is uniform, all the holes determining the covering
have height (1− p). By Observation 2, in the CwH problem, there exists a cover
in which the number of holes is uniform along the interval (0, 1]. In other words,

the holes are divided into g =
⌈

h
1−p

⌉
groups (horizontal strips), such that group

1 ≤ i ≤ g covers the i-th strip of height (1− p), of the rectangle. In other words,
the covering problem in this case can be seen as a problem of maximizing the
number of horizontal strips (each of height (1 − p)), covered by rectangles of
height 1− p and widths q1, q2, . . ..

To obtain an approximate solution for CwH, we use an AFPTAS for the bin
covering problem, defined as follows. Given is a set {a1, · · · , an} of items, each
item aj has a size s(aj) ∈ (0, 1). We need to pack the items into bins so as to
maximize the number of bins that receive items of total size at least 1.

Let Abc be such an AFPTAS, and let c be its asymptotic constant (such an
AFPTAS with c = 4 is given in [11]). That is, given n items of sizes s(1), . . . , s(n),
where ∀i, s(i) < 1, Abc uses the items to cover b bins of size 1, where b ≥
(1− ε)b∗− c, and b∗ is the number of bins covered by an optimal solution. Given
an instance I for PRI, let HI be the corresponding instance for CwH. Define the
following instance CI for bin covering: for every hole j ∈ HI of size (1− p)× qj ,
include in CI an item of size qi.

Given HI , h, we want to answer the following question: “Is it possible to cover
an h× 1 rectangle with at most B + h holes from HI?” Since, unless P = NP ,
this question is unlikely to be decided in polynomial-time, our algorithm answers
a slightly different question. Specifically, Decision Algorithm(HI , h) receives HI

and h as an input, and returns true if it is possible to cover a ((1− ε)h− c)× 1
rectangle with at most (1− ε)(B+h)− c holes from HI . The algorithm uses Abc

as a subroutine.

Decision Algorithm (HI , h):

1. Let CI be the input for bin covering corresponding to HI .
2. Run Abc on the first (1− ε)(B + h)− c items in CI (corresponding to the

widest holes in HI).
3. Let b be the number of bins covered by Abc.

4. If b ≥ (1−ε)(h+B)−B−c
1−p , return true else return false.

Lemma 7. Let OPTc be an optimal solution for CwH of the instance HI . As-
sume that OPTc covers a (n∗ −B)× 1 rectangle with at most n∗ holes. Then, a
((1− ε)n∗ −B − c)× 1 rectangle can be covered with at most (1− ε)n∗ − c holes
and Decision Algorithm(h) returns true for h = n∗ −B.

To obtain an AFPTAS for PRI, we can use binary search to find the maximal
1 ≤ h ≤ n − B such that it is possible to cover a ((1 − ε)h − c) × 1 rectangle
with at most (1− ε)(B + h)− c holes. We summarize in the next result.
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Theorem 6. Let n∗ be the maximal number of items that can be packed in a bin
of capacity B. Then the above scheme returns a packing of (1− ε)n∗ − c items,
in a bin of capacity B.
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Abstract. Let P be a set of points in the plane, representing transceivers
equipped with a directional antenna of angle α and range r. The cov-
erage area of the antenna at point p is a circular sector of angle α and
radius r, whose orientation can be adjusted. For a given assignment of
orientations, the induced symmetric communication graph (SCG) of P
is the undirected graph, in which two vertices (i.e., points) u and v are
connected by an edge if and only if v lies in u’s sector and vice versa.
In this paper we ask what is the smallest angle α for which there exists
an integer n = n(α), such that for any set P of n antennas of angle α
and unbounded range, one can orient the antennas so that (i) the in-
duced SCG is connected, and (ii) the union of the corresponding wedges
is the entire plane. We show (by construction) that the answer to this
problem is α = π/2, for which n = 4. Moreover, we prove that if Q1

and Q2 are two quadruplets of antennas of angle π/2 and unbounded
range, separated by a line, to which one applies the above construction,
independently, then the induced SCG of Q1 ∪Q2 is connected. This lat-
ter result enables us to apply the construction locally, and to solve the
following two further problems.

In the first problem (replacing omni-directional antennas with direc-
tional antennas), we are given a connected unit disk graph, correspond-
ing to a set P of omni-directional antennas of range 1, and the goal is
to replace the omni-directional antennas by directional antennas of an-
gle π/2 and range r = O(1) and to orient them, such that the induced
SCG is connected, and, moreover, is an O(1)-spanner of the unit disk
graph, w.r.t. hop distance. In our solution r = 14

√
2 and the spanning

ratio is 9. In the second problem (orientation and power assignment),
we are given a set P of directional antennas of angle π/2 and adjustable
range. The goal is to assign to each antenna p, an orientation and a
range rp, such that the resulting SCG is (i) connected, and (ii)

∑
p∈P rβp

is minimized, where β ≥ 1 is a constant. For this problem, we devise an
O(1)-approximation algorithm.
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1 Introduction

Let P be a set of points in the plane, and assume that each point represents a
transceiver equipped with a directional antenna. The coverage area of a direc-
tional antenna located at point p of angle α and range r, is a sector of angle α
of the disk of radius r centered at p, where the orientation of the sector can be
adjusted. We denote the coverage area of the antenna at p by Wp (since when
assuming unbounded range the sector becomes a wedge). The induced symmet-
ric communication graph (SCG) of P is the undirected graph over P , in which
two vertices (i.e., points) u and v are connected by an edge if and only if v ∈ Wu

and u ∈ Wv.
The vast majority of the papers dealing with algorithmic problems motivated

by wireless networks, consider omni-directional antennas, whose coverage area
is often modeled by a disk. Many of these papers study problems, in which one
has to assign radii (under some restrictions) to the underlying antennas so as to
satisfy various coverage or communication requirements, while optimizing some
measure, such as total power consumption. In the last few years, researches have
begun to study such problems for directional antennas. Directional antennas
have some noticeable advantages over omni-directional antennas. In particular,
they require less energy to reach a point at a given distance, and they often
facilitate in reducing the level of interferences in the network.

In this paper we ask the following question:

Problem 1. What is the smallest angle α for which there exists an integer n =
n(α), such that for any set P of n points in the plane, representing transceivers
equipped with directional antennas of angle α and unbounded range, one can
orient the antennas so that (i) the induced SCG is connected, and (ii) the union
of the corresponding wedges is the entire plane, i.e., for any point x ∈ R

2, there
exists a point p ∈ P , such that x ∈ Wp.

We would like to use the solution to this problem as a building block in the study
of the following two important applications. These applications were studied
under the asymmetric model of communication (where there is a directed edge
from u to v if and only if v ∈ Wu), but not under the (more natural) symmetric
model of communication, where they are considerably more difficult.

Replacing omni-directional antennas with directional antennas. Given a set P
of points in the plane, let UDG(P ) be the unit disk graph of P (i.e., two points
of P are connected by an edge if and only if the distance between them is
at most 1), and assume that UDG(P ) is connected. Notice that UDG(P ) is the
communication graph obtained by placing at each point of P an omni-directional
antenna of range 1. The goal is to replace the omni-directional antennas with
directional antennas of some small angle α and range r, such that (i) r = O(1),
(ii) the induced SCG is connected, and, moreover, (iii) the SCG is an O(1)-
spanner of UDG(P ), w.r.t. hop distance (i.e., there exists a constant t ≥ 1, such
that, for each edge (p, q) of UDG(P ), there is a path between p and q in the
SCG, consisting of at most t hops).
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Orientation and power assignment. Given a set P of directional antennas of angle
α and adjustable range, the goal is to assign to each antenna p, an orientation and
a range rp, such that the resulting SCG is connected, and

∑
p∈P rβp is minimized,

where β ≥ 1 is the distance-power gradient (typically between 2 and 5).

Related work. A major challenge in the context of directional antennas is how to
replace omni-directional antennas with directional antennas, such that (strong)
connectivity is preserved, as well as other desirable properties, e.g., short range
and similar hop distance. Several papers have considered this problem under
the asymmetric model. Caragiannis et al. [7] consider the problem of orienting
the directional antennas and fixing their range, such that the induced graph
is strongly connected and the assigned range is minimized. They present a 3-
approximation algorithm for any angle α ≥ 0; the maximum hop distance in their
construction can be linear. In their survey chapter, Kranakis et al. [12] consider
this problem in a more general setting, where each transceiver is equipped with
k ≥ 1 directional antennas. Damian and Flatland [10] show how to minimize
both the range and the hop-ratio (w.r.t. the unit disk graph), for α ≥ π/2.
Subsequently, Bose et al. [4] show how to do it for any α > 0. Carmi et al. [8]
were the first to study this problem under the symmetric model. They show
that it is always possible to obtain a connected graph for α ≥ π/3, assuming
the range is unbounded (i.e., equal to the diameter of the underlying point set).
Later, a somewhat simpler construction was proposed by Ackerman et al. [1].
Carmi et al. [8] also observe that for α < π/3 it is not always possible to orient
the antennas such that the induced SCG is connected. Ben-Moshe et al. [3]
investigate the problem of orienting quadrant antennas with only four possible
orientations (π/4, 3π/4, 5π/4, and 7π/4), and vertical half-strip antennas with
only two possible orientations (up and down). Both problems are studied under
the symmetric model.

The power assignment problem for omni-directional antennas is known to
be NP-hard and was studied extensively; see, e.g., [5, 6, 9, 11]. The orientation
and power assignment problem, under the asymmetric model, was considered
by Nijnatten [13], who observed that there exists a simple O(1)-approximation
algorithm for any α ≥ 0. His solution is based on O(1)-approximation algorithms
for the energy-efficient traveling salesman tour problem. The quality of his ap-
proximation does not depend on α. Notice that according to the observation of
Carmi et al. [8] above, there does not always exist a solution to the orientation
and power assignment problem under the symmetric model when α < π/3.

Our results. In Section 2 we show that the solution to Problem 1 is α = π/2,
for which n = 4. Specifically, we show how to orient any four antennas of angle
π/2, such that there is a path in the induced SCG between any two of them and
they collectively cover the entire plane (assuming unbounded range). In order to
use this construction as a building block in the solution of appropriate optimiza-
tion problems, we need to be able to apply it locally, within a small geographic
region, and to have a connection between nearby regions. Unfortunately, in Sec-
tion 3 we give an example showing that we may not have such a connection.
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We overcome this difficulty by proving the following theorem (which may be of
independent interest). If Q1 and Q2 are two quadruplets of antennas of angle
π/2 and unbounded range, separated by a line, to which one applies the above
construction, independently, then the induced SCG of Q1 ∪Q2 is connected. In
Section 4 we address the first application above. We show how to replace omni-
directional antennas of range 1 with directional antennas of angle π/2 and range
14

√
2 and orient them, such that the induced SCG is a 9-spanner of the unit

disk graph, w.r.t. hop distance. In the full version of this paper (see [2]), we also
study the second application. We show how to assign an orientation and range
to each antenna in a given set of directional antennas of angle π/2, such that
the induced SCG is connected and the total power consumption is at most some
constant times the total power consumption in an optimal solution.

2 Connected Coverage of the Plane

In this section we consider Problem 1 What is the smallest angle α with the
property that there exists a positive integer n = n(α), such that for any set P of
at least n points, one can place directional antennas of angle α and unbounded
range at the points of P , so that (i) the induced SCG is connected, and (ii) the
plane is entirely covered by the antennas.

We show that the answer to the above question is α = π/2. We first show
that for α = π/2, n = 4 is such an integer. Then, we show that for any α < π/2,
such an integer n does not exist.

Notation. We denote the antenna at point p by Wp, the left ray bounding Wp

(when looking from p into Wp) by ρ↖
p , and the right ray by ρ↗

p . The lines con-
taining these two rays are denoted by l(ρ↖

p ) and l(ρ↗
p ), respectively.

2.1 α = π/2

Theorem 1. Let P be a set of four points in the plane representing the locations
of four transceivers equipped with directional antennas of angle π/2. Then, one
can assign orientations to the antennas, such that the induced SCG is connected,
and the plane is entirely covered by the four corresponding (unbounded) wedges.

Proof. Denote the convex hull of P by CH(P ). We distinguish between the case
where CH(P ) is a convex quadrilateral and the case where it is a triangle. If
CH(P ) is a convex quadrilateral, then one of its angles is of size at most π/2.
Each of the two diagonals of CH(P ) divides each of its corresponding two angles
into two smaller angles, such that at least one of these smaller angles is of size at
most π/2. Thus, at least 5 of the 8 angles defined by CH(P ) and its two diagonals
are of size at most π/2. Denote the intersection point of the two diagonals by
o. Then, there exist two adjacent vertices a, b of CH(P ), such that ∠oab ≤ π/2
and ∠oba ≤ π/2. Therefore, one can orient the antennas, such that the resulting
SCG includes the two diagonals and the edge (a, b), and is thus connected.
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d
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o
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a,b

h−
a,bla,b
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d

a b

c

h+
a,b

h−
a,bla,b

(b)

Fig. 1. Proof of Theorem 1

Let c and d be the other two vertices of CH(P ), such that c is adjacent to
b. Then, we saw that one can orient the antennas, such that the resulting SCG
includes the edges (a, c) and (b, d) and the edge (a, b). Denote by la,b the line
that passes through a and b, and by h+

a,b the closed half plane defined by la,b
and containing CH(P ). Reorient the antenna Wa at a (resp., Wb at b), such
that it faces CH(P ) and one of its bounding rays passes through b (resp., a);
see Figure 1(a). Notice that by doing so, we do not lose any of the graph edges,
and, moreover, the half plane h+

a,b is entirely covered by the two antennas. To
complete the proof we need to adjust the antennas at c and d, so that the half
plane h−

a,b (on the other side of la,b) is also covered. Since c (resp. d) is covered
by Wa (resp., Wb), we reorient Wc (resp., Wd) so that it is opposite Wa (resp.,
Wb); see Figure 1(a). By doing so, we do not lose any of the graph edges, and,
moreover, the half plane h−

a,b is covered by Wc ∪Wd.
Assume now that CH(P ) is a triangle Δabc and that d ∈ Δabc. Then, Δabc

has at least two angles of size at most π/2. W.l.o.g., assume ∠cab ≤ π/2 and
∠cba ≤ π/2. Orient Wa and Wb, as above, so that h+

a,b is covered by Wa ∪Wb.
Notice that both Wa and Wb contain Δabc, and therefore both cover c and d.
OrientWc and Wd, so that h

−
a,b is covered byWc∪Wd. The preceding observation

implies that either Wc covers a and Wd covers b, or vice versa; see Figure 1(b).
Thus, in any case, the obtained graph is connected.

Let us observe a few properties of the resulting structure. First, notice that the
orientation of each antenna differs from the orientations of the other three by
π/2, π, and 3π/2, respectively. Second, each antenna is coupled with two of the
others; namely, with those whose orientation differs from its own by π/2 and
3π/2, respectively. For example, in Figure 1(a), Wc is coupled with Wb and with
Wd. Notice that each such couple covers a half plane. E.g., Wc and Wb cover the
appropriate half plane defined by l(ρ↗

c ), and Wc and Wd cover the appropriate

half plane defined by l(ρ
↗
d ).

2.2 α < π/2

As observed by Carmi et al. [8], if α < π/3, then it is not always possible to
orient the antennas such that the resulting graph is connected. (Consider, for
example, three antennas located at the vertices of an equilateral triangle.)
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For α ≥ π/3, Carmi et al. [8], and subsequently Ackerman et al. [1], showed
how to obtain a connected symmetric graph, for any set of antennas of angle α.
However, their construction does not ensure that the union of the wedges covers
the entire plane. Actually, it is not always possible to orient a set of antennas
with angle α < π/2, so that the induced graph is connected and the entire plane
is covered. This is true even in the asymmetric model where one only requires
strong connectivity, as observed by Bose et al. [4]. To see this, consider, e.g., a
set P of points on a vertical line segment s. In order to cover a point that lies,
e.g., far enough to the right of s, at least one of the corresponding antennas must
be oriented such that its wedge is empty of points of P (except for the point at
its apex). This antenna is isolated in the resulting SCG.

3 Separated Quadruplets Are Connected

Let A and B be two quadruplets of points (representing transceivers) in the
plane, and assume that each of the transceivers is equipped with a directional
antenna of angle π/2. Orient the antennas corresponding to the points in A
(resp., in B), such that they satisfy the conditions of Theorem 1. Clearly, each
point in A is covered by at least one antenna corresponding to a point in B, and
vice versa. Unfortunately, this does not imply that the SCG induced by A∪B is
connected; see Figure 2 for an example where there is no edge between A and B
in the SCG of A∪B. Theorem 2 below is crucial for our subsequent applications.
It states that if the quadruplets A and B can be separated by a line, then the
induced SCG is surely connected.

a1
a2

b1 b2

b3 b4

a3
a4

Fig. 2. The induced SCG is not connected

Theorem 2. Let A, B be two sets of four points each, and let the (antennas
corresponding to the) points of A and, independently, the points of B be oriented
as in the proof of Theorem 1. If there exists a line l that separates between A
and B, then the SCG induced by A ∪B is connected.

Proof. It is enough to show that there exist a point a ∈ A and a point b ∈ B
that cover each other (i.e., a ∈ Wb and b ∈ Wa). Assume w.l.o.g. that l is vertical
and that the points of A (resp., B) lie to the left (resp., right) of l. Denote by hA
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(resp., hB) the half plane that is defined by l and contains A (resp., B). Let mA

be the smallest number, such that one can pick mA points of A that (together)
cover hB. Clearly, mA is either 2 or 3. We distinguish between two cases. In the
first case, at least one of the two numbers mA and mB is 2, where mB is defined
analogously. In the second case, both mA and mB are 3.

l

a2

hBhA

b1

l(ρ
↖
b1)

a1

b2

(a) Case 1

Rbot
a

Wa

Rtop
a

Rtop
a

Rbot
a

l

hBhA

a2

a

a1

(b) Case 2

Fig. 3. Proof of Theorem 2 — Cases 1 and 2

Case 1. There exist two points from one set that (together) cover the half plane
containing the other set. W.l.o.g., assume points a1, a2 ∈ A cover hB, and a1 is
not below a2. In this case, a1 and a2 form a couple (see above), and the half
plane covered by them contains hB. That is, the rays ρ↗

a1 and ρ↖
a2 are parallel

to l, where ρ↗
a1 is pointing downwards and ρ↖

a2 is pointing upwards, and ρ↖
a1 and

ρ↗
a2 are perpendicular to l and pointing rightwards; see Figure 3(a). Let b1 ∈ B

be a point that covers the point a1. If b1 lies in Wa1 , then we are done, since
a1 and b1 cover each other. Assume, therefore, that b1 lies in hB \Wa1 ⊆ Wa2 ,
and that b1 does not cover a2 (since, otherwise, a2 and b1 cover each other and

we are done). It follows that l(ρ
↖
b1) crosses the line segment a1a2. Let b2 be the

point in B, such that b1 and b2 form a couple, and b2’s orientation is equal to
b1’s orientation plus π/2 (adding counterclockwise). Then, b2 lies above (or on)

l(ρ
↖
b1) (and, of course, b2 ∈ hB), and a2 lies in Wb2 . But, the former assertion

implies that b2 lies in Wa2 , hence a2 and b2 cover each other, and we are done.
Case 2. hB is covered by three points of A (but not by two), and hA is covered
by three points of B (but not by two). Notice that on each side of l there exists a
point, whose wedge divides the half plane on the other side of l into three disjoint
regions. More precisely, there exists a ∈ A that divides hB into three disjoint
regions: Wa ∩hB , R

top
a , and Rbot

a ; see Figure 3(b). We denote the “complement”

regions of Rtop
a and Rbot

a by Rtop
a and Rbot

a , respectively, where Rtop
a (resp., Rbot

a )
is obtained by rotating Rtop

a (resp., Rbot
a ) around its apex by π. Notice that

Rtop
a ∩Rbot

a �= ∅. Let a1 be the point in A, such that a and a1 form a couple, and
a1’s orientation is equal to a’s orientation minus π/2. Then, a1 lies above l(ρ↗

a )

(i.e., a1 ∈ Rbot
a ) and a1 covers Rbot

a . Similarly, let a2 be the point in A, such that
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a and a2 form a couple, and a2’s orientation is equal to a’s orientation plus π/2.

Then, a2 ∈ Rtop
a and a2 covers Rtop

a ; see Figure 3(b) for an illustration.
As above, let b be a point in B that divides hA into three disjoint regions,

Wb ∩ hA, R
top
b , and Rbot

b ; denote the “complement” regions of Rtop
b and Rbot

b by

Rtop
b and Rbot

b , respectively; let b1, b2 ∈ B, b1 ∈ Rbot
b and b2 ∈ Rtop

b , such that b1
covers Rbot

b and b2 covers Rtop
b .

We now show that there exist two points, one in A and one in B, that cover
each other. We distinguish between a few subcases.
Case 2a. b ∈ Wa and a ∈ Wb. That is, a and b cover each other.

Rtop
b

Wa

l

b2

a

b

Rtop
b

Wb

a1

(a) Case 2b

Rtop
b

Wa

l

b2

a1

a

b

Rtop
b

Wb

(b) Case 2c

Fig. 4. Proof of Theorem 2 — Cases 2b and 2c

Case 2b. b ∈ Rbot
a (that is, b is covered by a1) and a ∈ Wb; see Figure 4(a).

Assume that a1 /∈ Wb (otherwise, a1 and b cover each other), then, a1 ∈ Rtop
b

and thus covers Rtop
b . Recall that b2 ∈ Rtop

b and covers Rtop
b . We conclude that

a1 and b2 cover each other.
Case 2c. b ∈ Rbot

a and a /∈ Wb; see Figure 4(b). Then, a, a1 ∈ Rtop
b , and,

therefore, b2 covers both a and a1. Now, if b2 lies in Wa, then a and b2 cover
each other, and we are done. Otherwise, b2 ∈ Rbot

a , but then, b2 and a1 cover
each other.

Finally, it is easy to verify that all other subcases are symmetric to either
Case 2b or Case 2c.

4 Replacing Omni-Directional Antennas with Directional
Antennas

Let P be a set of n points in the plane. The unit disk graph of P , denoted
UDG(P ), is the graph over P , in which there is an edge between two points if
and only if the distance between them is at most 1. Notice that UDG(P ) is the
communication graph obtained, when each point of P represents a transceiver
with an omni-directional antenna of range 1. Assume that UDG(P ) is connected.
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Our goal in this section is to replace the omni-directional antennas with direc-
tional antennas of angle π/2 and range r = O(1) and to orient them, such
that the induced symmetric communication graph is (i) connected, and (ii) a
c-spanner of UDG(P ), with respect to hop distance, where c is an appropriate
constant. We show that this can be done for r = 14

√
2 and c = 9.

The main idea underlying our construction is to apply Theorem 1 multiple
times, each time to a cluster of points within a small region, and to use Theo-
rem 2 to establish that the SCG induced by any two such clusters is connected
(assuming unbounded range).

We now describe our construction. Lay a regular grid G over P , such that
the length of a cell side is 7. (A cell C with bottom-left corner (x0, y0) is the
semi-open square [x0, x0 + 7) × [y0, y0 + 7).) For a cell C of G, the block of C
is the 3 × 3 portion of G centered at C. Each of the 8 cells surrounding C is a
neighbor of C. A cell of G is considered full if it contains at least four points of
P . It is considered non-full if it contains at least one and at most three points of
P . Proposition 1 below is analogous to a proposition of Bose et al. [4], referring
to a similar grid.

Proposition 1. ([4]) Let C be a cell of G. Then, any path in UDG(P ) that begins
at a point in C and exits the block of C, must pass through a full cell in C’s block
(not including C itself, which may or may not be full). In particular, if there are
points of P outside C’s block, then at least one of C’s neighbors is full.

C
pi

pk

C1 C2 C3

Full

p0

(a)

C

pk

C1 C2 C3

pi

Full

p0

(b)

Fig. 5. Proposition 1

Proof. Let Π = 〈p0, p1, · · · , pk〉 be a path that begins at a point p0 ∈ C and
exits C’s block, where pk is the first point in Π that is not in C’s block. Assume,
e.g., that pk lies on or above the line containing the top side of C’s block, and let
pi be the last point in Π that lies below the line containing the top side of C; see
Figure 5. Then, all points in the subpath 〈pi, pi+1, · · · , pk〉 of Π , except for the
two extreme ones, lie in the union of the top three cells of C’s block, and their
number (excluding the two extreme points) is at least 7. Let C1, C2, and C3 be the
top three cells, from left to right, of C’s block. If {pi+1, . . . , pk−1} is contained
in only one of these cells, or, alternatively, in only two of these cells, then at
least one of these cells contains at least 4 points, and we are done (Figure 5(a)).
Otherwise, at least one of the points lies in C1 and at least one of the points lies
in C3, implying that C2 contains at least 7 points (Figure 5(b)).
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If none of the grid cells is full, then, it is easy to see that P is contained in a
14× 14 square. In this case, we can apply Theorem 1 to an arbitrary subset P ′

of four points of P , and orient each of the other points of P towards a point
of P ′ that covers it. By setting r = 14

√
2, we obtain a SCG, in which the hop

distance between any two points is at most 5 (see below). We thus may assume
that at least one of the grid cells is full.

For each cell C of G, we orient the points in C as follows. If C is full, then
arbitrarily pick four points in C as C’s hub points, and orient these hub points
according to Theorem 1. Next, orient each non-hub point in C towards one of the
hub points of C that covers it. If C is non-full, then, for each point p ∈ C, pick a
full cell closest to p, that is, a full cell containing a point xp, such that the hop
distance (in UDG(P )) from p to xp is not greater than the hop distance from
p to any other point of P lying in a full cell. Denote this cell by CF (p). Notice
that by Proposition 1, CF (p) is a neighbor of C. Orient each p ∈ C towards a hub

point of CF (p) that covers it. Finally, set r = 14
√
2, so that each antenna can

reach any point in its own cell or in a neighboring cell, provided that this point
is within the antenna’s wedge.

Let G be the resulting SCG. Lemma 2, below, states that G is a 9-spanner of
UDG(P ), w.r.t. hop distance. In particular, since UDG(P ) is connected, then so
is G. We first prove the following auxiliary lemma.

Lemma 1. Let (p, q) be an edge of UDG(P ), and let Cp and Cq be the cells of
G, such that p ∈ Cp and q ∈ Cq.

(i) If Cp and Cq are both full, then either Cp = Cq or Cp and Cq are neighbors.
(ii) If Cp is full and Cq is non-full, then either Cp = CF (q) or Cp and CF (q)

are neighbors.
(iii) If Cp and Cq are both non-full, then either CF (p) = CF (q) or CF (p) and
CF (q) are neighbors.

Proof. (i) This is obvious, since the Euclidean distance between p and q is at
most 1 and the side length of a cell is 7.
(ii) Let xq ∈ CF (q) be a point that determines the hop distance between q and
CF (q) (see above). By construction, the hop distance in UDG(P ) from q to xq is
not greater than the hop distance from q to p, which is 1. Thus, the Euclidean
distance between p ∈ Cp and xq ∈ CF (q) is at most 2, whereas the side length
of a cell is 7. We conclude therefore that either Cp = CF (q) or Cp and CF (q) are
neighbors.
(iii) Assume to the contrary that CF (p) �= CF (q) and that CF (p) and CF (q) are
not neighbors. Let xp ∈ CF (p) (resp., xq ∈ CF (q)) be a point that determines the
hop distance between p and CF (p) (resp., q and CF (q)). Consider the path Π in
UDG(P ) that is obtained by concatenating the shortest path from xp to p, the
edge (p, q), and the shortest path from q to xq. By our assumption, CF (q) is not
in CF (p)’s block (and vice versa), thus Π starts at CF (p) and exits its block. By
Proposition 1, Π passes through a full cell C in CF (p)’s block, other than CF (p)

(and other than CF (q), which is not in CF (p)’s block). Since C is full, C �= Cp, Cq.
Now, if Π visits C before it visits the point p, then we get that C is a full cell
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closer to p than is CF (p), and, if Π visits C after it visits q, then we get that C is a
full cell closer to q than is CF (q). Thus, in both cases we arrive at a contradiction.

Lemma 2. G is a 9-spanner of UDG(P ), w.r.t. hop distance.

Proof. Let (p, q) be an edge of UDG(P ). We show that G contains a path from
p to q consisting of at most 9 edges. Let Cp and Cq be the cells of G, such that
p ∈ Cp and q ∈ Cq. We distinguish between the three cases listed in Lemma 1.

FullFull

q p

(a)

Full Full

Non-full
q

p

(b)

Non-full Non-full

Full Full

q p

(c)

Fig. 6. G is a 9-spanner of UDG(P ), w.r.t. hop distance

(i) Consider first the case where Cp and Cq are both full. Then, by Lemma 1,
either Cp = Cq or Cp and Cq are neighbors. Notice that p is either a hub point of
Cp, or it is connected to one by a single edge; and the same holds for q and Cq.
Assume first that Cp = Cq, then, there exists a path in G from p to q consisting
of at most 5 edges. Indeed, such a path starts at p, passes through at most four
hub points of Cp, and ends at q. Assume now that Cp and Cq are neighbors. By
Theorem 2 and since the range of each antenna is sufficient to reach any point
in any neighboring cell, there exists an edge in G connecting a hub point of Cp
with a hub point of Cq. Consequently, G contains a path from p to q consisting
of at most 9 edges. Indeed, such a path starts at p, passes through at most four
hub points of Cp, continues to a hub point of Cq, passes through at most four
hub points of Cq, and finally ends at q; see Figure 6(a) for an illustration.

(ii) Consider now the case where one of the cells, say Cp, is full and the other
is non-full. By construction, q is oriented to a hub point of a neighboring full cell
CF (q) that covers it. By Lemma 1, either Cp = CF (q) or Cp and CF (q) are neighbors.
Therefore, as in case (i) above, G contains a path from p to q consisting of at
most 9 edges; see Figure 6(b) for an illustration.

(iii) Finally, consider the case where Cp and Cq are both non-full. By con-
struction, p (resp., q) is connected by an edge to a hub point of a full cell CF (p)

(resp., CF (q)) that covers it. By Lemma 1, either CF (p) = CF (q) or CF (p) and
CF (q) are neighbors. Therefore, as in case (i) above, G contains a path from p to
q consisting of at most 9 edges; see Figure 6(c) for an illustration.

Theorem 3 summarizes the main result of this section.
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Theorem 3. Let P be a set of points, where each point represents a transceiver
equipped with an omni-directional antenna of range 1, and assume that UDG(P )
is connected. Then, one can replace the omni-directional antennas with direc-
tional antennas of angle π/2 and range 14

√
2, such that the induced SCG is (i)

connected, and (ii) a 9-spanner of UDG(P ), w.r.t. hop distance.

Remark. In the full version of this paper (see [2]), we show how to reduce the
hop ratio from 9 to 8, by picking the hub points (in each full cell) more carefully.
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Abstract. Various recent theoretical studies have achieved considerable
progress in understanding combined link scheduling and power control
in wireless networks with SINR constraints. These analyses were mainly
focused on designing and analyzing approximation algorithms with prov-
able approximation guarantees. While these studies revealed interesting
effects from a theoretical perspective, so far there has not been a system-
atic evaluation of the theoretical results in simulations. In this paper,
we examine the performance of various approximation algorithms and
heuristics for the common scheduling problems on instances generated
by different random network models, e.g., taking clustering effects into
account. Using non-convex optimization, we are able to compute the the-
oretical optima for some of these instances such that the performance of
the different algorithms can be compared with these optima.

The simulations support the practical relevance of the theoretical find-
ings. For example, setting transmission power by a square-root power as-
signment, the network’s capacity increases significantly in comparison to
uniform power assignments. Furthermore, the developed approximation
algorithms are able to exploit this gap providing in general a better per-
formance than any algorithm using uniform transmission powers, even
with unlimited computational power. The obtained results are robust
against changes in parameters and network generation models.

1 Introduction

Triggered by a seminal work by Moscibroda and Wattenhofer [15], recent algo-
rithmic research on wireless networks has mostly been considering models based
on the signal-to-interference-plus-noise ratio (SINR). Using such models, impor-
tant aspects such as aggregation of interference or different transmission powers
are taken into account. Most prominently, approximation algorithms for the com-
bined problem of link scheduling and power control (see Section 1.2) have been
considered. However, devising approximation algorithms in a worst-case model
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does not necessarily lead to practical results since the approximation ratio might
attain its maximum only in artificially created instances. There has not been a
systematic evaluation of the theoretical results in simulations up to now. In this
paper, we examine how approximation algorithms that were originally designed
in the context of theoretical worst-case analyses perform on randomly generated
instances.

We focus on the capacity-maximization problem. Given n communication links,
each being a pair of a sender and a receiver node, the task is to select a maximum
subset of them and assign transmission powers such that the SINR is above
some threshold at the receiver of each link in the set. Already Moscibroda and
Wattenhofer showed that setting transmission powers appropriately is inevitable
for good worst-case performance guarantees in certain networks. For example, for
the capacity-maximization problem there are networks in which all n links can
be scheduled with the right transmission powers. Restricting all transmissions
to use uniform powers even the best solution is hardly better than the trivial
one that only selects a single link.

We strive to examine whether these results are particular to the respective
worst-case networks or whether similar results can still be observed in randomly
generated networks. We tackle these questions from two sides. In the first step,
we investigate whether the effect of power control is as important as suggested
by theoretical studies. For this purpose, we compare the theoretical optima of
several power assignments, including the respective optimal choice. As the in-
volved problems are NP hard, computing each of these optima needs exponential
running times. For this reason, in the second step, we focus on approximation
algorithms and heuristics that run in polynomial time. We compare the com-
puted approximate solutions with the respective optimum. In both steps, we use
non-convex optimization to compute the optimal solution.

1.1 Formal Problem Statement and the SINR Model

We model the interference constraints as follows (cf. [8]). We assume that the
network nodes are located in a metric space. In our simulations this is the plane
with the Euclidean distance. We model the signal propagation as follows. As-
sume that some sender s transmits a signal at power level p, then receiver r
receives this signal at a strength of p/d(s, r)α. Here, α > 0 denotes the path-loss
exponent, that is typically assumed to be between 2 and 6. The transmission
can be successfully received if its signal-to-interference-plus-noise ratio (SINR)
is above some threshold β > 0. That is, the strength of the intended signal has to
be β-times as strong as all simultaneous interfering signals plus ambient noise.

Formally, a set S of sender-receiver pairs (links) is feasible under a power
assignment p : S → R≥0 if for all � = (s, r) ∈ S the SINR constraint

p(�)
d(s,r)α ≥ β

(∑
�′=(s′,r′)∈S,�′ �=�

p(�′)
d(s′,r)α + N

)

is fulfilled, where N ≥ 0 denotes ambient noise. In the capacity-maximization
problem, one is given a set R of n links. The task is to select a subset S ⊆ R and
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a power assignment p : S → R≥0 such that S is feasible under p. The objective
is to maximize |S|.

1.2 Considered Approximation Algorithms

For the problem of combined link scheduling and power control a number of
heuristic approaches have been proposed to solve this problem exactly [3] or
approximately [18,4]. These algorithms, however, rely on stochastic assumptions
on the distribution of the network nodes. They do not run in polynomial time
or do not provide provable performance guarantees [14].

First theoretical studies of approximation algorithms for link scheduling in the
SINR model concentrated on uniform power assignments. Goussevskaia et al. [7]
presented an approximation algorithm for the capacity maximization problem
that achieves a constant approximation factor with respect to the optimal solu-
tion using uniform power assignments. That is, the computed solution is com-
pared to only the ones using the same power for each transmission. A simplified
version of this algorithm has been presented by Halldórsson and Wattenhofer
[11], which has been implemented for the simulations.

Andrews and Dinitz [1] also gave an approximation algorithm for capacity
maximization with uniform transmission powers. Their analysis, however, is with
respect to an arbitrary power assignment. The approximation factor is shown to
be O(log Δ), where Δ is the ratio between the largest and the smallest distance
between a sender a receiver. Furthermore, they proved the combined scheduling
and power control problem to be NP hard.

Going beyond uniform power assignments, oblivious power assignments have
been considered. Here, the transmission power may only depend on the distance
between the sender and the respective receiver. The most prominent representa-
tives are linear and square-root power assignments. In a linear power assignment
p(�) is proportional to d(�)α for all links �. The obtained theoretical results are
comparable to the ones with uniform power assignments [5]. Better ones can be
achieved using square-root (or mean) power assignments, which set all powers
p(�) proportional to

√
d(�)α. They have been introduced by Fanghänel et al. [5],

who showed that they allow to achieve logO(1) n approximations for capacity
maximization in a bidirectional model. Halldórsson [9] extended this study to
the standard directed communication model, giving an O(log log Δ · log n) ap-
proximation algorithm for capacity maximization. Halldórsson and Mitra [10]
improved this factor to O(log log Δ + log n). Up to now, this is the best approx-
imation algorithm using square-root power assignments. Therefore, it has been
implemented for our simulations as well.

All oblivious power assignments, however, have the drawback that the approx-
imation factors do and have to depend on Δ. Fanghänel et al. [5] showed that
for any oblivious power assignment there are certain network instances in which
the optimal solution with arbitrary power assignments is of size Ω(n). Restrict-
ing the transmission powers to the respective oblivious power assignment the
optimum degrades to O(1). That means that an algorithm using uniform trans-
mission powers cannot achieve a better worst-case approximation factor than
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O(n), which is also achieved by the trivial algorithm that just selects a single
link. The first approximation algorithm guaranteeing an approximation factor
that is independent of the network was presented by Kesselheim [12]. An exten-
sion shows how to deal with restricted transmission powers [16]. We consider the
original algorithm for our studies.

1.3 Our Results

One of the most striking results from the design of approximation algorithms is
the square-root power assignment. Theoretical studies show that it is superior
to uniform and linear power assignments but optimizing the power assignment
for the respective instance can still yield better results. Our simulation results
support this insight. Using non-convex optimization, we compute the optimal
subset of links with respect to arbitrary power assignments and also with respect
to uniform, linear, and square-root power assignments. The results indicate that
the square-root power assignment is able to partly exploit the potential of power
control. That is, the optimal solution is significantly better than the ones using
uniform or linear power assignments. However, like in theoretical worst-case
considerations, also in our randomly generated instances setting transmission
powers yields better results. We carry out these simulations for networks of up
to 800 links.

The mentioned computation of the optimal solution is NP hard. Therefore, the
computation needs exponential time in general. Also in our simulations, running
times get prohibitively large in large instances. For this reason, approximation
algorithms have been developed that need a linear or quadratic running time
in the number of links. We execute these algorithms on randomly generated
instances, consisting of up to 1600 links. These simulations also support the
theoretical findings. Algorithms explicitly setting the transmission powers are
able to outperform the optimum with uniform power assignments. That is, us-
ing power control these algorithms are able to provide better solutions than any
algorithm using uniform transmission powers could compute, even with unlim-
ited computational power. However, the theoretical inferiority of the square-root
power assignment compared to the constant-factor approximation [12] cannot be
observed in the randomly generated instances. Interestingly, all approximation
algorithms and heuristics achieve comparable results.

In order to eliminate effects of particular networks or parameters, we repeat
all simulations with differently generated networks, with and without clustering.
Furthermore, we apply multiple parameter settings. This changes the absolute
number of links that can be scheduled. In either case, the relative performance
is similar. In particular, the ranking of the algorithms and power assignments is
consistent.

2 Generation of Network Instances

For our simulations, we construct network instances applying two different tech-
niques. In each case, we randomly place n sender-receiver pairs in a 1000 × 1000
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square on a plane. These links have length at least 0 and at most L, which is a
parameter. Precision for all involved numbers is double. Two example networks
generated with the two models are depicted in Figure 1.

Fig. 1. Two example instance with 400 requests and L = 50. Left: Unclustered Network
Right: Clustered Network with exponential distribution, γc = γr = 0.2, c = n/5.

The simplest way of construction is an unclustered network. Here, we first
determine for each link independently the position of the sender node s uniformly
in the plane. In the second step, for each sender we place the corresponding
receiver r independently. This is performed by selecting a vector k by determining
an angle δ uniformly from [0, 360◦) and a distance d uniformly from [0, L). The
receiver r is then placed by r = s+k if this point lies inside the given 1000×1000
plane. Otherwise, this step is repeated.

Real-world networks typically show clustering effects and that most distances
are comparably short. These aspects are taken into account in clustered networks
with exponential distribution (see, e.g., [17]). We first select c cluster centers
independently uniformly at random in the plane. Afterwards, in the vicinity of
each cluster center n/c sender nodes are placed. For each sender the respective
receiver is then placed similarly in the vicinity of its sender. In both steps,
an angle and a distance are selected independently. The angle is again chosen
uniformly at random from [0, 360◦). The distance between the cluster center and
the sender is determined using an exponential distribution with mean γc · L. For
the distance between the sender and the receiver node, we use an exponential
distribution with mean γr · L. If a node lies outside the plane or one of the
distances exceeds L, the step is repeated.

All of the results presented in this paper were obtained for clustered networks
with L = 50, γc = γr = 0.2, and c = n/5. The SINR parameters were set to
α = 4 and β = 1. In terms of absolute numbers the choice of the network
model and its parameters make a large difference in our simulations. However,
the relative performances seem to be robust against changes in the model or in
the parameters. A further discussion of this issue is deferred to the full version.
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3 Comparison of Power Assignments

In order to benchmark different power assignments, we compare the theoretical
optima in the respective cases. To do so, we solve the capacity-maximization
problem with a fixed power assignment as integer linear program (ILP) as follows.
For each link �, we have an indicator variable x� being assigning the value 1
(accepted) or 0 (rejected). The objective is to maximize the sum of all indicator
variables.

max
∑
�∈R

x� (1a)

s.t. p(�)
d(s,r)α + M(1 − x�) ≥ β

((∑
�′=(s′,r′) �=�

p(�′)
d(s′,r)α x�′

)
+ N

)

for all � = (s, r) ∈ R (1b)
x� ∈ {0, 1} for all � ∈ R (1c)

The SINR constraint modeled in Equation (1b) has to be satisfied by each active
request �. That is, depending on the binary variable x� the respective constraint
has to be fulfilled or not. To effect this behavior and to receive a linear program
so called big M formulations are used, setting M to a sufficiently large constant.
To ensure numerical robustness, the input for the LP solver was expressed using
indicator constraints. Internally, the LP solver transforms these constraints and
sets suitable values for M .

To optimize over all possible power assignments, we use the following mixed
integer linear program (MILP).

max
∑
�∈R

x� (2a)

s.t. p�

d(s,r)α + M · (1 − x�) ≥ β
((∑

�′=(s′,r′) �=�
p�′

d(s′,r)α

)
+ N

)

for all � = (s, r) ∈ R (2b)
0 ≤ p� ≤ pmaxx� for all � ∈ R (2c)
x� ∈ {0, 1} for all � ∈ R (2d)

In this program, we have for each request � a variable p� specifying the respective
transmit power. Again, big M formulations ensure that the SINR constraint is
satisfied for each link having x� = 1. If x� = 0, the SINR constraint does not
need to be fulfilled and the power is set to 0.

3.1 Simulation Setting

Our simulations were run with the optimization software CPLEX v12.2. In order
to eliminate effects of particular networks or parameters, we repeated all simula-
tions with differently generated networks, with and without clustered structure.
Furthermore, we applied multiple parameter settings. Although the absolute
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number of links that can be scheduled depends greatly on network and param-
eter settings, the relation between the optima does not change significantly. We
ran 10 simulations for each setting and calculated the average result.

With the presented models for the non-convex optimization we computed the
optimal subset of links with respect to arbitrary power assignments and also with
respect to uniform, linear, and square-root power assignments. For fixed power
assignments we were able to calculate optimal results regarding the maximum
capacity problem up to a network size of 1600 requests.

The problem gets significantly more involved when attempting to optimize the
power assignment. With an increasing number of transmissions it gets rapidly
harder to reduce the remaining integer gap. Thus, we set a time limit of 3 hours
or accepted the results as the optimal results when the integer gap reduced to
a value of less than 3 %. We were able to generate optimal results for networks
with less than 200 requests. For networks consisting of more than 200 requests
the time limit took effect. That is, the obtained solution is more than 3 % worse
than the fractional upper bound at this point. However, we use these solutions
for our considerations. This is due to the fact that choosing a much larger time
limit could not improve the qualities of the solutions significantly. Furthermore,
the solutions obtained up to this point still turned out to be significant since
they outperformed the maximal number of scheduled requests achieved with a
fixed power assignment.

3.2 Simulation Results

Figure 2 shows the results of the comparison of uniform, linear, and square-root
power assignments with the optimized one for network sizes of up to 800 requests.
Network instances consisting of 1600 requests did not yield meaningful outputs
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Fig. 2. Comparison of Theoretical Optima (10 test runs)
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for the case of power control. The results are given for “standard” parameters
but, as further explained in the full version, the ranking of the algorithms and
the behavior remained consistent for all tested parameters.

As mentioned in the previous section, the displayed values for the mixed inte-
ger linear program are only the best solutions computed within 3 hours. Although
these are not necessarily the theoretical optima, they already reveal the potential
given by the use of power control. For example, given a clustered network with
800 requests, it can be observed that a linear or uniform power assignment can
select about half of the requests on average. The number of requests selected
with power control is more than 500 requests on average. Hence, using power
control for this parameter setting allows a performance gain of 15 − 17% com-
pared to uniform power assignments. Square-root power assignments are partly
able to exploit this potential of power control. The network capacities generated
with square-root power assignments are significantly larger than the capacities
achieved with a uniform or linear power assignment. Thus, the assumed theo-
retical advantage of square-root power assignments could clearly be confirmed.

Table 1 presents the remaining integer gap for the MILP approach on a typical
network instance. A further interesting fact is presented by the last column of
Table 1 giving the ratio between the best achieved ILP solution with a uniform
power assignment and the best achieved integer solution of MILP. This ratio
stays constant at about 80 % also for larger networks. This suggests that the
obtained solutions are nearly optimal ones for the MILP approach.

4 Evaluation of Approximation Algorithms

For our simulations, we implemented the following three algorithms, each being a
constant-factor approximation for the respective optimum (see Section 1.2): The
algorithm by Kesselheim [12] using power control, abbreviated by Kess, the one by
Halldórsson and Wattenhofer [11] using uniform transmission powers (HW ), and
the one by Halldórsson and Mitra [10] using square-root power assignments (HM ).

The three employed approximation algorithms have the same underlying work-
ing principle. They examine the requests of the network in order of increasing
length. A request �′ is (tentatively) selected if it satisfies a condition of the form∑

�∈L w(�, �′) ≤ W , where L is the set of previously selected links. The weight
w(�, �′) and the constant bound W depend on the actual approximation algo-
rithm. Having made this tentative selection, the final solution is computed by

Table 1. Average Optimal Results (10 test runs, time limit: 3h)

Requests ILP uniform MILP MILP + Gap Ratio ILP/MILP

50 32.0 40.0 40.0 0.80
100 62.6 79.0 79.8 0.79
200 119.5 152 188.3 0.79
400 223.2 286.7 388.1 0.78
800 408.4 519.6 766.9 0.79



38 L. Belke et al.

choosing a subset of the selection or assigning transmit powers. For the purpose
of proving the desired approximation factor, the value W of the selection con-
straint is chosen very conservatively. In random instances, slight relaxations still
result in feasible solutions for most situations. Thus, we implemented an addi-
tional binary search to obtain an appropriate bound W . This adapted bound
admits better results which are still feasible.

Furthermore we implemented the so-called MinLoss and MaxLoss heuristics,
which are the simplest greedy algorithms for the problem of approximating the
capacity-maximization problem with a fixed power assignment. However, they
only yield a poor worst-case performance and no non-trivial approximation fac-
tors can be proven. The requests are considered in order of increasing (MinLoss)
or decreasing (MaxLoss) path loss. This is equivalent to examining the requests
in order of increasing request lengths since the path-loss exponent α is fixed.
A request � is added to the set L if all involved SINR constraints are fulfilled
afterwards. That is, not only the condition for � is checked but also the ones for
all previously added links. For this reason, for the MinLoss or MaxLoss algo-
rithm O(n2) times the interference between a request and the already assigned
requests has to be calculated. In contrast, the remaining approximation algo-
rithms always have to check a single constraint, resulting in O(n) calculations
of a constraint. This means that in terms of the required calculation time the
MinLoss and MaxLoss algorithms need an additional factor of O(n).

We implemented both heuristics, MinLoss and MaxLoss, both with a uniform
and a square-root power assignment. In the following they are referred to as
MinSqrt, MinUni and MaxSqrt, MaxUni, respectively.

We used Java for our implementations and analyzed network instances with
up to 1600 requests.

Simulation Results. The results of 10 test runs are given in Figure 3, com-
paring the approximation results to the uniform optimum. Interestingly, the
uniform optimum achieves results that are similar to MinSqrt, HM and Kess.
The previous section showed that the uniform optimum is outperformed by the
optima produced with a square-root power assignment or power control. Thus
there is still room for improvement for these algorithms. For the sake of clarity,
the uniform variants of MinLoss and MaxLoss are not displayed because they
are outperformed by their square-root variants.

The weak performance of the MaxLoss heuristic for larger network instances
can easily be explained. The MaxLoss heuristic initially examines the longest re-
quests. Due to the fact that with a larger distance between sender and receiver
the transmission has to be performed with a higher power value, also the aris-
ing interference increases. The reason for the good performance of the MinLoss
heuristic, also with a uniform power assignment, is exactly the one why its worst-
case performance is very poor. In contrast to the approximation algorithms, that
are very conservative, it uses the original SINR constraints. Nevertheless, it also
needs a larger computation time as already stated.

Furthermore, we can observe that the HW algorithm achieves much weaker
results. Compared to Kess and HM, this is due to the fact that it uses uniform
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Fig. 3. Comparison of Approximations and Uniform Optimum (10 test runs)

powers, which were shown to be inferior in the previous section. So the weaker
performance of a uniform or linear power assignment for the calculation of the
maximal network capacity is also revealed by our simulations with the approxi-
mation algorithms. This can be observed as well when only comparing MinSqrt
to MinUni or MaxSqrt to MaxUni. The variants using a square-root power as-
signment always outperform their uniform variants. We can even observe that the
approximation algorithms using a square-root power assignment or power control,
are able to outperform the uniform or linear optimum for some of the smaller in-
stances and can keep up to it in all instances. This means that these algorithms
already achieve better results than any algorithm using uniform powers, even one
with unlimited computational powers.

However, theoretically, also between these algorithms there were large differ-
ences. The Kess algorithm can be shown to guarantee better results than any
algorithm using square-root power assignments. Up to now, this cannot be ver-
ified by our simulations, where both the Kess and the HM algorithms perform
very similarly. Thus, there is still further potential by the use of power control,
which is not significantly presented by the implemented algorithms.

A last aspect to be mentioned are running times, as the study of approxima-
tion algorithms is motivated by the fact that they ensure a polynomial running
time. This discrepancy can also be observed in our simulations. While the run-
ning time does not differ significantly for smaller network instances, the required
computation time for a network instance consisting of 800 requests differs by a
factor of more than 100: Running the approximation algorithms still takes less
than a second, whereas solving the ILP takes a minute. The MILP approach
using power control does not even complete within days.
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Latency Minimization. For our simulations, we focused on the capacity-
maximization problem because it is particularly simple to state as an ILP or as
and MILP. Practical works, in contrast, often consider the latency-minimization,
in which one has to calculate a schedule that serve all requests at least once.
Unfortunately, existing approaches [13,6,2] are not able to solve the problem
exactly in reasonable time. Furthermore, most approximation algorithms for
latency minimization actually solve recursively maximize the use of the first
slot.

Nevertheless, we implemented these algorithms as well and observed a similar
ranking as for capacity maximization with one striking difference. The MaxLoss
heuristics are able to catch up to their MinLoss correspondence. This is due to the
fact that the processing order is not as important as for capacity maximization
because all requests have to be served anyway.

Further details on these results can be found in the full version. However,
dealing with latency minimization mostly remains an interesting topic for future
research, because finding the minimum-latency solution within acceptable time
still remains an open problem.

5 Conclusion

Our simulations are able to support a number of theoretical findings from worst-
case analysis. In particular, square-root power assignments appear to be not only
good in theory but also in practice. They originate from theoretical considera-
tions, in which it was shown that they are superior to uniform or linear power
assignments. Our simulations confirm this observation. Thus they are an easily
implementable alternative that is at least partially able to profit from power
control. However, one can get better performances by optimizing the power as-
signment – both in theory and in simulations.

Comparing the approximation algorithms and heuristics, we can again observe
the effects of power control. Algorithms using different transmission powers are
in general superior to the ones using uniform power assignments. In particular,
we have shown that the developed approximation algorithms can compete with
the other approaches in terms of the solution quality. However, they have the
advantage that there are guarantees on the performance in any network. Further-
more, structurally they are as simple as the heuristics. Their running times are
only quadratic in the network size while the heuristics need cubic running times.
Hence, developing approximation algorithms seems to be the right direction.

A last point to be mentioned is that the purpose of the simulations was to
study the given algorithms on randomly generated networks in contrast to the
worst-case assumptions used in algorithmic theory. This brings about that we
neglected modeling issues and carried out the simulations within the same model.
It remains an open problem to verify our results in more advanced simulation
environments or even in real-world experiments.
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Approximating Barrier Resilience

for Arrangements of Non-identical Disk Sensors
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Abstract. Let A be an arrangement of n sensors constituting a barrier
between two regions S and T . The resilience of A with respect to S and
T , denoted ρ(A, S, T ), is defined as the number of sensors in A that must
be removed in order for there to be an S − T path that is not detected
by any sensor. We introduce the Multi-Path Algorithm (MPA) and show
that it guarantees a 2-approximation of ρ(A, S, T ) in time polynomial in
n when sensors are unit disks in a two dimensional plane; this tightens to
a 1.5-approximation when S and T are moderately well-separated. We
also define a generalization of ρ(A, S, T ) denoted ρc(A, S, T ), which is the
resilience of the barrier if regions covered by more than c distinct sensors
in the original arrangement are treated as inaccessible. Then when the
unit size constraint is relaxed, we prove that the MPA can still guarantee
a 2-approximation of ρc(A, S, T ) for any constant c in time polynomial
in n for arrangements of approximately equal-sized sensors.

Keywords: barrier coverage, resilience, wireless sensor networks.

1 Introduction

Since the introduction of Wireless Sensor Networks, various notions of sensor
coverage have been investigated for their potential utility, to the extent that
many works in the literature provide overviews of the subject [1–3]. In this
paper, we focus on barrier coverage problems in two dimensions.

In general, the input is an arrangement A of n sensors forming a barrier, a
starting region S, and a target region T . The question is then to determine how
impermeable the barrier is with respect to covering S − T paths.

Many concepts of barrier impermeability have been proposed, each with their
advantages and disadvantages. One idea is to maximize breach, or distance be-
tween sensors and paths, which is used by notions such as average breach paths
[4] and maximal breach paths [1, 5–8]. Another idea is to minimize the exposure
over all points on the path, used by minimal exposure paths [9–12].

In contrast to these measurements which may have large changes in value
upon the failure of even a single sensor, other notions of barrier impermeability
have been defined to capture the idea of robustness in the face of sensors which
are not immune to failure.

In particular, the work by Kumar et al. [13, 14] considers the case where
each sensor is associated with some detection region. If a path P intersects the
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region of some sensor si, the start and end of the intersection is considered a
sensor entry and exit respectively. The subpath associated with the intersection
is considered a sensor crossing, and P is said to cross si. Note that P may have
multiple si crossings, and in general no sensors cover S or T so the number of
entries, exits and crossings are equivalent. A is said to provide k-barrier coverage
if k is the minimum over all S−T paths of the number of distinct sensors crossed.
This measure decreases by at most 1 for each sensor that fails, and detection of
any S−T path can be guaranteed as long as fewer than k sensors fail. Kumar et
al. [13, 14] presented a method for determining the exact strength of barriers
when sensors are disks in a two-dimensional open belt region. These open belt
regions are defined as strip-like regions with no holes such that every S−T path
must cross the region without intersecting the strip ends.

Bereg and Kirkpatrick [15] built on this definition by defining two notions of
barrier impermeability: thickness, denoted τ(A, S, T ) and defined as the mini-
mum over all S−T paths of the number of sensor entries, and resilience, denoted
ρ(A, S, T ) and defined as the minimum number of sensors that must be removed
from A to make τ(A, S, T ) = 0. An S − T path is resilience-optimal if and only
if it intersects exactly ρ(A, S, T ) distinct sensors. The key difference between the
notions is that ρ(A, S, T ) counts each sensor at most once, whereas τ(A, S, T )
will count a sensor multiple times if it is entered multiple times. For instance,
for both arrangements illustrated in Fig. 1, ρ(A, S, T ) = 2, while τ(A, S, T ) = 4.
Effectively, a k-barrier covered region has ρ(A, S, T ) = k.

Fig. 1. Arrangement A1 and A2. Black regions indicate heavy sensor coverage, grey
circles indicate sensors, while the black path from S to T indicates the resilience-optimal
path for each arrangement.

Bereg and Kirkpatrick [15] considered arbitrary arrangements in the plane.
They observed that any path in an arrangement A can be represented by a walk
in the dual graph Â constructed by transforming the faces of A into vertices
which are connected by edges if and only if they were adjacent faces. This is
illustrated by Fig. 2. Given regions S and T , two vertices s′ and t′ representing
the respective regions are then added to the dual graph and connected to every
vertex representing a face inside S and T respectively. Thus all S − T paths in
A correspond to s′ − t′ walks in Â.
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Fig. 2. Constructing the Dual Graph Â of an Arrangement A

With this dual graph, the problem of determining τ(A, S, T ) can be reduced
to a graph shortest-path problem by assigning weights w(i, j) to directed edges
corresponding to the number of sensors entered. Thus any of the standard graph
shortest-path algorithms will suffice for thickness. In contrast, the resilience is
more difficult to compute since each sensor is counted at most once regardless
of how many times it is entered.

For any given path P and any given sensor si crossed by P , two points on the
boundary of si are considered consecutive if there exists an arc on the boundary
of si which connects the two points and is not intersected by P . We say a
crossing is peripheral if its endpoints are consecutive, otherwise it is interior. P is
considered a proper traversal if P is a non-self-intersecting S−T path whose every
crossing is peripheral. The main motivation for distinguishing proper traversals
is the following:

Lemma 1 (Bereg and Kirkpatrick [15]). For arrangements of unit disk
sensors, there exists a resilience-optimal proper traversal that crosses each sensor
at most 3 times. This is reduced to 2 times if S, T is separated by > 2

√
3.

This means τ(A, S, T ) forms a 3 and 2-approximation of ρ(A, S, T ) in these cases
respectively. Bereg and Kirkpatrick [15] also noted that if a graph shortest-path
algorithm could be modified to detect when sensor crossings are associated with
previously crossed sensors, it could discount the weight of the path appropriately
to derive ρ(A, S, T ).

Furthermore, because all crossings on a proper traversal are peripheral, each
crossing can be assigned a relative orientation, positive or negative if the non-
intersected arc from the entry point to the exit point on the boundary of the
sensor goes clockwise or counter-clockwise respectively. For instance, all crossings
in Fig. 1 are negative. Using this orientation notation, Bereg and Kirkpatrick [15]
observed that certain ordered sequences of crossings with specified orientations
are forbidden in the sense that they cannot appear on proper traversals. This
allowed them to develop an algorithm with limited discount detection ability
and argue that it detects 1

3 of the discounts in the well-separated S, T case,
effectively guaranteeing a 5

3 -approximation of ρ(A, S, T ).
In this paper, we extend previous work in three significant ways. The first

is to augment a memoryless shortest-path algorithm with greater discount
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detection ability while maintaining time complexity polynomial in n, resulting
in the development of the Multi-Path Algorithm (MPA) discussed in Sect. 3.

The second extension is to relax the unit size constraint enforced on disk
sensors. While for some arrangements of non-identical disk sensors all resilience-
optimal S − T paths are not proper traversals, we note that there are many
settings where the existence of a resilience-optimal proper traversal can still be
guaranteed, such as when disk sizes are close to uniform. Thus when the unit size
constraint is relaxed, the disk sensors are considered approximately equal-sized
if and only if there exists a resilience-optimal proper traversal. The key difference
that arises from relaxing the constraint is that the crossing limits in Lemma 1
do not hold. In fact, it is possible to construct arrangements which force all
resilience-optimal proper traversals to cross a sensor an indefinite number of
times if the disk sizes differ even slightly.

Intuitively, this is a result of the fact that crossings of the same sensor must
be isolated from one another by other sensors that the path avoids, otherwise
there exists an alternative path that just goes directly between two non-isolated
crossings, and this alternative path would cross at most the same number of
distinct sensors as the original while making fewer crossings. Smaller sensors
can be used to isolate an indefinite number of peripheral crossings from one
another, thus allowing arrangements to force an indefinite number of recrossings,
but isolating an interior crossing is more difficult since there must be avoided
sensors on both sides of the crossing. Note that we still enforce the constraint
that sensors must be disk-shaped, as work by Tseng and Kirkpatrick [16, 17]
indicates that resilience approximation may be NP-hard in general for sensors
with non-symmetric shape.

The third extension is based on the observation that barrier resilience, as it has
been conventionally defined, provides a measure of cumulative sensor coverage
for points on S −T paths. It is also interesting to consider instantaneous sensor
coverage, as well as combinations/tradeoffs of these notions. To this end, we can
say a sensor arrangement forms a (c, k)-barrier with respect to regions S and
T if every S − T path P either (i) has a (c + 1)-detected face (a face covered
by c+ 1 or more sensor regions), or (ii) intersects at least k sensor regions over
its entire length. The arrangements illustrated in Fig. 1 are both 2-barriers and
(2, 2)-barriers, but A2 is a (1,∞)-barrier since every S − T path must have a
2-detected face, whereas A1 is only a (1, 2)-barrier.

This leads to a natural generalization of resilience that we call density-c (or
Dc) resilience, denoted ρc(A, S, T ), which considers only (c + 1)-evasive S − T
paths (paths that avoid all (c + 1)-detected faces). Note that computing D0

resilience amounts to determining if S and T lie in the same face of the arrange-
ment, whereas computing Dc resilience for c ≥ n is equivalent to computing the
standard resilience. Thus it suffices to consider only cases where 1 ≤ c ≤ n.

In Sect. 2, we describe representations of proper traversals that allow us to
capture their key features with respect to discount detection. Then in Sect. 3,
we discuss the MPA and prove that its improved discount detection abilities
allows us to tighten the previously best approximation ratios of the unit disk
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scenarios from 3 and 5
3 to 2 and 1.5 respectively. Finally in Sect. 4, we prove

that the MPA guarantees a poly-time 2-approximation of ρc(A, S, T ) for any
constant c for approximately-equal sized disk sensor arrangements. Due to space
constraints, many details and proofs have been omitted. Readers are invited to
read the associated thesis [18] for these and other related results.

2 Optimal Path Representations

Any path which is a proper traversal can be represented as a timeline by imag-
ining some entity following the path from S to T . We represent this timeline
by drawing a horizontal line segment on a two-dimensional plane and drawing
intervals on the timeline to represent the sensor crossings for each sensor. Note
that since paths may cross multiple sensors simultaneously, the crossings inter-
vals may overlap and any one interval may be composed of several subintervals
corresponding to faces in the arrangement.

Each discount associated with the path comes from recognizing that some
pair of crossings on the path is associated with the same sensor si. One way
to certify this is to examine a face in each crossing and observe that they are
both covered by si. We can represent this certificate by drawing a smooth arc,
referred to as a bracket, with endpoints connected to a face in each crossing. As
all discounts associated with a sensor are detected when all crossings of the sensor
are recognized as sharing the same sensor, the discounts are fully accounted for
when the brackets form a spanning tree connecting every crossing of the sensor.

A set of brackets is considered a full bracketing if there is exactly one spanning
tree for each sensor with no extra brackets. This is full in the sense that detecting
and combining all the associated discounts when determining the weight of the
path will derive the exact number of distinct sensors crossed. Note that this
means timelines may have more than one full bracketing, but all full bracketings
associated with the same path must have the same number of brackets. Any
subset of a full bracketing is considered a partial bracketing.

A bracketing will be called planar if its brackets can be drawn such that no two
brackets intersect each other and no bracket intersects the timeline. It turns out
that the crossing restrictions of proper traversals imply the existence of planar
full bracketings because of the forbidden sequences of crossings with specified
orientations discussed in [15, 18]. [18] also provides a proof of the following:

Lemma 2. Every proper traversal has at least one planar full bracketing. Fur-
thermore, if the proper traversal has no overlapping crossing intervals, every full
bracketing is planar.

3 Multi-Path Algorithm

The MPA is a dynamic programming algorithm that operates in a sequence of
phases. It takes an integer parameter X > 0, and in each phase y ≥ 0, a 2X-
dimensional array of size |V | in every dimension is created. Each array entry
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dy[i1, j1; i2, j2; ...; iX , jX ] represents a sequence of X paths referred to as an X-
Path, where the x-th path in the sequence is an ix−jx path for all 1 ≤ x ≤ X . The
entry stores only a single weight, corresponding to the smallest upper bound that
the MPA has found so far on the minimum number of distinct sensors crossed
by the set of paths, with discounts made on the assumption that these paths
will eventually be merged into a single path which includes them as subpaths in
sequential order. For convenience, the MPA with parameter X is referred to as
the X-Path Algorithm.

In phase 0, each entry representing a set of X length-0 paths from a vertex
to itself is assigned 0, each entry representing an edge in Â and a set of X − 1
length-0 paths at the end of the edge is assigned the weight of the edge, and all
other entries are assigned ∞.

Let α ⊕ β = γ if the X-Paths represented by dy−1[α] and dy−1[β] share
endpoints such that they can be merged into a single X-Path that has the end-
points specified by dy[γ]. Each phase y > 0 assigns dy[γ] = minα⊕β=γ(dy−1[α] +
dy−1[β] −Discounts(α, β)) for all γ, where Discounts(α, β) denotes the number
of discounts we can make when merging the 2X paths in dy−1[α] and dy−1[β]
into X paths that match dy[γ]. These discounts are made only by considering
the endpoints of the child entries.

In addition, because it is always possible to merge with an X-Path composed
of only length-0 paths, array entry values can never increase. A new phase is
started if any entry is smaller in dy than in dy−1, and the algorithm only termi-
nates when all values in the array stabilize. The array entry dY [s

′, t′; t′, t′; ...; t′, t′]
where the first path in the X-Path is an s′ − t′ path and the rest are 0-length
paths at t′ is then read for the smallest upper bound on ρ(A, S, T ). Observe that
to consider only (c + 1)-evasive paths for ρc(A, S, T ), it suffices to remove all
vertices in Â which represent (c+1)-detected faces. Full details on the MPA are
presented in [18].

Theorem 1. If A is an arrangement of n disk sensors of arbitrary sizes, the
X-Path Algorithm terminates in O(n10X+1) time.

Proof. |V | is O(n2) for disk sensors and the number of distinct values an entry
can have is n+2. Non-terminal phases must reduce the value of at least one entry
and there are |V |2X entries in each array, so the number of phases is O(n4X+1).
The number of possible merge steps per phase is O(n6X), so the total time
complexity is O(n10X+1). ��
Let P be any i − j path and D be a binary tree that uses the array entries of
the MPA as its nodes. We say D is a valid derivation tree for P if and only if
the following constraints hold:

1. The root of D is the array entry in dY which stores the weight for i−j paths.
In other words, the array entry must be dY [i, j; j, j; ...; j, j], where the first
path in the X-Path is P and the rest are 0-length paths at j.

2. For each node dy [γ] in D:
(a) The child nodes of dy[γ] must be in dy−1.
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(b) If dy[γ] has two child nodes dy−1[α] and dy−1[β], then α⊕ β = γ.
(c) If dy[γ] has one child node, then the child node must be dy−1[γ].
(d) If dy[γ] has no child nodes, then y = 0.

3. Performing the merge steps associated with every node in D from the bottom
to the top can produce the path P .

Theorem 2. Given any valid derivation tree D for a path P , the array entry
associated with any node of D must be assigned some value by the X-Path Al-
gorithm which is no more than the value assigned to it by performing the merge
steps associated with D starting from array d0.

Proof. The algorithm attempts every possible merge step in each phase and
stores the minimum, so it is not possible for it to perform worse than any valid
derivation tree in any array.

While the exact details of the discounting scheme employed by the MPA are com-
plicated, the main gist of it is that the endpoints of X-Paths are checked for dis-
counts during each merge step. In Sect. 2, we noted that brackets on a proper
traversal P are effectively instructions on methods for detecting discounts, in that
checking the endpoints of brackets allows one to recognize that two crossings share
the same sensor. Thus, if an array entry has path endpoints that match some
bracket, the algorithm will be able to detect the discount associated with the
bracket. However, note that this array entry must actually be used in constructing
P in order for its discount to be factored into the weight calculated for P . Thus a
bracketing onP is considered fully detectable only if the discount for every bracket
can be simultaneously factored into the weight calculated for P .

In a valid derivation tree D, each node is an array entry that is used to
construct the path P . Thus, we say D recognizes some bracket bi associated
with P if and only if there is some node in the tree whose X-Path contains
some path endpoints which match the endpoints of bi. Effectively, every bracket
recognized by D must have its discount detected by following the merge steps of
D. Then for any bracketing B, we say D recognizes B if and only if it recognizes
every bracket in B. Note that this means if D recognizes B, performing the merge
steps of D will fully detect B.

The challenge in analyzing the effectiveness of the MPA is to identify struc-
tural properties of a bracketing B of a path P that can be exploited in the design
of a valid derivation tree D for P that fully detects B. Theorem 3 and Theorem 4
below provide two such characterizations.

Theorem 3. For any planar full bracketing Bfull, there exists a partial bracket-
ing Bpart with at least half the brackets in Bfull such that Bpart is fully detectable
by a 2-Path Algorithm.

Proof. The planarity of Bfull allows it to be split into two fully detectable partial
bracketings, one of which must have at least half the brackets.



Approximating Barrier Resilience for Arrangements 49

Corollary 1. If sensors are unit disks, the 2-Path Algorithm guarantees a 2-
approximation of ρ(A, S, T ) in time polynomial in n. This tightens to a 1.5-
approximation if S, T is separated by > 2

√
3.

Proof. Follows directly from the crossing limits of Lemma 1 by applying Theo-
rem 3 on the planar full bracketing guaranteed to exist by Lemma 2. ��
Let the endpoint interval of a bracket be defined as the interval on the timeline
between the endpoints of the bracket. Then given a bracketing B, the bracket-
span of a sensor is defined as the union of endpoint intervals for all brackets
associated with the sensor. We define the ply of B as the maximum over points
on the timeline of the number of distinct sensors whose bracket-spans cover the
point. In other words, B has ply k if every point on the timeline is within the
bracket-spans of at most k distinct sensors.

Theorem 4. If B has ply k, B is fully detectable by a k-Path algorithm.

Proof. If B has ply k, in some sense there are locally only k distinct sensors with
bracket discounts to detect at any point on the timeline. Thus we can build a
valid derivation tree by sweeping from s′ to t′ with a k-Path, using each path to
remember one sensor to ensure all discounts get detected and factored into the
final weight.

4 Approximately Equal-Sized Disk Sensors

4.1 D1 Resilience

Consider the case where we want to approximate ρ1(A, S, T ). We begin by noting
that since ρ1(A, S, T ) considers only 2-evasive paths by definition, there can be
no overlapping crossings.

Given any set of non-overlapping crossings from a resilience-optimal path, we
begin by constructing a partial bracketing Bpart where each sensor has all their
crossings connected sequentially only to crossings of the same orientation. By
Lemma 2, Bpart is planar. This allows us to define any bracket bi as nesting bj
if and only if all their crossings are the same orientation and the two endpoints
of bj are between the two endpoints of bi. We then construct Bply by removing
from Bpart all brackets that nest brackets.

Lemma 3. Bply has ply at most 2 and the difference in the number of brackets
between Bply and a full bracketing is at most the number of sensors associated
with Bpart.

Proof. If Bply has ply > 2, there must be some point which is within the bracket-
spans of more than 2 sensors. However, by definition that means there are more
than 2 brackets covering the point, and at least 2 of them must have crossings
of the same orientation. Then since the bracketing is planar, they must nest one
another, which is a contradiction since we removed nesting.
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Bpart was constructed by sequentially connecting crossings. Since Bpart is pla-
nar, the sequential brackets of the same orientation must share the same parent.
This can be exploited to achieve an amortized cost of 1 bracket removed per
sensor from a full bracketing.

Theorem 5. In time polynomial in n, the 2-Path Algorithm guarantees a 2-
approximation of the minimum over 2-evasive proper traversals of the number
of distinct sensors crossed by the proper traversal.

Proof. For the traversal with the minimum number of distinct sensors crossed,
we can construct a bracketing Bply which has ply 2 by Lemma 3. Then by
Theorem 4, the 2-Path Algorithm fully detects all the discounts associated with
Bply.

Let ρ be the number of sensors crossed by this proper traversal. Then the
number of sensors associated with Bpart must be at most ρ. Then by Lemma 3,
we know that we miss at most ρ discounts, so the final weight of the proper
traversal reported is at most 2ρ. Thus this guarantees a 2-approximation. Finally,
by Theorem 1, this has time complexity polynomial in n. ��

4.2 Dc Resilience for Constant c

In this section, we extend our proofs to consider ρc(A, S, T ) for any constant
c > 1. We begin by proving the following:

Theorem 6. If the sensors crossed by a Dc-resilience-optimal proper traversal
can be split into k groups such that within each group no crossings overlap, the
2k-Path Algorithm guarantees a 2-approximation of ρc(A, S, T ).

Proof. If no crossings overlap in each group, we can use the procedure described
in Sect. 4.1 to construct a partial bracketing with ply 2 for each group by
Lemma 3.

Since no sensor appears in more than one group, these k partial bracketings
can then be merged into a single partial bracketing, which must then have ply
2k. Then by Theorem 4, the 2k-Path Algorithm detects all the discounts as-
sociated with this partial bracketing. Finally by Lemma 3, this misses at most
1 bracket per sensor involved, so at most ρc(A, S, T ). Thus it guarantees a 2-
approximation. ��
This means it suffices to show that for any constant c, there exists some constant
k independent of n such that the sensors crossed by a Dc-resilience-optimal
proper traversal can always be coloured by k colours so that no two sensors of
the same colour have overlapping crossings. Then by Theorem 1 and Theorem 6,
the MPA will guarantee a 2-approximation in time polynomial in n.

First, consider what it means for two sensors to have overlapping crossings on
a proper traversal. It means there is some point on the timeline that is covered
by crossings of both sensors, which means the path goes through some face in
the arrangement that is covered by both sensors. Since ρc(A, S, T ) only considers
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(c+1)-evasive paths, this means two sensors can have overlapping crossings only
if there exists a non-(c+ 1)-detected face in the arrangement that is covered by
the two sensors.

With this in mind, we construct an undirected graph Gc(A) = (Vc(A), Ec(A))
from A by transforming each sensor into a vertex in Vc(A) and connecting ver-
tices by edges if and only if there exists some non-(c + 1)-detected face in the
arrangement that is covered by the two sensors.

Corollary 2. If there exists a vertex k-colouring on Gc(A), the 2k-Path Algo-
rithm guarantees a 2-approximation of the minimum over (c+1)-evasive proper
traversals of the number of distinct sensors crossed by the proper traversal.

If the number of edges in Gc(A) is at most c′n, the existence of a (2c′ + 1)-
colouring can be proved by exploiting low degree vertices. Thus it suffices to
find an upper bound on the number of edges which is linear in terms of n.

Let each sensor have a site in the arrangement positioned at the center of the
sensor. For any face f , let Šf denote the set of sites associated with sensors that
cover f . Then for arrangements of unit disk sensors, each face f is effectively
a set of points which has smaller Euclidean distance to Šf than to any other
site. For arrangements of non-identical disk sensors, this is still true if weights
are added to the distances appropriately to reflect the difference in sensor radii.
In other words, each non-(c+ 1)-detected face f can only exist if there is some
point which has smaller weighted distance to Šf than to any other site.

At this point, we note the similarity of this problem to order-c̃ Voronoi dia-
grams with additive weights. These are generalizations of the standard order-1
Voronoi diagram such that each cell represents the set of points which share the
same c̃ closest sites and the sites are weighted such that distances to each site
are calculated by summing the standard Euclidean distance with the weight of
the site. Thus if an order-c Voronoi diagram with the appropriately weighted
distances is constructed for the sites associated with the sensors in A, a point
which has smaller weighted distance to some set of c or fewer sites than to any
other site can only exist if there is a cell in the Voronoi diagram that has a
superset of those sites as its closest sites.

This means that two vertices in Gc(A) can only be connected by an edge if
there exists a cell which has the two associated sites in its set of closest sites. Fur-
thermore, each cell lists only c sites, and thus can only be used to constructO(c2)
edges. In previous work, Rosenberger [19] proved that in any order-c̃ Voronoi di-
agram of ñ sites with additive weights, the number of vertices, edges, and cells
are all O(c̃ñ). Thus the number of edges in Gc(A) must be O(c3n).

In fact, a careful analysis allows us to reduce this to O(cn). The proof of this
is presented in [18]. Consequently, there must be an O(c)-colouring.

Corollary 3. For any constant c > 1, a O(c)-Path Algorithm guarantees a
2-approximation of the minimum over (c + 1)-evasive proper traversals of the
number of distinct sensors crossed by the proper traversal.
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Corollary 4. For any constant c, in time polynomial in n, the MPA guarantees
a 2-approximation of the minimum over (c+ 1)-evasive proper traversals of the
number of distinct sensors crossed by the proper traversal.

5 Conclusion

For unit disk sensors, the previous best approximation ratios of the resilience
were improved from a 3 and 5

3 -approximation to a 2 and 1.5-approximation in
the general and well-separated S, T cases respectively [Corollary 1].

For non-identical disk sensors, it remains an open problem whether any al-
gorithm could guarantee any constant-approximation of the resilience even for
the slightest difference in size, even if resilience-optimal proper traversals are
still guaranteed to exist. However, we proved that for any constant c, a 2-
approximation is possible for the Dc resilience [Corollary 4] if Dc-resilience-
optimal proper traversals exist, where the Dc resilience is a generalization of
the resilience which considers only (c + 1)-evasive paths. This is a significant
contribution as the Dc resilience may be close to the standard Dn resilience in
many situations even for small c as one might imagine resilience-optimal paths
tend to avoid heavily covered regions and many natural settings result in low
density barriers. For instance, if the density of the arrangement is low such
that the number of sensors that cover each face is no more than some constant
c∗, the Dn resilience becomes equivalent to the Dc∗ resilience and can thus be
2-approximated in time polynomial in n.

However, it remains an open problem whether constant approximations of
the Dn resilience are possible in time polynomial in n in the absence of such
density constraints. Another open problem is whether constant approximations
are possible when the constraint on disk sizes is further relaxed such that the
existence of resilience-optimal proper traversals is no longer guaranteed, although
some positive results have been proved in [18].
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Abstract. The main aim of this paper is to give a unified view to greedy
geometric routing algorithms in ad hoc networks. For this, we firstly
present a general form of greedy routing algorithm using a class of ob-
jective functions which are invariant under congruent transformations of
a point set. We show that some known greedy routing algorithms such
as Greedy Routing, Compass Routing, and Midpoint Routing can be re-
garded as special cases of the generalized greedy routing algorithm. In
addition, inspired by the unified view of greedy routing, we propose three
new greedy routing algorithms. We then derive a sufficient condition for
our generalized greedy routing algorithm to guarantee packet delivery on
every Delaunay graph. This condition makes it easier to check whether a
given routing algorithm guarantees packet delivery, and the class of ob-
jective functions with this condition is closed under convex combination.
We show that Greedy Routing, Midpoint Routing, and the three new
greedy routing algorithms proposed in this paper satisfy the sufficient
condition, i.e., they guarantee packet delivery on Delaunay graphs, and
then compare the merits and demerits of these methods.

Keywords: geometric routing, ad hoc network, Delaunay graph, greedy
routing.

1 Introduction

An ad hoc network is an autonomous system that does not require a pre-
established infrastructure. Nodes in an ad hoc network are connected by wireless
links, and the communications between nodes are often achieved by multi-hop
links. With increased interests in mobile communications and the promise of
convenient infrastructure-free communications, the development of large-scale
ad hoc network has drawn a lot of attention and has been a subject of extensive
research.

Geometric routing (also called geographic routing or position-based routing)
in an ad hoc network is a technique to send a packet (or a message) from a source
node to a destination node, which is done by repeatedly forwarding a packet
to an appropriately chosen neighbor node. Geometric routing finds a route by
using the location of the destination node and local location information, i.e.,
the locations of a current node and its neighbors, and does not require the
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knowledge of the entire network. See, e.g., [6,8] for detailed survey of geometric
routing algorithms.

The first approaches for geometric routing algorithms were developed in the
1980s, and they are based on greedy strategies (see, e.g., [3,9]); that is, they re-
peatedly forward a packet to a neighbor which is the “closest” to the destination
node among all neighbors with respect to various criteria of “closeness.” Since
then, various greedy routing algorithms have been proposed in the literature.

One of the most popular and natural greedy routing algorithm is Greedy

Routing by Finn [3], which forwards a packet to a neighbor with the minimum
Euclidean distance to the destination node. Another popular routing algorithm is
Compass Routing by Krankakis, Singh, and Urrutia [4]. The idea of Compass

Routing is to forward a packet to a neighbor with the minimum angle of ∠wvt,
where v is a current node, w is a neighbor node, and t is the destination node. A
greedy routing algorithm of a different flavor is Midpoint Routing proposed
by Si and Zomaya [7]. The idea of Midpoint Routing is to find a neighbor of
a current node which minimizes the Euclidean distance to the midpoint of the
current node and the destination. These three greedy algorithms are considered
in the following discussion.

The main aim of this paper is to give a unified view to existing greedy routing
algorithms. For this, we firstly present a general form of greedy routing algorithm
by using a general objective function f(w, v, t) defined on the set of triplets of
distinct nodes; the value f(w, v, t) depends only on three nodes v, w, and t repre-
senting a current node, its neighbor node, and the destination node, respectively.
The generalized greedy routing algorithm repeatedly forwards a packet from a
current node v to a neighbor node w minimizing the function value of f(w, v, t).
In particular, we introduce a class of objective functions, called congruence-
invariant objective functions, which satisfy the condition f(w, v, t) = f(w′, v′, t′)
whenever the two triangles�wvt and �w′v′t′ are congruent, i.e., �w′v′t′ can be
obtained from �wvt by a combination of translations, rotations, and reflections.
We show that various existing routing algorithms such as Greedy Routing,
Compass Routing, and Midpoint Routing can be regarded as special cases
of the generalized greedy routing algorithm with congruence-invariant objective
functions. Moreover, inspired by the unified view of greedy routing, we pro-
pose three new greedy routing algorithms with congruence-invariant objective
functions.

One of the most important factors of routing algorithms is guaranteed deliv-
ery of packets, and we are interested in which situation (and by which routing
algorithm) packet delivery from a given source node to a given destination node
is guaranteed. In general, greedy routing algorithms often fail to deliver a packet
to the destination node due to the existence of a local minimum; local mini-
mum is a node which has no neighbor closer to the destination node. On the
other hand, it is shown that some greedy routing algorithms succeed in delivery
of packets if the topology of a given ad hoc network has a nice structure. We
can represent the topology of an ad hoc network by using an undirected graph
G = (P,E) defined on the node set P , where E is the set of all pairs of two
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distinct nodes in P which can communicate to each other. It is shown in [1,4,7]
that Greedy Routing, Compass Routing, and Midpoint Routing always
guarantee packet delivery if the graph G corresponds to a Delaunay graph of the
node set P (see Section 2 for the definition of a Delaunay graph), although the
proofs of the statements are given independently in an ad hoc manner.

Aiming at providing a unified view to greedy routing algorithms with guaran-
teed delivery, we derive a sufficient condition for our generalized greedy routing
algorithm to guarantee packet delivery on Delaunay graphs. Delaunay graph
is a popular network in ad hoc network design since it has a nice property as
Euclidean spanner [2] which assures a small ratio of the shortest-path length
on them to the Euclidean distance, and it can be constructed in a distributed
fashion.

The sufficient condition for the guaranteed delivery makes it easier to check
whether a given routing algorithm guarantees packet delivery. Indeed, we show
that Greedy Routing, Midpoint Routing, and the three new greedy routing
algorithms proposed in this paper satisfy the sufficient condition. This provides
alternative proofs for Greedy Routing and Midpoint Routing, while this
implies that the new routing algorithms guarantee packet delivery on Delau-
nay graphs. Moreover, it is shown that these routing algorithms work on any
supergraphs of the Delaunay graph of a given node set. Hence, our proposed
algorithms are simple and have nice properties that are not assured in the previ-
ous ones. We also give an algebraic structure on a set of algorithms which makes
it possible to obtain hybrid algorithms systematically.

The organization of this paper is as follows. Section 2 is devoted to prelimi-
naries on fundamental concepts used in this paper. In Section 3, we propose a
generalized greedy routing algorithm. We show guaranteed delivery of the algo-
rithm on Delaunay graphs in Section 4. We compare merits and demerits of the
routing algorithms in Section 5.

2 Preliminaries

Let P be a finite set of nodes. Our problem is to find a route from a given source
node s to a given destination node t in an ad hoc network on P . In the following
discussion, we often represent the topology of the network by an undirected
graph G = (P,E) on P , where E is the set of all pairs of two distinct nodes in
P which can communicate to each other. We say that a node w is a neighbor of
another node v if w and v are connected by an edge.

For simplicity we assume, throughout this paper, that nodes in P are in gen-
eral position. This implies, in particular, that there are no four nodes which lie
on the same circle. This assumption can be removed by using symbolic pertur-
bation.

Voronoi diagram of P is a partition of the Euclidean plane R2 into polyhedral
cells corresponding to nodes in P such that all nodes in a cell corresponding to
v ∈ P are closer to v than other nodes in P . Delaunay triangulation of P is
a triangulation of P such that two nodes u, v ∈ P are connected by a straight
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line if and only if two cells corresponding to u and v have a common edge in
the Voronoi diagram of P . We regard a Delaunay triangulation as an undirected
graph G = (P,E) on P , and call G a Delaunay graph of P .

The following property of Delaunay graphs is well known. For every nodes
x, y ∈ R

2, we denote by d(x, y) the Euclidean distance between x and y, i.e.,
d(x, y) = ‖x− y‖2. A closed disk D ⊆ R

2 is a set of points in R
2 given as

D = {x ∈ R
2 | d(x, c) ≤ λ}

for some c ∈ R
2 and λ > 0. The interior of D is an open set given as {x ∈

R
2 | d(x, c) < λ}. The following property is known as a folklore (see, e.g., [5,

Theorem 9.6]).

Proposition 1. In the Delaunay graph G = (P,E) of P , two nodes u, v ∈ P
are adjacent to each other if and only if there exists a closed disk D ⊆ R

2 such
that u and v lie on the boundary of D and any other nodes are not contained in
the interior of D.

For a pair (u, v) of distinct nodes of P , the (unique) disk D(u, v) that has the
line segment connecting u and v as its diameter chord is called the Gabriel disk
of (u, v). If the Gabriel disk D(u, v) contains no node in P other than u and
v, the pair (u, v) is called an Gabriel edge. The graph on the vertex set P with
Gabriel edges is called the Gabriel graph on P . Proposition 1 implies that every
Gabriel edge is an edge in the Delaunay graph on P ; that is, the Gabriel graph
on P is a subgraph of a Delaunay graph. It is well known that a Gabriel graph
is connected since it contains the Euclidean minimum spanning tree of the node
set P as its subgraph.

3 Greedy Routing Using General Objective Functions

Denote by T the set of triplets of distinct nodes, i.e.,

T = {(w, v, t) | w, v, t are distinct nodes in P}.

It is noted that each element (w, v, t) ∈ T is an ordered set, i.e., (w, v, t) and
(v, t, w) are different elements.

We propose a greedy routing algorithm using a general objective function
f : T → R∪{+∞}. This routing algorithm repeatedly forwards a packet to some
neighbor w of a current node v which minimizes the function value f(w, v, t)
among all neighbors of v until a packet reaches the destination node t. More
precisely, the routing algorithm is described as follows.

Algorithm Generalized Greedy Routing

Step 0: Set v := s, where s is a given source node.
Step 1: If the destination node t is a neighbor of v in G, then set v := t (i.e.,

forward a packet to t) and stop.
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Step 2: Select a neighbor w of v in G which minimizes the value f(w, v, t)
among all neighbors of v, and set v := w (i.e., forward a packet to w). Go to
Step 1.

In particular, we consider restricted classes of objective functions in General-

ized Greedy Routing. We say that an objective function f : T → R ∪ {+∞}
is congruence-invariant if the function value f(w, v, t) depends only on the shape
and the size of the triangle �wvt given by three nodes w, v, and t. More pre-
cisely, a function f : T → R ∪ {+∞} is said to be congruence-invariant if there
exists a function h : R6

+ → R ∪ {+∞} such that

f(w, v, t) = h(dvt, dwt, dvw, at, aw, av) ((w, v, t) ∈ T ),

where each parameter in h is given as follows:

dvt = d(v, t), dwt = d(w, t), dvw = d(v, w), at = ∠vtw, aw = ∠twv, av = ∠wvt.

It may be noted that the parameters dvt, dwt, dvw, at, aw, av used in the function
h are dependent; for example, at + aw + av = π holds. We keep this redundancy
for simplicity of presentation. It is noted that the function values of a congruence-
invariant objective function do not change even if we transform the given node
set by a combination of translations, rotations, and reflections, i.e., the two node
sets before and after the transformation are congruent.

In the following, we mainly discuss the algorithm Generalized Greedy

Routing with a congruence-invariant objective function. Many existing greedy
routing algorithms can be represented as a special case of Generalized

Greedy Routing by using appropriate congruence-invariant objective func-
tions, as shown below. Figure 1 shows contour maps of these congruence-
invariant objective functions.

Greedy Routing [3]: It chooses a neighbor w with the minimum distance
d(w, t). The corresponding congruence-invariant function is given as

fG(w, v, t) = hG(dvt, dwt, dvw, at, aw, av) = dwt.

Compass Routing [4]: It chooses a neighbor w with the minimum angle ∠tvw.
The corresponding congruence-invariant function is given as

fC(w, v, t) = hC(dvt, dwt, dvw, at, aw, av) = av.

Midpoint Routing [7]: It chooses a neighbor w with the minimum distance
between w and (v + t)/2, the midpoint of v and t. The corresponding
congruence-invariant function is given as

fMP(w, v, t) = hMP(dvt, dwt, dvw, at, aw, av)

= (dwt sinat)
2 + (dwt cos at − (1/2)dvt)

2.
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Greedy Routing Compass Routing

Midpoint Routing Modified Midpoint Routing

Fig. 1. Contour maps of congruence-invariant functions

Modified Midpoint Routing [7]: This algorithm is considered in [7] as a
generalization ofMidpoint Routing. Given a fixed real number λ ∈ [0.5, 1],
it chooses a neighbor w with the minimum distance between w and (1−λ)v+
λt. If λ = 1 (resp., λ = 1/2), then Modified Midpoint Routing coincides
with Greedy Routing (resp., Midpoint Routing). The corresponding
congruence-invariant function is given as

fMMP(w, v, t) = hMMP(dvt, dwt, dvw, at, aw, av)

= (dwt sin at)
2 + (dwt cos at − λdvt)

2.

In addition, we propose three new greedy routing algorithms, each of which can
be represented as a special case of Generalized Greedy Routing by using
some congruence-invariant objective functions. For α ∈ R, let ϕα : R → {0,+∞}
be a function given by

ϕα(β) =

{
0 (if β < α),
+∞ (otherwise).

New Greedy I: This is a variant of Compass Routing, and chooses a
neighbor w with the maximum angle ∠vwt. The corresponding congruence-
invariant function is given as

f1(w, v, t) = h1(dvt, dwt, dvw, at, aw, av) = −aw.

New Greedy II: This can be seen as a combination ofCompass Routing and
Greedy Routing, and it chooses a neighbor w with the minimum value of
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New Greedy I New Greedy II New Greedy III

Fig. 2. Contour maps of new congruence-invariant functions

d(v, w)/cos(∠tvw) under the condition that ∠tvw < π/2. The corresponding
congruence-invariant function is given as

f2(w, v, t) = h2(dvt, dwt, dvw, at, aw, av) =
dvw
cos av

+ ϕπ/2(av).

New Greedy III: This can be also seen as a combination of Compass Rout-

ing and Greedy Routing, and it chooses a neighbor w with the minimum
value of d(w, t)/cos(∠wtv) under the condition that ∠wtv < π/2. The cor-
responding congruence-invariant function is given as

f3(w, v, t) = h3(dvt, dwt, dvw , at, aw, av) =
dwt

cos at
+ ϕπ/2(at).

Figure 2 shows contour maps of congruence-invariant functions of algorithms to
give visual intuition of ideas. Each of the proposed algorithm has an advantage
over the previously proposed algorithms, as explained in Section 5.

4 Guaranteed Delivery on Delaunay Graphs

As mentioned in Introduction, all of the four algorithms Greedy Routing,
Compass Routing, Midpoint Routing, and Modified Midpoint Rout-

ing, each of which is a special case of Generalized Greedy Routing, al-
ways guarantee packet delivery on Delaunay graphs. In this section, we derive
a sufficient condition for Generalized Greedy Routing to guarantee packet
delivery on Delaunay graphs.

Lemma 1. Let G be the Delaunay graph of P and u, v ∈ P be distinct nodes of
G. Suppose that u and v lie on the boundary of some closed disk D ⊆ R

2 and u
is not a neighbor of v in G. Then, there exists a neighbor w of v in G such that
w is in the interior of D.

Proof. By Proposition 1, there exists some w ∈ P contained in the interior of
D since u and v are not adjacent to each other. Let w1, w2, . . . , wk ∈ P be the
nodes contained in the interior of D. For each i = 1, 2, . . . , k, let Di be the closed
disk such that wi and v lie on the boundary of Di and (the boundary of) Di is
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Fig. 3. DDG condition

tangent to (the boundary of) D at v. Assume, without loss of generality, that
the radius of Di is smaller than or equal to that of Di+1 for i = 1, 2, . . . , k − 1.
Then, D1 does not contain any nodes of P \ {v, w1} in its interior. Hence, w1 is
a neighbor of v in G by Proposition 1. ��
We consider the following Delaunay Delivery Guarantee (DDG) condition for an
objective function f (see Figure 3).

(DDG) For every distinct nodes w, v, t ∈ P , if there exists some u ∈
D(v, t) such that f(u, v, t) ≥ f(w, v, t), then d(w, t) < d(v, t) holds.

In Figure 3, the dark disk is the Gabriel disk D1 = D(v, t) of (v, t), and the
condition d(w, t) < d(v, t) means that w is in the larger disk around t. Thus,
DDG condition can be rephrased as follows: if the contour curve of f through
a node w intersects the interior of the Gabriel disk of a current node v and the
destination node t, then w is in the larger disk.

We also consider a stronger version of the DDG condition:

(SDDG) For every distinct nodes w, v, t ∈ P , the inequality f(w, v, t) >
max{f(u, v, t) | u ∈ P \D(v, t)} holds.

It is easy to see that the strong DDG condition implies the DDG condition;
if the strong DDG condition holds, then there exists no u ∈ D(v, t) satisfying
the condition in (DDG). The strong DDG condition intuitively means that the
contour curve of f grows in D(v, t) and eventually coincides with the boundary
circle of D(v, t), and then continues expansion to the outside of D(v, t).

The next theorem shows that this condition implies the guaranteed delivery
of the algorithm Generalized Greedy Routing on Delaunay graphs.

Theorem 1. Let f : T → R ∪ {+∞} be a function satisfying the DDG con-
dition. Then, the algorithm Generalized Greedy Routing with objective
function f guarantees packet delivery on a graph G if it is a supergraph of the
Delaunay graph of P .

Proof. If t is adjacent to v, the algorithm certainly delivers the packet. Suppose
that v is a current node which is not adjacent to the destination node t, and
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w is the neighbor node chosen by the algorithm. To prove that the algorithm
guarantees packet delivery, it suffices to show the inequality d(w, t) < d(v, t)
since there exist a finite number of nodes in P .

Since v and t are non-adjacent nodes in G, they are non-adjacent in the
Delaunay graph. Lemma 1 implies that there exists a neighbor u of v in G such
that u ∈ D(v, t). By the choice of w, we have f(u, v, t) ≥ f(w, v, t). Hence, the
DDG condition implies d(w, t) < d(v, t). ��
We then show that the objective functions of Greedy Routing, Midpoint

Routing, and Modified Midpoint Routing satisfy the DDG condition. This
fact provides an alternative proof for the guaranteed delivery on Delaunay graphs.

Lemma 2. fG, fMP, and fMMP satisfy the DDG condition.

Proof. Since fG and fMP are special cases of fMMP with λ = 0 and λ = 1/2,
respectively, we consider the function fMMP only. Below we omit the subscript
of fMMP for simplicity.

Let (w, v, t) be an element in T such that w and v are adjacent. Suppose that

f(w, v, t) ≤ max{f(u, v, t) | u ∈ P, (u, v, t) ∈ T, u ∈ D(v, t)} (1)

We will show that d(w, t) < d(v, t) holds.
Let p = (1 − λ)v + λt. Since f(w, v, t) = d(w, p), the inequality (1) can be

rewritten as

d(w, p) ≤ max{d(u, p) | u ∈ P, (u, v, t) ∈ T, u ∈ D(v, t)}.
It holds that

max{d(u, p) | u ∈ P, (u, v, t) ∈ T, u ∈ D(v, t)}
< sup{d(x, p) | x ∈ R

2, d(x, c) ≤ d(v, c)} = d(v, p).

Hence, we have d(w, p) < d(v, p). This implies that

d(w, t) ≤ d(w, p) + d(p, t) < d(v, p) + d(p, t) = d(v, t).

��
Note that among the three algorithms above, only Midpont Routing satisfies
the strong DDG condition.

Theorem 2. The algorithms Greedy Routing, Midpoint Routing, and
Modified Midpoint Routing guarantee packet delivery on Delaunay graphs
and their supergraphs.

Proof. The statement follows immediately from Theorem 1 and Lemma 2. ��
We next show that our new routing algorithms are also supported by Delaunay
graphs. The following lemma immediately follows from the fact that contour
curves grows inside the Gabriel disk of (v, t), which is observed easily from
Figure 2.
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Lemma 3. Functions f1, f2 and f3 satisfy the strong DDG condition.

Combined with Theorem 1, this lemma implies the following:

Theorem 3. The algorithms New Greedy I, II, and III guarantee packet
delivery on Delaunay graphs and their supergraphs.

Finally, we show that the class of objective functions satisfying the (strong)
DDG condition is closed under convex combination, where a convex combination
means a linear combination with nonnegative coefficients. This implies that the
above mentioned routing algorithms can be used as basis of space of a class of
the generalized greedy routing algorithms.

Theorem 4. For every objective functions f and g satisfying the DDG (resp.,
strong DDG) condition, their convex combination also satisfies the DDG (resp.,
strong DDG) condition.

Proof. We consider the case of the DDG condition only since the case of the
stronger DDG condition is easier to prove. Consider a convex combination F =
λf + (1 − λ)g of f and g, where 0 ≤ λ ≤ 1. Let w, v, t ∈ P be any dis-
tinct nodes such that d(w, t) ≥ d(v, t), and we show that max{F (u, v, t) | u ∈
D(v, t)} < F (w, v, t) holds. Since f and g satisfy the DDG condition, we have
max{f(u, v, t) | u ∈ D(v, t)} < f(w, v, t) and max{g(u, v, t) | u ∈ D(v, t)} <
g(w, v, t), from which max{F (u, v, t) | u ∈ D(v, t)} < F (w, v, t) follows. ��

5 Comparison of Routing Algorithms

Listed below are two important properties required for geometric routing algo-
rithms:

– Long-edge avoidance: long edges (i.e. a communication using large transmis-
sion radius) should not be used as far as possible.

– Fast transmission: each packet should be sent with a small number of hops.

We investigate the special cases of the generalized greedy routing algorithms
considered in this paper from the viewpoint of the two properties, which are in
general incompatible requirements.

We observed that Midpoint Routing, New Greedy I, New Greedy II,
and New Greedy III satisfy the strong DDG condition. This means that if a
graph G contains Delaunay graph as a subgraph, the routing algorithm always
finds a neighbor in the Gabriel disk of the current node and the destination
node. This is advantageous since there is no possibility that a path becomes
highly zigzag. Other algorithms do not enjoy this property since the contour
curves may properly intersect the boundary of the Gabriel disk.

Let us examine algorithms one by one. In order to reduce the number of
hops in the network, it is advantageous to reduce the distance to the destination
node as much as possible. For this purpose, the algorithm Greedy Routing
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is apparently the best. It, however tends to select long edges, and also possibly
visit a node outside the Gabriel disk as we remarked above.

Midpoint Routing selects shorter edges than Greedy Routing, while
keeping the number of hops to be small (intuitively, it is about the twice of
that of Greedy Routing). It also always selects a node in the Gabriel disk of
the current node and the destination node. It, however, still tends to select a
long edge since its most favorite neighbor location is the midpoint whose edge
length is the half of the distance d(v, t). Modified Midpoint Routing uses
a parameter to control this balance, while it uses longer edge than Midpoint

Routing because of constraint that λ ≥ 1/2. Note that if we choose λ < 1/2,
the resulting objective function violates the DDG condition, and packet delivery
is not guaranteed.

By definition New Greedy I is designed to use as straight path as possible
since a contour curve closer to the line segment vt has a smaller value of the
objective function f . As a side effect, the total length of the path is expected to
be short in most of cases. It, however, is difficult to control the length of edges
in a path.

New Greedy II and New Greedy III have contour curves which are circles
going through v and t, respectively. In this sense, it resembles to Modified

Midpoint Routing, while they enjoy additional nice properties. Intuitively,
New Greedy II tends to select shorter edges, while New Greedy III selects
long edges with smaller visual angles thanModified Midpoint Routing. More
specifically, if the graph G contains a Delaunay graph, New Greedy II always
selects a Delaunay edge (an edge in a Delaunay graph) as its next hop since the
contour curve with the minimum value of f(w, v, t) is an empty disk that has v
and w on its boundary. Thus, we need not examine which edge is a Delaunay
edge in G since the algorithm automatically selects such a Delaunay edge. This is
advantageous since we enjoy properties of Delaunay graphs without identifying
Delaunay edges explicitly. Using the same logic, we can show that if G contains
a Delaunay graph and there is a node w that is a common neighbor of v and t in
the Delaunay graph, then New Greedy III selects a neighbor of t (it may not
be w). Consequently, if there exists a two-hop path from v to t in the Delaunay
graph, the algorithm also finds such a path.

In summary, we should use an appropriate method depending on the require-
ment of an ad hoc network. In this sense, our proposed algorithms are useful since
they enjoy good properties that seems to be desired in many occasions. Since the
DDG condition is closed under convex combination as mentioned in the previous
section, we can design hybrid of algorithms in response to the request of users.

6 Concluding Remarks

We compared several geometric routing algorithms, and gave a unified view on
a family of algorithms. Based on a basic property called DDG condition, we
propose several variants of algorithms jthat also work on a Delaunay graph.
Although we considered the problem on the Euclidean plane, its extension to
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the three dimensional space can be naturally considered. In the real ad hoc net-
work design, we often need to consider a metric space with nonuniform distance
because of existence of obstacles and other natural/social conditions. Handling
such metric spaces is a challenging topic as a future work.
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Abstract. Given a large set of measurement sensor data, in order to
identify a simple function that captures the essence of the data gathered
by the sensors, we suggest representing the data by (spatial) functions, in
particular by polynomials. Given a (sampled) set of values, we interpolate
the datapoints to define a polynomial that would represent the data.
The interpolation is challenging, since in practice the data can be noisy
and even Byzantine, where the Byzantine data represents an adversarial
value that is not limited to being close to the correct measured data. We
present two solutions, one that extends the Welch-Berlekamp technique
in the case of multidimensional data, and copes with discrete noise and
Byzantine data, and the other based on Arora and Khot techniques,
extending them in the case of multidimensional noisy and Byzantine
data.
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1 Introduction

Consider the task of representing information in an error-tolerant way, such that
it can be introduced even if it contains noise or even if the data is partially cor-
rupted and destroyed. Polynomials are a common venue for such approximation,
where the goal is to find a polynomial p of degree at most d that would represent
the entire data correctly.
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Our motivation comes from sensor data aggregation, and the need to extend
the distributed aggregation to distributed interpolation, use sampling to cope
with huge data and anticipate the value of missing data. For example, a sensor
network may interact with the physical environment, while each node in the
network is may sense the surrounding environment (e.g., temperature, humidity
etc). The environmental measured values should be transmitted to a remote
repository or remote server. Note that the environmental values usually contain
noise, and there can be malicious inputs, i.e., part of the data may be corrupted.

In contrast to distributed data aggregation where the resulting computation
is a function such as COUNT, SUM and AVERAGE (e.g. [16,13]),in distributed
data interpolation, our goal is to represent every value of the data by a sin-
gle (abstracting) function. Our computational model consists of sampling the
sensor network data and estimating the missing information using polynomial
manipulations.

The management of big data systems also gives motivation for the distributed
interpolation method. The abstraction of big data becomes one of the most
important tasks in the presence of the enormous amount of data produced these
days. Communicating and analyzing the entire data does not scale, even when
data aggregation techniques are used. This study suggests a method to represent
the distributing big data by a simple abstract function (such as polynomial)
which will lead to effective use of that data.

We suggest interpolating the big data in the scope of distributed systems
by using local data centers. Each data center samples the data around it and
computes a polynomial that reflects the local data. The local polynomials are
merged to a global one by interpolation in a hierarchical manner. In the pro-
cess of calculating the local polynomials noise and Byzantine data samples are
eliminated.

Basic Definitions

– For multivariate polynomial p(x) ∈ R[x] = R[x1, ..., xk] let

‖p‖∞ = sup {|p(x1, ..., xk)| : x1, ..., xk ∈ R}
– A monomial in a collection of variable xi, ..., xn is a product xα1

1 xα2
2 xαn

n

where αi are non-negative integers.
– The total degree of a multivariate polynomial p is the maximum degree of

any term in p, where the degree of particular term is the sum of the variable
exponents.

– A polynomial q is a δ-approximation to p if ‖p− q‖∞ ≤ δ.

Polynomial Fitting to Noisy and Byzantine Data

Formally, in this paper, we learn the following problem:

Definition 1 (Polynomial Fitting to Noisy and Byzantine Data Prob-

lem). Given a sample S of k dimension datapoints {(x1i , ..., xki)}Ni=1 and a
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function f defined on those points f(x1i , ..., xki) = yi, a noise parameter δ > 0
and a threshold ρ > 0, we have to find a polynomial p of total degree d satisfying

p(x1, ..., xk) ∈ [y − δ, y + δ] for at least ρ fraction of S (1)

Generally, we propose the use of polynomials to represent large amounts of
sensor data. The process works by sampling the data and then using this sample
to construct a polynomial whose distance (according to the �∞ metric) from the
polynomial constructed using the whole data set is small. The main challenges
to this approach are (i) the presence of noise (identified by the δ parameter), and
(ii) arbitrarily corrupted data (Byzantine data, denoted by ρ) that can cause
inaccurate sampling and, thus, lead to badly constructed polynomials.

Given that the function f is continuous, by the Weierstrass approximation
Theorem [4] we know that for any given ε > 0, there exists a polynomial p′ such
that

‖f − p′‖∞ < ε (2)

This can tell us that our desired polynomial p exists (i.e., p′ = p and ε = δ,
satisfying eq.1), and we can relate the data as arising from polynomial function
(i.e., the unknown function f is d degree polynomial we need to reconstruct),
and this is the underlying model assumed in the paper.

One obvious candidate to construct approximating polynomial is interpo-
lation at equidistant points. However, the sequence of interpolation polyno-
mials does not converge uniformly to f for all f ∈ C[0, 1] due to Runge’s
phenomenon [7]. Chebyshev interpolation (i.e., interpolate f using the points
defined by the Chebyshev polynomial) minimizes Runge’s oscillation, but it is
not suffice the polynomial fitting problem presented above (Definition 1) due to
the randomly distributed data we have assumed.

Taylor polynomials are also not appropriate; for even setting aside questions
of convergence, they are applicable only to functions that are infinitely differen-
tiable, and not to all continuous functions.

Another classical polynomial sequence is suggested by S. Bernstein [3] as
constructive proof of the Weierstrass Theorem. Bernstein polynomial: Bf

n(x) =
n∑

i=0

f

(
i

n

)(
n

i

)
xi(1 − x)n−i converges uniformly to any continuous function f

which is bounded on [0, 1]. The formal Berenstein polynomial samples the func-
tion f in an equidistant fashion. To handle a random sample data, we can use
Vitale [21] results which consider that the datapoints S = x1, ..., xN are i.i.d
observations drawn from an unknown density function f . The Bernstein polyno-

mial estimate of f defined as B̃f
n(x) =

n+1
N

n∑
i=0

μN
in

(
n

i

)
xi(1−x)n−i where μN

in is

the number of points (xi’s) appear in the interval [ i
n+1 ,

i+1
n+1 ]. Vitale [21] showed

that
∥∥∥B̃f

n(x) − f
∥∥∥
∞

≤ ε for every given ε > 0.

Tenbusch [20] extended Vitale’s idea to multidimensional densities, where
there is need to note that those works hold only when the datapoints are i.i.d
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observations. Another reason not to use the Bernstien polynomial is the slow
convergence rate (Voronovskaya’s Theorem states that for functions that are
twice differentiable, the rate of convergence is about 1/n, see Davis [7]).

Considering other classical curve-fitting and approximation theories [17], most
research has used the �2 norm of noise, such as the method of least square errors.
These attitudes not suffice the adversarial noise we have assumed here. To our
knowledge, only [2] referred the �∞ noise that fits our considered problem and
we further relate [2] study.

The polynomial fitting problem as stated in Definition 1 can also be studied
by Error-Correcting Code Theory. From that point of view, extensive litera-
ture exists dealing with the noise-free case (i.e., δ = 0 and ρ < 1). In the
next section, we present an algorithm that handles a combination of discrete
noise and Byzantine data based on the Welch-Berlekamp [22] error-elimination
method. Moreover, the fundamental Welch-Berlekamp algorithm treats only the
one-dimension case, where we suggest a means to deal with corrupted-noisy data
appearing at one and multi-dimensional inputs.

Related to unrestricted noise, we refer to the polynomial-fitting problem as
defined by Arora and Khot [2]. Based on their results in Section 3, we introduce
the polynomial fit generalization, where we provide a polynomial-time algorithm
dealing with multi-variate data.

Summarizing, this work provides the following contributions:

– We describe an algorithm that constructs a polynomial using the Welch-
Berlekamp (WB) method as a subroutine. The algorithm is tolerated to
discrete-noise and Byzantine data.

– We identify how the previous method can be generalized to handle multi-
dimensional data. Moreover, we present a multivariate analogue of the WB
method, under conditions which will be specified.

– Using linear programing minimization and the Markov-Bernstein Theorem,
we generalized Arora and Khot algorithm to reconstruct an unknown multi-
dimensional polynomial. Furthermore, we detail the way to eliminate the
Byzantine appearance when such inputs exist.

Those three points stated in the three algorithms presented in the paper. The
first Algorithm handles one-dimensional Byzantine data that contains discrete-
noise. Algorithm 2 generalized the WB idea to deal with multivariate malicious
data. Finally, Algorithm 3 summarized our approach to cope with unrestricted
noise appeared in the (partially corrupted) data. Note that this paper does not
include the full theorems proofs’. The whole details can be found at [6].

2 Discrete Finite Noise

In this section, we will study a simple aspect of the polynomial fitting problem
posed in Definition 1, where the data function is a polynomial, and we relaxed
the noise constraint to be finite and discrete, i.e., the noise δ is defined on a
finite field Fq containing q elements.
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Welch and Berlekamp related the problem of polynomial reconstruction in
their decoding algorithm for Reed Solomon codes [22]. The main idea of their
algorithm is to describe the received (partially corrupted) data as a ratio of
polynomials. Their solution holds for noise-free cases and a limited fraction of
the corrupted data (δ = 0, ρ > 1/2). Almost 30 years later, Sudan’s list decoding
algorithm [19] relaxed the Byzantine constraint (δ = 0, ρ can be less than 1/2)
by using bivariate polynomial interpolation. Those concepts do not hold up well
in the noisy case since they use the roots of the polynomial and the divisibility of
one polynomial by other methods that are problematic for noisy data (as shown
in [2], Section 1.2). Here, we will use the WB algorithm [22] as a “black box” to
obtain an algorithm that handles the discrete-noise notation of the polynomial-
fitting problem.

Given a data set {(xi, yi)}Ni=1 that is within a distance of t = ρN from some
polynomial p(x) of degree < d, the WB approach to eliminate the irrelevant data
is to use the roots of an object called the error-locating polynomial, e. In other
words, we want e(xi) = 0 whenever p(xi) �= yi. This is done by defining another
polynomial q(x) ≡ p(x)e(x). To resolve these polynomials we need to solve the
linear system, q(xi) = yie(xi) for all i.

Welch and Berlekamp show that e(x)|q(x) and p(x) can be found by the ratio
p(x) = q(x)/e(x) at O(Nω) running time (where ω is the matrix multiplication
complexity). In Algorithm 1, we are use the WB method as a subroutine to
manage the noisy-corrupted data.

Algorithm 1. Reconstruct the polynomial p(x) representing the true data

Require: S, S′ ⊆ S, ρ, d, δ,Δ = v1, ..., v|S′|
i ← 0
repeat

i ← i+ 1
S′
i ← S′ + vi

pi(x) ← WB(S′
i, d, ρ)

until pi(xj) ∈ [yj − δ, yj + δ] for at least ρ fraction of j’s; (xj , yj) ∈ S − S′
i

return p(x) ← pi(x)

Given any sample S such that ρ fraction of S is not corrupted, we will choose
a subset S′ ⊆ S in a size related to the desired degree d and ρ (the WB algorithm
requires 2t + d points, where t = ρN is the number of the corrupted points).
At every step i, we will add S′ different values of noise as defined by the set
Δ which contain all the vectors of length |S′| assigned the elements of Fq in
lexicographic order, i.e., Δ =

{
(a1, ..., a|S′|) : ai ∈ Fq

}
. Now, we can reconstruct

the polynomial pi using the WB algorithm. The resulting polynomial pi is tested
by the original dataset S, where the criteria is that pi is within δ from all nodes
but the Byzantine nodes (according to the maximal number of Byzantine as
defined by ρ).

Since we assume a discrete finite noise (δ ∈ Fq), for each datapoint at the
subset S′ (of size O(d + ρ|S|)), there is a possibly of q values (where q is a



Big Data Interpolation an Efficient Sampling Alternative 71

constant). Thus, in the worst case, when we run the WB polynomial algorithm
for every possible value, it will cost poly(d+N) time.

Note that if the desired polynomial’s degree d is not given, we can search for
the minimal degree of a polynomial that fits the δ and number of Byzantine
node restrictions in a binary search fashion.

Multidimensional Data

To generalize the former algorithm to handle multidimensional data, there is
need to formalize the WB algorithm to deal with multivariate polynomials. This
is a challenging task due to the infinite roots those polynomials may have (and
as previously mentioned, the WB method is strictly based on the polynomials’
roots).

A suggested method to handle 3-dimensional data is to assume that the val-
ues of datapoints in one direction (e.g., x-direction) are distinct. This can be
achieved by assuming the inputs S = (x1, y1, f(x1, y1))..., (xN , yN , f(xN , yN))
are i.i.d observations. Moreover, we allow the malicious authority to change the
observation input but not its distribution (i.e., to determine zi = f(xi, yi) value
only). This assumption forces the data to have different xi’s values, which help
us to define the error locating polynomial e in the x-direction only (or symmet-
rically over the y-axis).

The 3-dimensional polynomial reconstruction is described in Algorithm 2.

Algorithm 2. Reconstruct the polynomial p(x, y) representing the true data

– Input: 0 < t = ρN which is the Byzantine appearance bound, the total degree
d > 1 of the goal polynomial and N triples (xi, yi, zi)

N
i=1 with distinct xi’s .

– Output: Polynomial p(x, y) of total degree at most d or fail.
– Step 1: Compute a non-zero univariate polynomial e(x) of degree exactly t and a

bivariate polynomial q(x, y) of total degree d+ t such that:

zie(xi) = q(xi, yi) 1 ≤ i ≤ N (3)

If such polynomials do not exist, output fail.

– Step 2: If e does not divide q, output fail, else compute p(x, y) =
q(x, y)

e(x)
. If

Δ(zi, p(xi, yi)i) > t, output fail. else output p(x, y).

Theorem 1. Let p be an unknown d total degree polynomial with two variables.
Given a threshold ρ > 0 and a sample S of N =

(
d+t+m
d+m

)
+ t (t = ρN) random

points (xi, yi, zi)
N
i=1 such that

zi = p(xi, yi) for at least ρ fraction of S.

The algorithm above reconstructs p at O(Nω) running time (where ω is the
matrix multiplication complexity).
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Proof. The proof of the Theorem above follows from the subsequent claims.

Claim (Correctness). There exist a pair of polynomials e(x) and q(x, y) that
satisfy Step 1 such that q(x, y) = p(x, y)e(x).

Proof. Taking the error locator polynomial e(x) and q(x, y) = p(x, y)e(x), where
deg(q) ≤ deg(p) + deg(e) ≤ t + d. By definition, e(x) is a degree t polynomial
with the following property:

e(x) = 0 iff zi �= p(x, y)

We now argue that e(x) and q(x, y) satisfy eq. 3. Note that if e(xi) = 0, then
q(xi, yi) = zie(xi) = 0. When e(xi) �= 0, we know p(xi, yi) = zi and so we still
have p(xi, yi)e(xi) = zie(xi), as desired.

Claim (Uniqueness). If any two distinct solutions (q1(x, y), e1(x)) �= (q2(x, y),

e2(x)) satisfy Step 1, thenbthey will satisfy
q1(x, y)

e1(x)
=

q2(x, y)

e2(x)
.

Proof. It suffices us to prove that q1(x, y)e2(x) = (q2(x, y)e1(x). Multiply this
with zi and substitute x, y with xi, yi, respectively,

q1(xi, yi)e2(xi)zi = q2(xi, yi)e1(xi)zi

We know, ∀i ∈ [N ] q1(xi, yi) = e1(xi)zi and q2(xi, yi) = e2(xi)zi If zi = 0,
then we are done. Otherwise, if zi �= 0, then q1(xi, yi) = 0, q(xi, yi) = 0 ⇒
q1(x, y)e2(x) = (q2(x, y)e1(x) as desired.

Claim (Time complexity). Given N = t +
(
d+t+2
d+t

)
data samples, we can recon-

struct p(x, y) using O(Nω) running time.

Proof. Generally, for m variate polynomial with degree d, there are
(
d+m
d

)
terms

[18]; thus, it is a necessary condition that we have t+
(
d+t+2
d+t

)
distinct points for q

and e to be uniquely defined. We have N linear equation in at most N variables,
which we can solve e.g., by Gaussian elimination in time O(Nω) (where ω is the
matrix multiplication complexity).

Finally, Step 2 can be implemented in time O(NlogN) by long division [1].
Note that the general problem of deciding whether one multivariate polynomial
divides another is related to computational algebraic geometry (specifically, this
can be done using the Gröbner base). However, since the divider is a univariate
polynomial, we can mimic long division, where we consider x to be the “variable”
and y to just be some “number.”

Example 1. Suppose the unknown polynomial is p(x, y) = x + y. Given the
parameters: d = 1 (degree of p), m = 2 (number of variable at p) and t = 1
(number of corrupted inputs) and the set of t+

(
d+t+2
d+t

)
= 7 points:

(1,2,2),(2,2,4),(6,1,7),(4,3,7),(8,2,0),(9,1,10),(3,7,10)
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that lie on z = p(x, y). Following the algorithm, we define: deg(e) = 1, deg(q) = 2
and

qi = α1x
2
i + α2xiyi + α3y

2
i + α4xi + α5yi + α6 = zi(xi + α7)

for coefficients α1, ..., α6, β and 1 ≤ i ≤ 12. Note that we force e(x) not to be
the zero polynomial by define it to be monic (i.e., the leading coefficient equals
to 1). Thus, we derive the linear system:

α1 + α2 + α3 + α4 + α5 + α6 = 2β + 2

4α1 + 4α2 + 4α3 + 2α4 + 2α5 + α6 = 4β + 8

36α1 + 6α2 + α3 + 6α4 + α5 + α6 = 7β + 42

16α1 + 12α2 + 9α3 + 4α4 + 3α5 + α6 = 7β + 28

64α1 + 16α2 + 4α3 + 8α4 + 2α5 + α6 = 0

81α1 + 9α2 + α3 + 9α4 + α5 + α6 = 10β + 90

9α1 + 21α2 + 49α3 + 3α4 + 7α5 + α6 = 10β + 30

Solving the system gives: q(x, y) = x2 + xy− 8x− 8y and e(x) = x− 8. Dividing
those polynomials, we get the expected solution: q(x, y)/e(x) = p(x) = x+ y.

Corollary 1 (Multivariate Polynomial Reconstruction). Let p be an un-
known d total degree polynomial with m variable. Given a threshold ρ > 0, a
noise parameter δ and a sample S of N random points (x1i , ..., xmi , yi)

N
i=1 such

that

yi ∈ [p(x1i , ..., xmi)− δ, p(x1i , ..., xmi) + δ] for at least ρ fraction of S

p can be reconstructed using N =
(
d+m+ρm

d+m

)
+ ρm datapoints.

3 Random Sample with Unrestricted Noise

Motivated by applications in vision, Arora and Khot [2] studied the univariate
polynomial fitting to noisy data using O(d2) datapoints, where d is the polyno-
mial degree. In this part, we generalized their results to k-dimensional data.

Since our motivation comes from sensor planar aggregation, we will focus on
bivariate polynomial reconstruction, where the multivariate proof is symmetric.
We assume by rescaling the data that each xi, yi, f(xi, yi) ∈ [−1, 1]. Allowing
small noise at every point and large noise occasionally then there may be too
many polynomials agreeing with the given data. Thus, given the noise parameter
δ, our goal is to find a polynomial p that is a δ-approximation of f , i.e., p is δ-close
in �∞ norm to the unknown polynomial.

Let I be a set of d5 equally spaced points that cover the interval [−1, 1].

Given the random sample S ⊂ I, |S| = d2

δ log(dδ ), we approach the reconstruction
problem by defining a linear programming system with the fitting polynomial as
its solution. To incorporate the constraint that the unknown polynomial must
take values of [−1, 1], we move to Chebyshev’s representation of the polynomial.
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Thus, each of its coefficients is at most
√
2 (see eq. 5). We represent Chebyshev’s

polynomial by Ti(·), Tj(·), and the variables cij at the system are the Chebyshev
coefficients. We construct the LP:

minimize δ s.t.

f(xk, yk)− δ ≤
n∑
i

m∑
j

cijTi(xk)Tj(yk) ≤ f(xk, yk) + δ, k = 1, ..., |S| (4)

|cij | ≤
√
2, i = 1, ..., n; j = 1, ...,m (5)

|
n∑
i

m∑
j

cijTi(x)Tj(y)| ≤ 1, ∀x,y ∈ I (6)

The following Theorem presents our main result for solving the polynomial fitting
problem:

Theorem 2. Let f be an unknown d total degree polynomial with two variables,
such that f(x, y) ∈ [−1, 1] when x, y ∈ [−1, 1]. Given a noise parameter δ > 0,
a threshold ρ > 0, a constant c > 0 (dependent on the dimension of the data)

and a sample S of O(d
2

δ log(dδ )) random points xi, yi, zi ∈ [−1, 1] such that zi ∈
[f(xi, yi)− δ, f(xi, yi)+ δ] for at least ρ fraction of S. With probability at least 1

2
(over the choice of S), any feasible solution p to the above LP is cδ-approximation
of f .

Remarks:

– If we know that the derivative is bounded by Δ (i.e., f ′
x, f

′
y ≤ Δ), the above

proof that gives us Δ
δ log

Δ
δ points is sufficient.

– The Bernstein-Markov Theorem which Theorem 2 based on also holds for
multivariate trigonometric polynomials (see [9]), thus, we can generalize the
above proof also for this class of function. This generalization is important in
the scope of wireless sensor networks since the use of trigonometric function
is the appropriate way to represent the sensor data behavior (e.g., tempera-
ture).

– The presented method holds only when we assume equidistance or random
sampling (as opposed to Section 2 that handles any given sample). Otherwise,
when the dataset is dense, since we allow δ perturbation of the data, it can
cause a sharp slope in the resulting function although the original data is
close to the constant at the sampling interval.

Corollary 2. Given the set S of O(d
2

δ log(
d
δ )) k-dimensional random datapoints

and a constant c(S, k) dependent only on the geometry and the dimension of the
data, we can reconstruct the unknown polynomial within c(S, k)δ error in �∞
norm with high probability over the choice of the sample.
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Proof. The two-dimensional proof holds for the general dimension, where the ap-
proximation accuracy dependent on the constant c(S, k) comes from Bernstein-
Markov Theorem. This constant is independent of the polynomial degree, but
dependent on the set of the data points (see [9]). Note that c(S, k) increases
exponentially when increasing the dimension.

Byzantine Elimination

Arora and Khot [2] do not deal with Byzantine inputs; however, the method
they presented in Section 6 can be rewritten to eliminate corrupted data such
that the input datapoints will contain only true (but noisy) values.

Assume that ρ fraction of the data is uncorrupted. For any point xi, yi ∈
[−1, 1], consider a small square-interval Λ = [xi − δ

d3 , xi +
δ
d3 ]× [yi − δ

d3 , yi +
δ
d3 ]

(where d is the total degree of the polynomial we need to find). For a sample of

d4 log(1/δ)
δ points, with high probabilityΩ(log(d)) of the samples lie in this square.

We are given that ρ fraction of these sample points gives an approximate value of
f(xi, yi), i.e., the correct value lies in the interval [f(xi, yi)− δ, f(xi, yi)+ δ] and
the rest of the sample is corrupted and, thus, is NOT in [f(xi, yi)−δ, f(xi, yi)+δ].
Following Bernstein-Markov Theorem, the derivatives are bounded by O(d2);
thus, the value of the polynomial is essentially constant over Λ. Hence, at least
ρ fraction of the values seen in this square will lie in [f(xi, yi)− δ, f(xi, yi) + δ]
and the rest is irrelevant corrupted data. Thus, at every point (xi, yi), we can
reconstruct f(xi, yi). The sample is large enough so that we can reconstruct the
values of the polynomial at say, d2/δ equally spaced points. Now, applying the
techniques presented in Section 3 enables us to recover the polynomial.

Reconstructing the Multivariate Polynomial

To conclude this section, we summarize the presented results in Algorithm 3:

Algorithm 3. Reconstruct the polynomial p(x, y) representing the true data

Require: S, ρ, d, δ
S′ ← ∅
i ← 1
repeat

Λ = [xi − δ
d3

, xi +
δ
d3
]× [yi − δ

d3
, yi +

δ
d3
]

c ← z1+...+zk
k

, zj : (xj , yi) ∈ Λ
S′ ← {(xj , yj , zj)|(xj , yj) ∈ Λ ∧ zj ≈ c}
i ← i+ 1

until |S′| > d2

δ

p(x, y) ←LP minimization (Equations 4-6) on the set S′

return p(x, y)
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The algorithm requires the dataset S, the true-data fraction ρ, the total degree
of the expected polynomial d and the noise parameter δ. In the first phase,
we eliminate the Byzantine occurrence, as described in the former subsection.
Assuming the given data lie in [−1, 1] × [−1, 1] (or translate to that interval),
for the points in S, we are looking at the δ

d3 -close interval and choose all the
points that have constant value at this interval (this is done by the average
operation). We repeat this process until we collect enough true-datapoints, i.e.,

at least d2

δ points. This set (sign as S′ in the algorithm) is the input for the
linear-programming equations which finally give us the expected polynomial as
proof at Theorem 2.

4 Conclusions

We have presented the concept of data interpolation in the scope of sensor data
aggregation and representation, as well as the new big data challenge, where
abstraction of the data is essential in order to understand the semantics and
usefulness of the data. Interestingly, we found that classical techniques used in
numeric analysis and function approximation, such as the Welsh-Berlekamp ef-
ficient removal of corrupted data, Arora Khot and the like, relate to the data
interpolation problem. Since the sensor aggregation task is usually a collection of
inputs from spatial sensors, for the first time we have extended existing classical
techniques for the case of three or even more function dimensions, finding poly-
nomials that approximate the data in the presence of noise and limited portion
of completely corrupted data.

We believe that the mathematical techniques we have presented have appli-
cations beyond the scope of sensor data collection or big data, in addition to
being an interesting problem that lies between the fields of error-correcting and
the classical theory of approximation and curve fitting.

Throughout the research we have distinguished two different measures for
the polynomial fitting to the Byzantine noisy data problem: the first being the
Welsh-Berlekamp generalization for discrete-noise multidimensional data and the
second being the linear-programming evaluation for multivariate polynomials.

Approached by the error-correcting code methods, we have suggested a way to
represent a noisy-malicious input with a multivariate polynomial. This method
assumes that the noise is discrete. When the noise is unrestricted, based on
Bernstein-Markov Theorem and Arora & Khot algorithm, we have suggested a
method to reconstruct algebraic or trigonometric polynomial that traverses ρ
fraction of the the noisy multidimensional data.

We suggest to use polynomial to represent the abstract data since polynomial
is dense in the function space on bounded domains (i.e., they can approximate
other functions arbitrarily well) and have a simple and compact representation
as oppose to spline e.g., [11] or others image processing methods.

Directions for further investigation might include the use of interval compu-
tation for representing the noisy data with interval polynomials.
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Mapping a Polygon with Holes Using a Compass
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Abstract. We consider a simple robot inside a polygon P with holes.
The robot can move between vertices of P along lines of sight. When
sitting at a vertex, the robot observes the vertices visible from its current
location, and it can use a compass to measure the angle of the boundary
of P towards north. The robot initially only knows an upper bound n̄
on the total number of vertices of P . We study the mapping problem in
which the robot needs to infer the visibility graph Gvis of P and needs to
localize itself within Gvis. We show that the robot can always solve this
mapping problem. To do this, we show that the minimum base graph
of Gvis is identical to Gvis itself. This proves that the robot can solve
the mapping problem, since knowing an upper bound on the number of
vertices was previously shown to suffice for computing Gvis.

Keywords: autonomous robot, polygon, hole, mapping, exploration,
visibility graph, compass, algorithm.

1 Introduction

The mapping problem and the localization problem are fundamental for many
tasks in robotics and autonomous exploration. In the mapping problem, a robot
is required to obtain a (rough) map of an initially unknown environment, while
the localization problem requires the robot to identify its current position on the
map. Both problems often arise together and need to be solved simultaneously. In
this paper, we use the term mapping problem loosely to refer to the combination
of both tasks.

The difficulty of mapping depends on the type of the environment as well as
on the capabilities of the robot. Many variations in scenario, robot models, and
questions have been studied in this context. We are interested in the following
question: What are minimal capabilities that a robot needs in order to solve the
mapping problem?

We study the mapping problem in polygonal environments. In particular, and
in contrast to past work, we allow polygonal obstacles (or, equivalently, holes)
in the environment. Our robot model is based on a minimalistic framework:
Our basic robot can move from vertex to vertex along lines of sight, and, being
at a vertex, the robot can observe other visible vertices in counterclockwise
order. Other than that, the robot has no direct means of distinguishing vertices
according to global identifiers or names, i.e., it can not even tell whether it has

A. Bar-Noy and M.M. Halldórsson (Eds.): ALGOSENSORS 2012, LNCS 7718, pp. 78–89, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Left: A robot located at vertex v of polygon P and its visible vertices (con-
nected with grey line-segments) ordered as they appear in a counterclockwise scan of
P , starting on the boundary. Angle α is the angle between the boundary at v and
north. Right: A polygon P and its visibility graph Gvis.

visited its current location before. Figure 1 illustrates the capabilities of the
basic robot in a polygon with holes (for a formal definition, see Section 1.1).
Using this model as a baseline we can compare different ways of equipping it
with additional sensors (e.g., sensors that measure angles, distances, etc.). Our
goal is to find the smallest set of extra capabilities that empowers the robot
to solve the mapping problem. In the basic model, the robot obviously cannot
hope to infer the geometry of the polygon it is exploring. Instead, we concentrate
on reconstructing the visibility graph as a topological map of the polygon. The
visibility graph of a polygon P is the graph Gvis = (V,E), where V are the
vertices of P and E contains the edge {u, v} if and only if u and v see each other
in P (i.e., the line segment connecting them does not leave P). Figure 1 gives
an example of a polygon with its visibility graph.

Suri et al. showed that a robot with a pebble can solve the mapping problem
in polygons with holes, even without information about the size of the polygon
[19]. Such a pebble is a way for the robot to mark a vertex: The robot can
drop the pebble at its current location, it can distinguish the vertex that holds
the pebble as long as it is visible, and it can pick the pebble back up later.
A pebble is a powerful tool for the robot. It has been shown for example that
a much weaker pebble that cannot be sensed from a distance allows a robot
exploring any directed graph to reconstruct the graph [2]. It is an important
question whether a robot with weaker abilities can solve the mapping problem
in polygons with holes. To the best of our knowledge, no such result is known.

Without a pebble, the presence of holes makes mapping substantially more
difficult. For example, consider the robot model introduced in [6]. There, the
robot is equipped with the ability to look-back, i.e., the robot can identify the
vertex from which it arrived in its last move, among its visible vertices. Using
such a model, it was then shown that the robot can compute the visibility graph
of any simple polygon (i.e., without holes), provided that a bound on the number
of vertices is known. Figure 2 illustrates that the robot cannot infer the visibility
graph in general if the polygon may have holes. In each of the three polygons
in the example, the robot senses exactly the same, no matter how it moves.
Therefore, there is no way it can distinguish the polygons. Moreover, the example
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Fig. 2. Polygons that a robot with look-back cannot distinguish, even if it has an
upper bound on the number of vertices. At every vertex of the three polygons, the
robot observes exactly the same – including the information about which vertex it
arrived from in its last move.

highlights other limitations: the robot cannot infer the number of vertices, and
the robot cannot tell whether it is located on a hole. The example relies on the
fact that the robot does not know the number of vertices exactly.

Figure 2 also illustrates an important structural property of simple polygons,
which polygons with holes do not admit: A simple polygon always has an ear, i.e.,
a vertex whose neighbors on the boundary see each other. In the first polygon
in Figure 2 every vertex is an ear, the other two polygons have no ears at all.
This property is crucial for existing mapping techniques, because it allows an
inductive approach based on “cutting off” ears repeatedly [6,7]. For polygons
with holes, we cannot hope to make use of ears in similar fashion. Solving the
mapping problem may thus require a more capable robot.

In this paper we consider the following extension to the basic robot model:
the robot knows an upper-bound n̄ on the number of vertices, and the robot
has a boundary compass. A boundary compass allows to measure the angle at
the robot’s location formed by the line of sight to the counterclockwise neigh-
bor along the boundary and towards north, where north is any global reference
direction in the plane. Figure 1 illustrates the concept of a boundary compass.
We show that such a robot can reconstruct the visibility graph of any polygon
with or without holes.

Related Work. Various approaches have been made to modeling minimalistic
robots for various environments and objectives [1,13,17,19]. Some effort has been
devoted to classifying the power of robot models and to comparing different mod-
els in that respect [5,12,18]. The basic robot model that serves as a foundation
in this paper was introduced in [19], and has been studied in [3,5,7,6,14].

The focus of research regarding the mapping problem in polygonal environ-
ments has so far been on simple polygons (i.e., without holes). We provide a brief
overview over the different extensions of the basic robot model that have been
studied in the past in the context of simple polygons. For a detailed discussion,
we refer to [9].

It has been shown that the basic model does not always allow to infer the
visibility graph of a polygon [5]. Such a robot can in general not even infer the
number of vertices n. On the positive site, it has been shown that a robot can
compute the visibility graph with the following extensions to the basic model:
(i) the robot has a pebble [19]; (ii) the robot knows an upper bound n̄ on the
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number of vertices, and it has look-back [6]; (iii) the robot knows an upper bound
n̄ on the number of vertices, and it can tell convex from reflex angles, i.e., it can
tell for any two visible vertices whether the angle between these two vertices is
greater or smaller than π [7]; (iv) the robot has look-back and it can tell convex
from reflex angles [3].

An even more minimalistic version of the basic robot model has been consid-
ered, the version that restricts the robot to moving along the boundary only. In
this model it was shown that knowing the number of vertices n is not sufficient
to reconstruct the visibility graph, even when the robot can measure the angle
formed by the boundary at each vertex [3]. If the robot can measure the angles
between any two lines of sight, however, reconstruction is possible even without
prior knowledge of n [8,11,10].

An inherent difficulty of visibility graph reconstruction is that these graphs
have not yet successfully been characterized [15,16].

1.1 Problem Definition

Polygon. Throughout this paper we consider the exploration of a polygon P
with polygonal holes and a total of n vertices. We writeH1,H2, ,Hh to denote the
holes of P and P̄ for the enclosing polygon of P without holes. The boundaries of
P consist of the boundary of P̄ together with the boundaries of H1,H2, . . . ,Hh.
We will sometimes refer to the boundary of P̄ as the outer boundary.

Two vertices u and v are mutually visible in P (or see each other) if the line
segment connecting the two vertices does not leave P . We call the line-segment
between u and v the line of sight (between the two vertices).

The counterclockwise neighbor of vertex v of P is v’s neighbor u on the bound-
ary of P such that by moving along the line segment from u to v, the interior
of P lies to the left of the line segment. Figure 1 illustrates this by the arrows
on the boundary suggesting the order of vertices which we encounter if we move
(iteratively) to the counterclockwise neighbor. Observe the difference of the or-
der if placed on a hole or on the outer boundary of P : an iterative process of
moving to the counterclockwise neighbor results in a (a) a counterclockwise walk
if the robot moves on the outer boundary P̄ , or (b) a clockwise walk if the robot
moves on a hole.

Robot. A robot is modeled as a “moving point”. Initially, the robot is placed at
a vertex of P . Being at a vertex v, the robot observes the following information
about P : (i) the number of vertices visible to v, and (ii) the angle α↑

v of the
ray from v to its counterclockwise neighbor on the boundary towards a globally
fixed direction that we will refer to as north. See Figure 1 for illustration.

The robot can order the visible vertices: starting on the boundary, the robot
can sort all lines of sight at v as they appear in a counterclockwise scan of the
polygon. This naturally induces an ordering of the visible vertices (Figure 1
illustrates this ordering). The robot can select a position in this ordering and
move to the corresponding vertex (without knowing the global identity of it).
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Visibility Graph. The visibility graph of a polygon P is an undirected graph
Gvis = (V,E), where V is the set of vertices of P , and E contains the edge
{u, v} if and only if u and v see each other in P (i.e., edges of Gvis are lines of
sight of P). To reflect the local sensing of a robot at a vertex u ∈ V , we will
consider a directed and edge-labeled version of the visibility graph. We replace
every undirected edge {u, v} with two directed edges (u, v) and (v, u). We label
every edge (u, v) by a label l(u, v) which encodes the information observed by
a robot at vertex u. Formally, we set l(u, v) = (i, α↑

u), where i denotes that
(u, v) is the i-th line of sight at u in counterclockwise order, and α↑

u is the angle
between the ray towards u’s counterclockwise neighbor and north. Observe that
the edge (u, v) will generally have a different label than the edge (v, u). With
this transformation, we can regard the robot operating inside the polygon P
as an agent moving along the edges of the directed and edge-labeled visibility
graph Gvis, where the agent sees the labels of the outgoing edges of the vertex
it is located at.

Minimum Base Graph. An edge-labeled directed multi-graph G′ is a base
graph of an edge-labeled directed graph G, if every vertex v of G can be mapped
to a vertex v′ of G′ such that every path in G starting at v with an induced
sequence λ of edge labels has a corresponding path starting at v′ in G′ with the
same induced sequence λ of edge labels, and vice versa, i.e., every path in G′

has a counterpart in G. A minimum base graph G∗ of G is a base graph of G
of minimum size. Every graph G has a unique minimum base graph G∗ (up to
isomorphism) [4].

A useful interpretation of the minimum base graph is to see every vertex of
the minimum base graph G∗ as representing a class of vertices of G. Every two
vertices of G that map to the same vertex of G∗ belong to the same class. Each
class groups vertices together according to the same observation along paths in
G specified by a sequence of edge-labels (recall that at any vertex u there are
no two adjacent outgoing edges with the same label, and thus any sequence of
edge-labels uniquely specifies a path in G). This is useful when arguing about the
robot: Starting from any vertex in a class, the robot observes the same for every
sequence of movement decisions. In other words, the vertices of the same class
are indistinguishable by the robot by means of moving and sensing. Moreover,
a minimum base graph G∗ can be used as a kind of map as well. Being located
in vertex v ∈ Gvis and knowing the corresponding class v∗ in G∗, we can use G∗

to navigate the robot to any other class of G∗.
For an example, consider the visibility graphs in Figure 2. For the basic robot,

i.e., without sensing the angles α↑
v, the edge-label of every edge in the directed

visibility graph only encodes the position of the corresponding line of sight in the
local ordering. In that case, it is easy to observe that the multi-graph consisting of
one node with five self-loops labeled (1), (2), (3), (4), and (5), is indistinguishable
from the three visibility graphs by the robot. Because there is obviously no
smaller such graph, it is the minimum base graph of each of the three visibility
graphs. Obviously, computing the minimum base graph does not help the basic
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robot to solve the mapping problem: as far as it can tell, it could be in any of the
three polygons – the minimum base graph does not help to distinguish them.

In this paper we will show that if the robot also has a boundary compass (i.e.,
it can measure α↑

v), then the minimum base graph of every correspondingly edge-
labeled visibility graph Gvis is the visibility graph itself. Therefore, computing
the minimum base graph is enough to compute Gvis.

Goal. We want to know whether the robot can infer the visibility graph of
any polygon P and determine its location in it. More precisely, given a number
n̄ ≥ n, we want to know whether there exists a deterministic algorithm that
(i) navigates the robot inside any polygon P with at most n̄ vertices, and (ii)
computes from the collected observations the visibility graph Gvis of P , as well
as the robot’s location in Gvis.

2 Algorithm

In this section we show that a robot with boundary compass can compute the
visibility graph Gvis of any polygon P if it knows an upper bound n̄ on the
number of vertices of P . We do so by showing that the minimum base graph G∗

is equal to the visibility graph Gvis. Using the algorithm of [7,9] for determining
the minimum base graph, the algorithm then trivially follows: Since G∗ = Gvis,
we can simply apply the algorithm of [7,9] and return its result. The algorithm
operates on general edge-labeled graphs and also determines the location of the
robot in G∗ (and thus, in our case, in Gvis as well). We note that the running
time of the algorithm can be exponential in n̄ in the worst case.

We can see this approach as a generic black-box method for solving the map-
ping problem by some variant of the basic robot (with extended sensing capa-
bilities), assuming that an upper bound n̄ on the number of vertices is known.
The method is as follows, with its core difficulty lying in step 2.

1. Encode sensed information in the edge-labels of the directed version of Gvis;
2. Show that G∗ = Gvis;
3. Compute G∗ using the algorithm of [7,9].

2.1 Labeling the Visibility Graph

We consider the directed and edge-labeled version of Gvis as described in Sec-
tion 1.1. This labelling reflects the local sensing of the robot. Recall that every
outgoing edge (u, v) of a vertex u is labeled with (i, α↑

u), where i denotes the
rank of v in the counterclockwise order of the vertices visible to u, and α↑

u is
the angle formed by the ray to the counterclockwise neighbor of u along the
boundary and north.

Because of the ordering of the lines of sight, no two labels of outgoing edges at
a vertex are the same. Therefore, any walk in the visibility graph can uniquely
be described by a starting vertex and a sequence of edge labels.
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2.2 Showing That G∗ = Gvis

To show that the minimum base graph G∗ is equal to the visibility graph Gvis,
we show that every two vertices u and v of Gvis are distinguishable by a walk in
Gvis (thus showing that the two vertices cannot be in the same class of G∗). We
proceed in several steps. In the following, we let H ∈ {P̄,H1,H2, . . . ,Hh} be a
hole Hi or the enclosing polygon P̄ .

How to Distinguish Two Vertices of H. We will show that no two vertices
of H belong to the same class of G∗, i.e., we show that every two vertices of H
are distinguishable by the robot.

The robot can consciously walk along the boundary of H: It can just repeat-
edly move to its counterclockwise neighbor on the boundary (i.e., to its first
visible vertex). This will result in a counterclockwise (if H = P̄) or clockwise (if
H ∈ {H1,H2, . . . ,Hh}) walk along the boundary of H, in which the robot pos-
sibly visits each vertex of H more than once. Any such walk induces a sequence
of observations (provided by the sensing capabilities of the robot). Let nH de-
note the number of vertices of H. After at most n̄ steps, the robot is guaranteed
to have visited every vertex of H at least once. Therefore, in a walk along the
boundary ofH, observations repeat with a period of at most nH. Formally, p ∈ N

is a period of a sequence (ai)i∈N if ai = ai+kp for all k ∈ N, and we say that
the first p elements (a1, . . . , ap) repeat in the sequence. We show in the following
that we can uniquely identify the exact value of nH by considering the sequence
of observations induced by n̄ moves along the boundary.

We will use the following facts about the sum of the inner and outer angles,
and about the rotation number of a simple polygon. Inner angles of P are the
angles on the inside of P formed by two adjacent segments of a boundary. An
outer angle is the counterpart of an inner angle – the angle on the outside of P
formed by two adjacent boundary segments. See Figure 3 for illustration. The
rotation number of a simple polygon measures (in angles), informally, how much
the boundary turns. Formally, consider three consecutive neighbors u, v, w on
the boundary of a simple polygon P in a chosen direction (counterclockwise or
clockwise direction). The turn angle of the polygon at vertex v (in the chosen
direction) is the angle at v formed by the rays −→uv and −→vw in this order (!). The
rotation number in the chosen direction of P is the sum of its turn angles in
the chosen direction. Turn angles are signed: a “left” turn gives a positive angle
αT ∈ (0, π), and a “right” turn gives a negative turn angle αT ∈ (−π, 0). Figure 3
illustrates these angles in an example.

Fact 1. The sum of all inner angles of a simple polygon is (n− 2)π. The sum
of all outer angles of a simple polygon is (n + 2)π. The rotation number in
the counterclockwise direction is 2π, and the rotation number in the clockwise
direction is −2π.

We use the robot direction to denote the direction which the robot induced on
H if it walks along the boundary by iteratively moving to its counterclockwise
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Fig. 3. A polygon with inner angle αI ,
outer angle αO and three turn angles
αT > 0, α′

T < 0, and α′′
T < 0. Observe

that αT and α′
T are the turn angles in

counterclockwise direction, whereas α′′
T is

the turn angle in clockwise direction.

P

H
α

βP̄

u

v

Fig. 4. Inner angles of polygon P : α is
the inner angle of the polygon at vertex
of u ∈ H and β is the inner angle of the
polygon at vertex v ∈ P̄. Observe that
when H is considered as a simple polygon,
then α is its outer angle.

neighbor. That is, if H is the outer boundary P̄ , then robot direction is the
counterclockwise direction, otherwise (if H is a hole Hi) then robot direction is
the clockwise direction.

We use the rotation number to infer nH – the size of H. While moving along
the boundary ofH the turn angles can be computed by using the angles provided
by the boundary compass.

Proposition 1. Let u be a vertex of H and let v be the counterclockwise neighbor
of u on H. Then, the turn angle in the robot direction is equal to α↑

u−α↑
v (mapped

to the interval (−π, π)).

For every vertex u ∈ H, the walk along the boundary induces a sequence
α(u) = (α1, α2, . . . , αi, . . . , αn̄, . . .) of turn angles. Recall that αi ∈ (−π, π).
By Fact 1 we know that

∑nH
i=1 αi = ±2π. For simplicity of the exposition, we

will assume that the sum equals 2π. The case when the sum equals −2π can
be handled analogously. Thus, we have

∑k·nH
i=1 αi = k · 2π. Obviously, the se-

quence (α1, . . . , αnH) appears periodically in α(u) with period nH. We claim
the following.

Lemma 1. Sequence (α1, . . . , αnH) is the only sequence that periodically repeats
in α(u) and sums to 2π.

Proof. Consider the sequence (α1, . . . , αk), k ∈ N. We will show that if the
sequence (α1, . . . , αk) sums to 2π and periodically repeats in α(u), then k = nH.

Assume therefore that the sequence repeats and sums to 2π, i.e.,
∑k

i=1 αi = 2π.

Consider the sum X :=
∑k·nH

i=1 αi. By the assumption, we can write the sum as

X = nH
∑k

i=1 αi = nH ·2π. At the same time, because (α1, . . . , αnH) periodically
repeats in α(u), we also have X = k

∑nH
i=1 αi = k · 2π. Therefore, k = nH. ��

Lemma 1 immediately gives the robot a way to compute the number of vertices
of H. It suffices to identify the smallest period of α(u) that sums to 2π. This
is an easy task since the robot has an upper bound n̄ on the total number of
vertices – the robot walks n̄! number of steps along the boundary and identifies
the smallest period in the resulting sequence (α1, . . . , αn̄!) that sums to 2π.
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We can now show that every two vertices of H are distinguishable.

Lemma 2. No two vertices of H belong to the same class of the minimum base
graph G∗ of Gvis.

Proof. We have shown that, for any vertex u ∈ H, the sequence (α1, . . . , αnh
) is

the only sequence that periodically repeats in α(u) and sums to 2π.
Consider any two vertices u, v ∈ H. We claim that the walk along the bound-

ary of size nH distinguishes the two vertices. Obviously, if α(u) �= α(v), then
also the corresponding sequences of observed angles ∠↑

w at vertices w along the
walk cannot be the same (as the latter implies the former). In the case when
α(u) = α(v) we have that the subsequence of α(u) between u and v repeats in
α(u). Let p be the distance between u and v on the walk. Thus, p is the period of
the subsequence in α(u) and we have that p divides nH. Thus, the subsequence
between u and v repeats nH/p times within the first nH elements of α(u). It
follows that

∑p
i=1 αi =: β �= 0 (as otherwise

∑nH
i=1 αi = 0, a contradiction). Also,

β < 2π by Lemma 1. But then α↑
u �= α↑

v because α↑
v = α↑

u − β. Hence, obviously,
the two vertices are distinguishable. ��

How to Distinguish a Vertex of P̄ from the Rest. We now show that
the robot can distinguish any vertex of P̄ from the vertices in P \ P̄ . Obviously,
any vertex u ∈ P̄ can be distinguished from a vertex v ∈ Hi, if nP̄ �= nHi :
The walk along the boundary from the respective vertices u and v will induce
sequences α(u) and α(v) of different periods. Let us therefore concentrate on
the case where nP̄ = nHi . We use Fact 1 again.

For Fact 1 we have defined an inner angle of a simple polygon. We can natu-
rally define an inner angle of polygon P with holes to be the angle lying inside P
and formed by two adjacent boundary segments. Note that for a vertex v ∈ Hi,
the corresponding inner angle in P is actually the outer angle of the simple
polygon Hi (see Figure 4 for illustration).

Therefore, by Fact 1, the sum of the inner angles of P at vertices of P̄ is
(nP̄−2)π, whereas the sum of the inner angles of P at vertices ofHi is (nHi+2)π.

Let H be a hole or P̄ at which the robot is positioned. The observed angles
by the robot in a walk around the boundary of H induce the inner angles of P
at vertices of H. This then gives an immediate way to distinguish P̄ from any
hole Hi.

Proposition 2. The inner angle of P at a vertex v ∈ H is equal to π − αT ,
where αT is the signed turn angle at vertex v.

Lemma 3. No two vertices u ∈ P̄, v ∈ Hi belong to the same class of the
minimum base graph G∗.

Proof. We have already argued that the vertices are distinguishable if the num-
ber of vertices in P̄ and Hi is different. Without loss of generality, assume that
nP̄ = nHi = n′. By Fact 1 we know that the inner angles of P̄ sum up to (n′−2)π
and the inner angles of any hole sum up to (n′ + 2)π. Proposition 2 provides a
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correspondence between the sequence of n′ observed angles from the boundary
compass and the inner angles of P . As the sums of the inner angles are different
for vertices of P̄ and vertices of a hole, the sequence of observed angles have to
be different, too. Therefore, a counterclockwise walk along the boundary allows
to distinguish between u and v. ��

How to Distinguish Vertices of Different Holes. Recall that the vertices
of P̄ can be uniquely distinguished in G∗, i.e., they form a singleton class in G∗.
Therefore, as the robot can navigate in G∗ to get to any class of G∗, it can get
to any vertex of P̄ .

We use the boundary of P̄ as a reference point to identify all other vertices of
P uniquely. Consider an arbitrary vertex v1 ∈ P̄ . We use it as a kind of “origin”
of Gvis to distinguish any two vertices u ∈ Hi, v ∈ Hj , i �= j. Observe that,
because Gvis is strongly connected, there exists a closed walk from v1 that visits
all vertices of Gvis – a Hamiltonian walk. We will now see the walk as a sequence
L of both classes (vertices) of G∗ and of edge-labels: every walk in Gvis translates
to a walk in G∗; we add the visited vertices of G∗ into L in the order induced
by the walk. We will abuse the notation a bit, and use L to sometimes refer to
the walk and sometimes to the edge-labels.

A sufficient condition to distinguish any two vertices u and v is that the
walk L does not have a period smaller than |L| (where |L| denotes the length
of the sequence). Having such a walk at hand, we can easily distinguish the
vertices u and v. We consider L as an infinite sequence formed by an infinite
concatenation of L. Let Wu be the closed walk in L of length |L| starting from
the first occurrence of u in L, and let Wv be the closed walk in L of length |L|
starting from the first occurrence of v in L. Obviously, because L has a period
|L|, Wu �= Wv, and thus these paths are distinguishing paths for u and v.

We now show that a Hamiltonian walk L of period |L| exists in Gvis. This
then implies that any two vertices of different holes are distinguishable.

Lemma 4. The visibility graph Gvis of any polygon P with holes contains a
Hamiltonian walk L of period |L|.
Proof. We construct one such Hamiltonian walk as follows. Let v1 be a ver-
tex of P̄ . We initially set L to be the walk from v1 along the boundary of
P̄. If v1, . . . , vnP̄ denote the vertices of the boundary of P̄, then initially L =
(v1, . . . , vnP̄ ). Obviously, L is not Hamiltonian. We extend L as follows. We mark
all vertices of P̄ as visited ; all other vertices are marked as unvisited. For every
vertex vi of P̄ we compute, in the order as the vertices appear on the boundary
(starting from v1), a depth-first search tree in the graph induced by the unvisited
vertices of Gvis. The depth-first search from vi induces a closed walk L(vi) on
the computed depth-first search tree. We add this walk into the walk L in the
place of v. We mark all vertices from the depth-first search tree as visited and
proceed with the next vertex v on the boundary of P̄.

We have computed a closed walkL inGvis of the formL(v1), L(v2), . . . , L(vnP̄ ).
Obviously, the walk visits every vertex of Gvis.
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Moreover, the walk has period |L|: Recall that we can identify v1 and v2 (as
they are from the boundary of P̄); Observe that the occurrences of vi come
consecutively in L without being “interrupted” by another vertex vj , i �= j;
Thus, we can uniquely identify the last occurrence of v1 in L as it comes before
the first occurrence of v2; Thus, any two vertices u and v are distinguishable by
the different distances from u and v to the last occurrence of v1, respectively. ��

Lemma 5. No two vertices from different holes appear in the same class of G∗.

Now, Lemma 2, Lemma 3, and Lemma 5 imply the main result of the paper:

Theorem 2. The minimum base graph G∗ is equal to the edge-labeled visibility
graph Gvis.

Theorem 3. The robot can compute the visibility graph Gvis of any polygon P
with holes, and it can localize its position in Gvis.

Proof. The robot can compute the minimum base graph G∗ of Gvis and its
position therein using the algorithm in [7]. Theorem 2 implies that the computed
graph G∗ is actually what we want – the visibility graph Gvis. ��

3 Conclusions

We have studied the mapping and localization problem by a simple robot inside
a polygon P with a boundary compass. We have presented a black-box solution
approach to show that such a robot can always compute the visibility graph
Gvis of P whenever it knows an upper bound on the number of vertices of P .
The central part of the black-box approach is to prove that the minimum base
graph G∗ of Gvis is the visibility graph Gvis, i.e., G

∗ = Gvis. Our algorithm uses
the generic algorithm of Chalopin et al. [7] for computing the minimum base
graph of any edge-labeled directed graph G by a robot. This algorithm has an
exponential running time in the worst case. We leave it open whether the time
complexity can be improved for a robot with boundary compass.

Due to the fundamental importance of the mapping problem, our solution
has further implications for other tasks. For example, it follows that a collection
of robots with boundary compass and knowledge of an upper bound on the
number of vertices can solve the strong rendezvous problem, i.e., they can meet
in a vertex of P (even in an asynchronous model with no communication between
the robots).
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Abstract. We show that finding a minimal number of landmark nodes
for a unique virtual addressing by hop-distances in wireless ad-hoc sen-
sor networks is NP-complete even if the networks are unit disk graphs
that contain only Gabriel edges. This problem is equivalent to Metric

Dimension for Gabriel unit disk graphs.

Wireless radio networks in which all nodes have the same radio range are of-
ten modeled as unit disc graphs. The vertices represent the sensor nodes and
the undirected edges the symmetric communication channels between them. A
widely used idea to reduce the complexity of distributed algorithms for sensor
networks is to consider only some of the available connections. The strongest re-
striction that preserves connectivity is a spanning tree that unfortunately does
not allow efficient routing through the network. A slightly weaker restriction is
the Gabriel graph.

Many routing algorithms for sensor networks, for example BVR [3], are based
on virtual coordinates computed from the distances to specific landmark nodes
that flood large parts of the network. Afterwards every node defines its vir-
tual coordinates depending on the distances to them. To minimize initialization
overhead and address length the number of landmarks should be as small as
possible, but on the other hand all virtual addresses should be unique amongst
the network.

A set of vertices S ⊆ V of a graph G = (V,E) is called a resolving set, if for
every vertex pair u, v ∈ V there is at least one vertex s ∈ S such that the length
of shortest path, also called hop-distance d(s, u), between s and u differs from
the hop-distance d(s, v) between s and v.

For a given graph G and an integer k the question of whether there is a
resolving set with at most k vertices is called Metric Dimension and this
problem is known to be NP-complete for general graphs as well as for planar
graphs [2]. It is decidable in polynomial time for special classes of graphs like
trees, wheels, complete graphs and k-regular bipartite graphs.

An undirected graph G = (V,E) is called a unit disc graph (UDG), if its
vertices can be embedded into the euclidean plane such that there is an edge
{u, v} ∈ E if and only if the euclidean distance between the positions of u and v
is at most 1. It is called a Gabriel UDG (GUDG) if there is such an embedding
in that all edges additionally are Gabriel edges. An edge {u, v} ∈ E is a Gabriel

A. Bar-Noy and M.M. Halldórsson (Eds.): ALGOSENSORS 2012, LNCS 7718, pp. 90–92, 2013.
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edge if the smallest circle that contains the positions of u and v does not contain
any other vertex positions. The restriction to Gabriel edges is a well known
and reasonable type of topology control. They induce a planar subnetwork of G
which is an O(

√
n) distance and optimal energy spanner [1].

Theorem 1. GUDG Metric Dimension is NP-complete.

The NP-hardness is shown by a reduction from 1-Negative Planar 3-Sat

[2]. The proof follows the same basic idea as the proof for planar graphs in [2],
using similar graphs, called gadgets, to construct the graph H for an instance
of GUDG Metric Dimension. However, this proof is not a straightforward
refinement of the proof for planar graphs, it requires more different gadgets to
cover all possibilities as well as a gadget for edges of the clause variable graph.
The clause variable graph Gψ for an instance ψ = (X, C) of 1-Negative Planar

3-Sat contains one vertex for every variable x ∈ X and every clause c ∈ C as
well as an edge (x, c), if and only if c contains a literal of variable x. It is one of
the restrictions in 1-Negative Planar 3-Sat that Gψ is a planar graph.

There also is a preprocessing phase involved that modifies ψ and a planar,
orthogonal grid drawing (POGD) of its clause variable graph Gψ into an equiv-
alent instance ψ′ and a POGD of its clause variable graph Gψ′ that has an
additional property needed for the construction. A POGD of a directed, planar
graph (V,E) is an embedding of its vertices onto integral positions together with
a set of edge paths, one for every edge in E. An edge path is a sequence of points
that defines how the edges are drawn by straight, unit length edge segments,
each of which parallel to either the x- of the y-axis of the coordinate system,
in a way that different edges to not intersect each other except at a common
end point. Every directed, planar graph with vertex degree at most four has a
POGD that can be computed in linear time [4]. The preprocessing phase alters
ψ and an arbitrary PODG of Gψ in order to get an equivalent instance ψ′ and
a POGD of Gψ′ that does not contain any edge paths consisting of more than
two edge segments.

The GUDG H is assembled by adding a copy of one of the gadgets for every
variable vertex, clause vertex and edge of Gψ′ . These copies are then connected
by identifying special t, f -vertex pairs with each other.

To ensure that H is a GUDG we present multiple GUDG embeddings, called
tiles, for all gadgets into standardized polygons that can simply be connected
with each other due to fixed positions for the t, f -vertex pairs. To compute a
GUDG embedding for H the tiles are placed onto the positions of the vertices
and edge paths in the POGD of Gψ′ .

However, to obtain a valid GUDG embedding, the correct tile has to be chosen
for every copy of a gadget: Every tile maps all t, f -vertex pairs of its gadget to
specific positions, but due to the identification of two t, f -vertex pairs with each
other during the construction of H every one of these vertex pairs belongs to
two different gadgets and therefore might be mapped to two different positions,
resulting in an invalid embedding. Furthermore, since there are two different
gadgets for variables that occur as a literal in exactly two clauses that have
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different tiles, the assembly of H depends on this tile selection, that therefore
has to be computed in polynomial time during the reduction.

To conclude the proof of Theorem 1 we then show that ψ is satisfiable if and
only if there is a resolving set for H of size at most 4 · |X ′|, where |X ′| is the
number of variables in ψ′. This is accomplished by first proving that a specific
set of vertices, so called forced landmarks, has to be a subset of every resolving
set for H . Afterwards it is proven that these forced landmarks provide almost
unique addressing for the network, except for one pair of vertices inside each
variable and clause gadget copy that have the same hop-distance to all forced
landmarks. This address conflict in each gadget results in the necessity to select
one more landmark in every variable gadget copy, because the address conflict
inside a variable gadget copy can only be resolved by choosing another landmark
inside the same copy. Depending on which vertex is chosen the corresponding
variable is set either to true or to false and it will also resolve the address conflict
in adjacent clause gadget copies accordingly.
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Abstract. The broadcast scheduling problem asks how a multihop net-
work of broadcast transceivers operating on a shared medium may share
the medium in such a way that communication over the entire network is
possible. This can be naturally modeled as a graph coloring problem via
distance-2 coloring (L(1, 1)-labeling, strict scheduling). This coloring is
difficult to compute and may require a number of colors quadratic in the
graph degree. This paper introduces pseudo-scheduling, a relaxation of
distance-2 coloring. Centralized and decentralized algorithms that com-
pute pseudo-schedules with colors linear in the graph degree are given
and proved.
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1 Introduction

The broadcast scheduling problem asks how an arbitrary multihop network of
broadcast transceivers operating on a shared medium may share the medium in
such a way that communication over the entire network is possible. In particular,
two or more transmissions made simultaneously (in time and space) on the same
medium should be expected to fail; ie, the transmissions conflict.

A medium access control (MAC) protocol is a practical solution to the broad-
cast scheduling problem. The predominant approach to MAC protocol design
is contention, the outstanding example of which is carrier sense multiple ac-
cess (CSMA). Examples include the wireless Ethernet standard 802.11 and the
protocol B-MAC [6] for wireless sensor networks.

The alternative to contention is explicit scheduling, such as time-division mul-
tiple access (TDMA) or frequency-division multiple access (FDMA). Regardless
of how the medium is divided, however, the allocation of quanta to network
nodes is naturally expressed as graph coloring problem; eg, a graph coloring
with ten colors might correspond to a TDMA frame with ten timeslots.
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There are a variety of graph coloring problems extant, but the obvious and
canonical model is the L(1, 1)-labeling, also known as distance-2 coloring, col-
oring of the graph square, or strict scheduling. Here a vertex must be colored
differently from any other vertex at distance one or two. The seminal results on
this coloring were obtained by McCormick [5], who found that strict scheduling
is NP-Complete as a decision problem; and that the number of colors required
is Δ2 + 1 in the worst case, where Δ is the graph degree.

This paper introduces pseudo-scheduling, a relaxation of strict scheduling.
Whereas strict schedules guarantee that every path in the graph is a valid com-
munication path, pseudo-schedules only require the existence of some commu-
nication path between any two vertices; the requisite paths may exist along the
edges of a spanning tree, in exact analogy to a network routing tree.

Pseudo-scheduling is defined formally as a graph coloring problem below.
In §2 we survey related work. A centralized pseudo-scheduling algorithm using
colors at most twice the graph degree is presented in §3, and in §4 we examine
an algorithm that is decentralized but still uses colors only linear in the graph
degree (with a reasonable multiplicative factor). We conclude in §5.

1.1 Definitions

Let us consider (vertex) coloring from the perspective of how colored vertices
do or do not “conflict.” Let G = (V,E) be a simple, undirected graph with a
coloring l : V → Z. We say that the ordered pair (u, v) ∈ V 2 is nonconflicting
iff uv ∈ E, l(u) �= l(v), and for all x �= u adjacent to v, l(u) �= l(x). A directed
path from u to v is likewise nonconflicting iff the pairs that comprise it are
nonconflicting.

Observe that a strict schedule can be defined as a coloring such that every path
in the graph is nonconflicting. Immediately we conceive of a natural relaxation:
instead of requiring that every path be nonconflicting, demand only the existence
of at least one nonconflicting path from u to v for every u, v that are connected
in G. Such a coloring we call a pseudo-schedule.

It is convenient to work with edges uv such that both (u, v) and (v, u) are
nonconflicting (under some coloring); such an edge is said to be bidirectional. A
subgraph is bidirectional iff its edges are bidirectional. A pseudo-schedule with
a bidirectional subgraph H is an H-pseudo-schedule.

A (symmetric link) network with a routing tree can be represented by a graph
G with spanning tree T . A T -pseudo-schedule s of G is then a very interesting
structure, as it ensures nonconflict along the routing tree but allows it elsewhere.

For the remainder of this paper, we assume that all graphs are simple; they
may also be taken as connected without loss of generality. V (G) and E(G) denote
the vertex and edge sets of G, respectively. ΔG denotes the degree of graph G,
degG(v) the degree of a vertex in G, and NG[v] the closed neighborhood, that
is, the set comprised of v and all vertices adjacent to v in G. Finally, distG(u, v)
is the graph distance between vertices u, v in G.
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2 Related Work

Although contention remains the most common approach to solving the broad-
cast scheduling problem, a number of explicit scheduling algorithms and
protocols have been proposed. These can be separated into two categories: node-
oriented scheduling, which is naturally modeled by vertex coloring, and link-
oriented scheduling, modeled by edge coloring. We consider only the former, in
particular because we wish to exploit one-to-many broadcast transmissions.

Node-oriented scheduling has been held back by its approach to conflict avoid-
ance, which has hitherto taken strict scheduling as its starting point. This is
explicit in DRAND [9], which implements the greedy algorithm for strict schedul-
ing. Alternately, conflicts are tolerated in Z-MAC [8] and Funneling-MAC [1],
but only inasmuch as these protocols combine TDMA with CSMA; the TDMA
part of the protocol is strict. TSMA [2] and RIMAC [3] also permit conflicts, but
this is aimed primarily at making the schedule easier to compute via decentral-
ized, probabilistic methods, rather than reducing the division of the medium;
indeed, the division tends to increase.

In his work on RAC-CT [7], Ren exhibits and implements what is basically the
greedy algorithm for pseudo-schedules. Although Ren gives empirical evidence
that the algorithm uses a number of colors very close to the graph degree on
random grid graphs, the general upper bound is quadratic in the graph degree,
giving no asymptotic improvement over strict scheduling.

3 Twice-Degree Algorithm

If conditions permit the use of a centralized algorithm, and we are more or
less indifferent to the choice of spanning tree, the algorithm presented in this
section will produce a pseudo-schedule of any graph G in no more than 2ΔG

colors. The user chooses a root vertex r, most likely corresponding to a base
station/access point; the algorithm selects the spanning (routing) tree to its
convenience, although this tree will minimize distances to r.

For any tree T rooted at r, we say that u is the parent of v and v is a child of
u iff uv ∈ E(T ) and distT (u, r) < distT (v, r); we write u = parT,r(v). (It will be
convenient to let parT,r(r) = r.) We also henceforth permit ourselves the follow-
ing abuse of notation: given a coloring s, which may be only partially defined,
for any set U of vertices let s(U) denote the set {s(u);u ∈ U, s(u) is defined}.

3.1 Analysis

It is fairly obvious that the algorithm will use at most 2ΔG colors; the only
difficulty is to show that it actually produces a pseudo-schedule.

Theorem 1. Let s be the coloring produced by the twice-degree algorithm with
input (G, r); then s is a T -pseudo-schedule, where T is the tree generated inter-
nally by the algorithm.
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Input: G, a graph; and r, a distinguished vertex of G.
Output: A pseudo-schedule on G.

1 VT ← {r}, ET ← ∅
2 T ← (VT , ET )
3 Q ← {r}, Q′ ← ∅ // Q,Q′ are queues

4 s ← ∅
5 repeat
6 foreach v ∈ Q (FIFO) do
7 N ← NG[v]− VT

8 append N to Q′ (in any order)
9 VT ← VT ∪N

10 ET ← ET ∪ {vx;x ∈ N}
11 K ← s(NG[parT,r(v)])

12 foreach x ∈ NG[v] do
13 if x �= v and vx /∈ ET then
14 add s(parT,r(x)) to K

15 k ← min(Z+ −K)
16 add v 
→ k to s

17 Q ← Q′, Q′ ← ∅
18 until Q = ∅
19 return s

Algorithm 3.1: The twice-degree algorithm

Proof. Observe that T is produced by a breadth-first search process and that
every vertex at r-distance i is colored before any vertex at r-distance i + 1. We
can also see that if vertices u, v have distinct parents pu, pv respectively, then if
pu was colored before pv, u was colored before v.

Take uv ∈ E(T ) such that u = parT,r(v). First we show that (u, v) is noncon-
flicting. s(u) �= s(v) clearly. Consider next any child x of v; since u is adjacent to
v = parT,r(x), we have s(u) �= s(x). The only vertices left to check are those in
NG[v]−NT [v]; let y be such a vertex. Now if distG(r, u) < distG(r, y), then y was
colored after u, so s(u) �= s(y). If, on the other hand, distG(r, u) = distG(r, y),
then u “adopted” v before y could (line 10), which implies that u was colored
before y, hence s(y) �= s(x).

Let us now establish that (v, u) is nonconflicting. Obviously s(v) �= s(x) for
any x ∈ NG[u] with distG(r, x) < distG(r, v) since in this case x must have been
colored before v. Turning to x ∈ NG[u] with distG(r, x) = distG(r, v), clearly
s(v) �= s(x) if x is a child of u, since v will be checked before coloring x and
vice-versa. If, on the other hand, parT,r(x) = w �= u, it must be that w was
colored before u since the former adopted x, thus s(x) was defined when the
algorithm computed s(NG[u]) (line 11) before coloring v, and s(v) �= s(x). ��

4 d-Band Algorithm

The twice-degree algorithm employs a very small number of colors in the worst
case, but the requirements for central control and user indifference to the resulting
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spanning tree may not be reasonable in network applications. The d-band algo-
rithm does away with these requirements, albeit at the cost of raising the worst-
case number of colors used, although this remains linear in the graph degree (with
a reasonable coefficient).

Let G be a graph with a spanning tree T rooted at r. Intuitively, the algorithm
divides the graph into d bands based on vertices’ T -distance from r modulo d,
with each band being colored from its own palette, disjoint from every other.
The idea is that, if d is sufficiently large, we can rule out many conflicts a priori,
greatly reducing the number of vertices that have to be checked.

The d-band algorithm is decentralized, with each vertex acting as an au-
tonomous agent passing the following messages:

– REQ-COL(L), where L is a set of excluded colors;
– PUT-COL(x,k), where x is a vertex being assigned color k;
– RPT-COL(k,w), where k is the sender’s color (if known) and w is a vertex

that must be colored before the sender is colored; or, in a “reverse report,”
where k is a color excluded for the sender;

– RPT-PAR(k,w), where k is the color of the sender’s parent (if known) and
w is a vertex that must be colored before the sender’s parent is colored; or,
in a “reverse report,” where k is the color of w, a stepparent of the sender;

– DEP-REQ(w), where w is a vertex whose color must be assigned before the
sender can issue REQ-COL; and

– DEP-PUT(w), where w is a vertex whose color must be assigned before the
sender can issue PUT-COL.

The sending vertex is implicitly included in any message, along with information
about the intended receiver. We let ∞ denote an unknown color and let

Palette(v) = {distT (r, v) mod d+ id; i ≥ 0}. (1)

Along with the definitions of parent and child as in §3, we say also that u is a
stepparent of v iff distT (u, r) = distT (v, r)− 1 and uv ∈ E(G)−E(T ); and that
x is a stepchild of y iff distT (x, r) = distT (y, r)+1 and xy ∈ E(G)−E(T ). Each
vertex is assumed to know its parent, children, stepparents, and stepchildren.
Additionally, each vertex knows its T -distance from r. Finally, we assume that
V (G) admits a strict total order ≺ that can be efficiently computed at any
vertex.

The flow of the algorithm about a vertex v can be sketched roughly as follows:

1. v listens for RPT-PARs from all of its stepchildren, building a list of excluded
colors L.

2. v sends REQ-COL(L) to its parent u.
3. u listens for RPT-COLs from all of its stepchildren, building a list of forbid-

den colors K.
4. u sends PUT-COL(v,kv) to v (and all stepchildren of u), where kv is the

smallest color in the palette of v not in K ∪ L.
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5. v broadcasts RPT-COL(kv,v).
6. Each child of v sends RPT-PAR(kv,v) to all its stepparents.

(In this sketch, for the sake of simplicity we have ignored the DEP facility.) In
general, the d-band algorithm colors the leaves of T first and proceeds towards
the root, although significant parallelism is possible.

The root vertex r assigns itself the color 0, making this known by sending
RPT-COL(0,r) to its children. Any vertex besides r must acquire its color as
per AcquireColor (Algorithm 4.1). Any vertex with children must assign colors
to its children as per AssignColors (Algorithm 4.2). Finally, any non-root vertex
must receive and relay reports as per ReportColors (Algorithm 4.3). The ensem-
ble of these procedures, running independently and in parallel on every vertex
simultaneously, constitutes the d-band algorithm.

(We assume fully reliable transmission with synchronous communication prim-
itives send and listen. AssignColors uses the primitive ack-send M to x by which
is meant: send M to x and wait until M is sent back as confirmation, queuing
any messages that arrive in the meanwhile for retrieval by the next call to listen.)

4.1 Analysis

We say that the d-band algorithm terminates on a particular graph with rooted
spanning tree iff AcquireColor returns on every vertex.

Theorem 2. The d-band algorithm terminates on any graph with any choice of
root and spanning tree.

Proof. Let G be a graph with spanning tree T rooted at r. AcquireColor (Al-
gorithm 4.1) on vertex v does its main work in the loop beginning at line 6. As
this loop is bypassed when v has no stepchildren, assume that it does. We say
that v has a request dependence on u when u is the parent of a stepchild of v;
and just as v depends on u, u may depend on t, and so on. If we can follow the
dependency chain to some terminal a that has no stepchildren, there is no prob-
lem, since we can inductively work back to v. However, the dependency chain
may in fact be a cycle, in the sense that v has request dependence on u, u has
request dependence on t, and so on up to a, but then a has request dependence
on v. This we call a dependency cycle of type I.

Given C, a dependency cycle of type I, let v = min≺ C. Assume, for the time
being, that C is the only dependency cycle in the graph. v issues DEP-REQ(v)
to its children, and via ReportColors (Algorithm 4.3) one of the children sends
RPT-PAR(∞,v) to x, which depends on v. But since v ≺ x, x issues DEP-
REQ(v) to its children, one of which then sends RPT-PAR(∞,v) to y, which
depends on x, and so on.

Let u be the vertex in C on which v depends, creating the cycle. u issues DEP-
REQ(v) to its children, and one of them transmits RPT-PAR(∞,v) to v. At this
point v can detect the dependency cycle, and v breaks the cycle by ignoring its
dependence on u (see line 12 of AcquireColor). As per our assumptions, v is now
free of request dependencies, or at worst sits in linear dependence chains that



Pseudo-scheduling: A New Approach to the Broadcast Scheduling Problem 99

are naturally resolved; that is, v (eventually) acts as if it has no stepchildren,
and proceeds to issue REQ-COL to its parent p.

Let us assume that p eventually assigns a color to v via PUT-COL. v then
broadcasts RPT-COL, resolving the now-linear dependency chain. (The resolu-
tion is a little unusual at u, where we have registered a “reverse dependence” on
v—but this will be cleared by the RPT-COL broadcast from v, which causes a
“reverse report” RPT-PAR to be sent to u from one of its children.) Hence every
vertex in C gradually becomes free to issue REQ-COL, and if we assume that
every one of their parents replies with PUT-COL, then AcquireColor terminates
on every vertex in C.

We now shift our attention to AssignColors (Algorithm 4.2). A vertex v with
parent pv is said to have a put dependence on any stepchild of pv. (It is convenient
for the dependence to be registered at pv.) Just like request dependencies, put
dependencies can be chained and may form a cycle; this we call a dependency
cycle of type II. It is not hard to see that a type II cycle is broken by essentially

Input: v, “this” vertex.
Output: A color.

1 L ← ∅
2 fW ← {x 
→ v;x is a stepchild of v}
3 W ← Image(fW )
4 w≺ ← v
5 send RPT-COL(∞,v) to children of v
6 while W �= ∅ do
7 listen for message M
8 if M = RPT-PAR(k,w) from (step)child x of v then
9 if k �= ∞ then

10 remove x 
→ fW (x) from fW
11 add k to L

12 else if w = v then remove x 
→ fW (x) from fW
13 else add/replace x 
→ w in fW
14 W ← Image(fW )

15 else if M = DEP-REQ(w) from a child of v then
// Reverse dependence

16 add/replace w 
→ w in fW

17 if w≺ �= min≺(W ∪ {v}) then
18 w≺ ← min≺(W ∪ {v})
19 send DEP-REQ(w≺) to children of v
20 send RPT-COL(∞,w≺) to stepparents of v

21 send RPT-COL(∞,v) to children of v
22 send REQ-COL(L) to the parent of v
23 listen for PUT-COL(v,kv) from the parent of v
24 send RPT-COL(kv,v) to children, stepchildren, and stepparents of v
25 return kv

Algorithm 4.1: The d-band algorithm: AcquireColor
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Input: v, “this” vertex.
1 K, fL, fW ,W ← ∅
2 X ← stepchildren of v, Z ← children of v
3 fR ← {z 
→ ∅; z ∈ Z}
4 w≺ ← v
5 while Z �= ∅ do
6 if X = ∅ then
7 foreach z 
→ L ∈ fL such that fR(z) = ∅ do
8 kz ← min(Palette(z)−K − L)
9 send PUT-COL(z,kz) to z and stepchildren of v

10 remove z from Z
11 add kz to K

12 else if W �= ∅ and w≺ �= min≺ W then
13 w≺ ← min≺ W
14 send DEP-PUT(w≺) to children of v

15 listen for message M
16 if M = REQ-COL(L) from child z of v then
17 if fL(z) defined then L ← L ∪ fL(z)
18 add/replace z 
→ L in fL
19 else if M = RPT-COL(k,w) from (step)child x then
20 if x ∈ X then
21 if k �= ∞ or w is a child of v then
22 remove x from X
23 remove x 
→ fW (x) from fW
24 add k to K
25 if w is a child of v then ack-send DEP-PUT(v) to x

26 else add/replace x 
→ w to fW
27 W ← Image(fW )

28 else if x is a child of v then
29 if k �= ∞ then
30 L ← (fL(x) defined ? fL(x) : ∅)
31 add k to L
32 add/replace x 
→ L in fL
33 else remove w from fR(z)

34 else if M = DEP-PUT(w) from child z of v then
// Reverse dependence

35 add w to fR(z)

36 send PUT-COL(∞,v) to stepchildren of v

Algorithm 4.2: The d-band algorithm: AssignColors
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Input: v, “this” vertex.
1 p ← parent of v
2 WI ,WII ← ∅
3 listen for message M from (step)parents
4 if M = DEP-REQ(w) from p then
5 if w is a stepparent of v then

// Type I cycle breaking: reverse dependence

6 add w to WI

7 send DEP-REQ(w) back to p

8 send RPT-PAR(∞,w) to stepparents of v

9 else if M = RPT-COL(k,w) from x then
10 if x = p then
11 send RPT-PAR(k,w) to stepparents of v
12 else if x ∈ WI and k �= ∞ then

// Type I cycle breaking: reverse report

13 remove x from WI

14 send RPT-PAR(k,x) to p

15 else if M = DEP-PUT(w) from x then
16 if x = p then
17 send RPT-COL(∞,w) to children and stepparents of v
18 else

// Type II cycle breaking: reverse dependence

19 add x to WII

20 send DEP-PUT(x) to p and x

21 else if M = PUT-COL(u,k) from x ∈ WII then
// Type II cycle breaking: reverse report

22 if k = ∞ then remove x from WII

23 send RPT-COL(k,x) to p

Algorithm 4.3: The d-band algorithm: ReportColors

the same method used for the type I cycle, with DEP-PUT and RPT-COL
standing in for DEP-REQ and RPT-PAR, respectively. (Once again, there is a
special “reverse dependence” facility. Let pv have stepchild u with parent pu. If
a type II cycle is broken at pv, then pu will register the reverse dependence of
u on the children of pv. Resolution comes when pu finishes coloring its children,
with “reverse report” RPT-COLs being sent to pu via u.) Hence the d-band
algorithm terminates in the presence of a dependency cycle of type II, provided
that REQ-COL is issued.

Finally, a dependency cycle of mixed type is possible. AcquireColor handles
the transition from request to put dependency by repackaging RPT-PAR as
RPT-COL (line 20), while ReportColors handles the reverse transition by first
repackaging DEP-PUT as RPT-COL (line 17) and then relaying the latter as
RPT-PAR (line 11). But observe that a cycle of mixed type can be broken by
the methods previously described; it is treated exactly as if it were a cycle of
type I or type II if it is broken by AcquireColor or AssignColors, respectively.
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The same mechanisms then assure that the resolution proceeds across the cycle.
We conclude that the d-band algorithm terminates if there is no more than one
dependency cycle in the graph (of whatever type).

Given a dependency cycle C (of any type), observe that there exists l such
that distT (v, r) = l for all v ∈ C; call l the level of C. Clearly cycles with different
levels cannot affect each other; additionally, disjoint cycles do not interact. Thus
the d-band algorithm terminates given any number of disjoint dependency cycles
per level of T .

Unfortunately a graph may contain many overlapping dependency cycles; we
claim the algorithm terminates regardless. Let C be a family of intersecting
dependency cycles. As there is a strict total order ≺ on vertices, there exists
some

v = min≺

⋃
C∈C

C.

Observe that AcquireColor must terminate on v, since all dependency cycles in C
containing v will be broken at v, if not elsewhere. After breaking all such cycles
and resolving all newly-linear chains, let C′ be the remaining cycles. Obviously
|C′| < |C|, and we can apply the same argument to C′ inductively. We conclude
that the d-band algorithm terminates. ��

Because the d-band algorithm terminates, we can treat the color output by
AcquireColor on every vertex as a coloring of the whole graph. However, d must
be taken sufficiently large for coloring to be a pseudo-schedule, as made precise
by the following theorem, the proof of which appears in §3.4.1 of [4]. Note that
an immediate consequence of this is that d = 3 suffices if T is a shortest path
tree.

Theorem 3. Let G be a graph with spanning tree T rooted at r. The d-band
algorithm yields a T -pseudo-schedule provided that

d ≥ max
uv∈E(G)

| distT (u, r)− distT (v, r)| + 2 (2)

or d is greater than the height of T .

We will consider the number of colors used by a d-band pseudo-schedule s to be
the greatest integer color appearing in s plus one; this forces us to account for
“gaps” of unused colors.

Theorem 4. Let h denote the number of colors used by the d-band algorithm
on graph G with spanning tree T rooted at r, where d meets the conditions of
Theorem 3. If d ≤ height(T ) + 1 and ΔG ≥ 2, then

d(ΔT − 1) + 1 ≤ h ≤ 2d(ΔG − 1) (3)

except possibly when ΔT = 2, in which case the lower bound falls to d.
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Proof. The lower bound for ΔT = 2 is established by any path graph. For
ΔT ≥ 3, let v be the vertex on which T achieves its maximum degree. Then any
child of v uses a palette containing at least the colors a, a+d, . . . , a+d(ΔT − 1).
With a = 0, we obtain the lower bound.

For the upper bound, consider a vertex v with distT (v, r) = d− 1. Its parent
pv has at most ΔG − 2 neighbors distinct from v but at the same T -level as v.
Additionally, v has at most ΔG − 1 stepchildren, each of which could have a
distinct parent. This is a total of 2ΔG − 2 vertices (including v), so

Palette(v) ⊆ {d− 1, 2d− 1, . . . , d− 1 + d(2ΔG − 3)}
which yields the upper bound. ��

5 Conclusion

This work has introduced and motivated pseudo-scheduling as a new approach
to the broadcast scheduling problem. The algorithms exhibited here prove that
pseudo-scheduling can result in asymptotic improvements in medium division
relative to strict scheduling. This would correspond concretely, for instance, to
TDMA frames that grow only linearly with the neighborhood size, improving the
network throughput, especially in ad-hoc wireless networks in which the neigh-
borhood size cannot be tightly bounded in advance. Although the concepts have
yet to be put to the test in practical network applications, a strong theoretical
foundation now exists for implementers.
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2. Chlamtac, I., Faragó, A., Zhang, H.: Time-spread multiple access protocols for mul-
tihop mobile radio networks. IEEE/ACM Transactions on Networking 5(6), 804–812
(1997)

3. DiPippo, L., Tucker, D., Fay-Wolfe, V., Bryan, K.L., Ren, T., Day, W., Murphy,
M., Henry, T., Joseph, S.: Energy-efficient MAC for broadcast problems in wireless
sensor networks. In: Third International Conference on Networked Sensing Systems
(June 2006)

4. Joseph, S.N.: Relaxations of L(1, 1)-labeling for the broadcast schedul-
ing problem. Ph.D. thesis, University of Rhode Island (2011),
http://digitalcommons.uri.edu/cgi/viewcontent.cgi?article=2382&context

=dissertations

5. McCormick, S.T.: Optimal approximation of sparse Hessians and its equivalence to
a graph coloring problem. Mathematical Programming 26, 153–171 (1983)

6. Polastre, J., Hill, J., Culler, D.: Versatile low power media access for wireless sen-
sor networks. In: Second ACM Conference on Embedded Network Sensor Systems
(SenSys 2004), pp. 95–107 (November 2004)

http://digitalcommons.uri.edu/cgi/viewcontent.cgi?article=2382&context=dissertations
http://digitalcommons.uri.edu/cgi/viewcontent.cgi?article=2382&context=dissertations


104 S.N. Joseph and L.C. DiPippo

7. Ren, T.: Graph Coloring Algorithms for TDMA Scheduling in Wireless Sensor Net-
works. Ph.D. thesis, University of Rhode Island (2007)

8. Rhee, I., Warrier, A., Aia, M., Min, J.: Z-MAC: a hybrid MAC for wireless sen-
sor networks. In: Third ACM Conference on Embedded Network Sensor Systems
(SenSys 2005), pp. 90–101 (November 2005)

9. Rhee, I., Warrier, A., Min, J., Xu, L.: DRAND: distributed randomized TDMA
scheduling for wireless ad-hoc networks. In: Seventh ACM International Symposium
on Mobile Ad Hoc Networking and Computing (MobiHoc 2006), pp. 190–201 (May
2006)



Self-stabilizing TDMA Algorithms for Dynamic

Wireless Ad-Hoc Networks�

Pierre Leone and Elad Michael Schiller

1 Computer Science Department, University of Geneva, Geneva Switzerland
pierre.leone@unige.ch

2 Chalmers University of Technology, Göteborg Sweden
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We consider Medium Access Control (MAC) protocols for Dynamic wireless ad-
hoc networks (DynWANs) that need to be autonomous, robust, and have high
bandwidth utilization, a high predictability degree of bandwidth allocation, and
low communication delay in the presence of frequent changes to the network
topology. We propose an algorithmic design for self-stabilizing MAC protocols
with a provable short convergence period, and by that, it can facilitate the sat-
isfaction of severe timing requirements and possesses a greater predictability
degree, while maintaining low communication delays and high throughput. We
show that the algorithm facilitates the satisfaction of severe timing requirements
for DynWANs. We consider transient faults and topological changes to the com-
munication network, and demonstrate self-stabilization.

Algorithm Description. The MAC algorithm in Fig. 1 assigns timeslots
to nodes after the convergence period. The system consists of a set, P , of N
anonymous communicating entities, which we call nodes. Denote every node
pi ∈ P with a unique index, i. We assume that the MAC protocol is invoked
periodically by synchronized common pulse that aligns the starting time of the
TDMA frame [1]. The term (broadcasting) timeslot refers to the period between
two consecutive common pulses. In our pseudo-code, we use the event timeslot
(t) that is triggered by the common pulse. Nodes raise the event carrier sense()
when they detect that the received energy levels have reached a threshold in
which the radio unit is expected to succeed in carrier sense locking. We assume
that timeslots allow the transmission of DATA packets using the transmit() and
receive() primitives. Moreover, we consider signaling (beacons) as short packets
that include no data load, rather their carrier sense delivers important informa-
tion. Before the transmission of the DATA packet in timeslot t, the scheme uses
beacons for singling the node intention to transmit the packet within t. Dur-
ing the convergence period several nodes can be assigned to the same timeslot.
The algorithm solves such timeslot allocation conflicts by letting node pi to go
through a (listening/signaling) competition with and node pj before transmit-
ting in its broadcasting timeslot. The competition rules require each node to
choose one out of n listening/signaling period for its broadcasting timeslot. This

� Detailed version of this paper is available as technical report [2]. This work was
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Constants, variables, macros and external functions
2 MaxRnd (n in the proofs) : integer = bound on round number

s : [0, T-1 ] ∪ {⊥} = next timeslot to broadcast or null, ⊥
4 signal : boolean = trying to acquiring the channel

unused[0,T-1 ] : boolean = marking unused timeslots
6 unused set = { k : unused[k ] = true } : unused timeslot set (macro)

MAC fetch()/MAC deliver() : MAC layer interface
8 transmit/receive/carrier sense : communication primitives

10 Upon timeslot(t)
if t = 0 ∧ s = ⊥ then s := select unused(unused set)

12 (unused[t ], signal) := (true, false) (∗ remove stale info. ∗)
if s �= ⊥∧ t = s then send(MAC fetch())

14

Upon receive(< DATA, m> ) do MAC deliver(< m> )
16

Function send(m) (∗ send message m to p′
is neighbors ∗)

18 for ((signal, k) := (true, 0); k := k + 1; k ≤ MaxRnd) do
if signal then with probability ρ(k) = 1/(MaxRnd − k) do

20 signal := false (∗ quit the competition ∗)
transmit(< BEACON> ) (∗ try acquiring the channel ∗)

22 wait until the end of competition round (∗ exposure period alignment ∗)
if s �= ⊥ then transmit(< DATA, m> ) (∗ send the data packet ∗)

24

Upon carrier sense(t) (∗ defer transmission during t ∗)
26 if s = t ∧ signal then s := ⊥ (∗ mark that the timeslot is not unique ∗)

(signal, unused[t ]) := (false, false) (∗ quit the competition ∗)
28

Function select unused(set) (∗ select an empty timeslot ∗)
30 if set = ∅ then return ⊥ else return uniform select(set)

Fig. 1. Self-stabilizing TDMA-based MAC algorithm, code of node pi.

implies that among all the nodes that attempt to broadcast in the same timeslot,
the ones that select the earliest listening/signaling period win this broadcast-
ing timeslot and access the communication media. Before the winners access
their timeslots, they signal to their neighbors that they won by sending beacons
during their chosen signaling periods. When a node receives a beacon, it does
not transmit during that timeslot, because it lost this competition. Instead, it
randomly selects another broadcasting timeslot and competes for it on the next
broadcasting round.

Discussion. Thus far, MAC algorithms could not consider timing require-
ments within a provably short recovery period that follows (arbitrary) transient
faults and network topology changes. This work proposes the first self-stabilizing
TDMA algorithm for DynWANs that has a provably short convergence period.
Thus, the proposed algorithm possesses a greater degree of predictability, while
maintaining low communication delays and high throughput.

The analysis shows that when there areN nodes in the network and α ∈ (0, 1),
the network convergence time is bounded by equation (1) with probability 1−α,
where n is the number of listening/signaling periods, d is the maximal node
degree in the interference graph and T is the size of the TDMA frame. This
means that with probability α all nodes are allocated with timeslots in maximum
k(n,N) broadcasting rounds, see Fig. 2.
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Convergence time: k(n,N) = 1 +
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Fig. 2. Contour plot of equation (1) for
s = d/T = 1. The contour lines connect
values of k(n,N) that are the same (see
the text tags along the Contour lines).
When N nodes attempt to access the
medium, the conversance time is stable
in the presence of a growing number, n,
of listening/signaling periods.

Fig. 2 shows that the proposed algorithm
demonstrates a low dependency degree on
the number of nodes in the network even
when considering 10, 000 nodes. We note
that it uses merely a small fraction of the
bandwidth that is spent on frame con-
trol information (say 3 listening/signal-
ing periods) and when considering 99%
probability to convergence within 30 to 35
TDMA frames.

The costs associated with predictable
communications, say, using base-stations,
motivate the adoption of new network-
ing technologies, such as MANETs and
VANETs. In the context of these tech-
nologies, we expect that our proposal
would contribute to the development of
MAC protocols that can be used by ap-
plications that need guarantees for severe
timing requirements.
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Abstract. Cognitive Radio Networks (CRNs) are considered as a
promising solution to the spectrum shortage problem in wireless com-
munication. In this paper, we address the algorithmic complexity of the
connectivity problem in CRNs through spectrum assignment. We model
the network of secondary users (SUs) as a potential graph, where if two
nodes have an edge between them, they are connected as long as they
choose a common available channel. In the general case, where the poten-
tial graph is arbitrary and SUs may have different number of antennae,
we prove that it is NP-complete to determine whether the network is
connectable even if there are only two channels. For the special case
when the number of channels is constant and all the SUs have the same
number of antennae, which is more than one but less than the number of
channels, the problem is also NP-complete. For special cases that the po-
tential graph is complete or a tree, we prove the problem is NP-complete
and fixed-parameter tractable (FPT) when parameterized by the num-
ber of channels. Furthermore, exact algorithms are derived to determine
the connectivity.

1 Introduction

Cognitive Radio is a promising technology to alleviate the spectrum shortage
in wireless communication. It allows the unlicensed secondary users to utilize
the temporarily unused licensed spectrums, referred to as white spaces, without
interfering with the licensed primary users. Cognitive Radio Networks (CRNs)
is considered as the next generation of communication networks and attracts
numerous research from both academia and industry recently.

In CRNs, each secondary user (SU) can be equipped with one or multiple
antennae for communication. With multiple antennae, a SU can communicate
on multiple channels simultaneously (in this paper, channel and spectrum are

� This work was supported in part by the National Basic Research Program of China
Grant 2011CBA00300, 2011CBA00302, the National Natural Science Foundation
of China Grant 61073174, 61033001, 61061130540, and the Hi-Tech research and
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used interchangeably.). Through spectrum sensing, each SU has the capacity to
measure current available channels at its site, i.e. the channels are not used by
the primary users (PUs). Due to the appearance of PUs, the available channels
of SUs have the following characteristics [1]: 1)Spatial Variation: SUs at different
positions may have different available channels; 2)Spectrum Fragmentation: the
available channels of a SU may not be continuous; and 3)Temporal Variation:
the available channels of a SU may change over time.

Spectrum assignment is to allocate available channels to SUs to improve sys-
tem performance such as spectrum utilization, network throughput and fairness.
Spectrum assignment is one of the most challenging problems in CRNs and has
been extensively studied [12–15].

Connectivity is a fundamental problem in wireless communication. Connec-
tion between two nodes in CRNs is not only determined by their distance and
their transmission powers, but also related to whether the two nodes has chosen
a common channel. Due to the spectrum dynamics, communication in CRNs is
more difficult than in the traditional multi-channel radio networks [3]. Authors
in [8–10] studied the impact of different parameters on connectivity in large-
scale CRNs, such as the number of channels, the activity of PUs, the number of
neighbors of SUs and the transmission power.

(a) (b)

Fig. 1. the general case. a) the potential graph: the set besides each SU is its available
channels, and β is its number of antennae. u2 and u4 are not connected because they are
a pair of heterogenous nodes or their distance exceeds at least one of their transmission
ranges. b) the realization graph which is connected: the set beside each SU is the
channels assigned to it.

In this paper, we focus on the complexity of connectivity in CRNs through
spectrum assignment. We model the network as a potential graph and a realized
graph before and after spectrum assignment respectively (refer to Section 2). We
start from the most general case, where the network is composed of heterogenous
SUs1, SUs may be equipped with different number of antennae and the poten-
tial graph can be arbitrary (Figure 1). Then, we proceed to study the special
case when all the SUs have the same number of antennae. If all the SUs are

1 We assume two heterogenous SUs cannot communicate even when they work on a
common channel and their distance is within their transmission ranges.
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homogenous with transmission ranges large enough, the potential graph will be
a complete graph. For some hierarchically organized networks, e.g. a set of SUs
are connected to an access point, the potential graph can be a tree. Therefore,
we also study these special cases. Exact algorithms are also derived to deter-
mine connectivity for different cases. Our results are listed below. To the best
of knowledge, this is the first work that systematically studies the algorithmic
complexity of connectivity in CRNs with multiple antennae.

Our Contributions: In this paper we study the algorithmic complexity of the
connectivity problem through spectrum assignment under different models. Our
main results are as follows.

• When the potential graph is a general graph, we prove that the problem
is NP-complete even if there are only two channels. This result is sharp as
the problem is polynomial-time solvable when there is only one channel. We
also design exact algorithms for the problem. For the special case when all
SUs have the same number of antennae, we prove that the problem is NP-
complete when k > β ≥ 2, where k and β are the total amount of channels
in the white spaces and the number of antennae on an SU respectively.

• When the potential graph is complete2, the problem is shown to be NP-
complete even if each node can open at most two channels. However, in
contrast to the general case, the problem is shown to be polynomial-time
solvable if the number of channels is fixed. In fact, we prove a stronger result
saying that the problem is fixed parameter tractable when parameterized by
the number of channels. (See [4] for notations in parameterized complexity.)

• When the potential graph is a tree, we prove that the problem is NP-complete
even if the tree has depth one. Similar to the complete graph case, we show
that the problem is fixed parameter tractable when parameterized by the
number of channels.

Paper Organization: In Section 2 we formally define our model and problems
studied in this paper. We study the problem with arbitrary potential graphs
in Section 3. The special cases where the potential graph is complete or a tree
are investigated in Sections 4 and 5. The paper is concluded in Section 6 with
possible future works.

2 System Model and Problem Definition

We first describe the model used throughout this paper. A cognitive radio net-
work is comprised of the following ingredients:

• U is a collection of secondary users (SUs) and C is the set of channels in the
white spaces.

• Each SU u ∈ U has a spectrum map, denoted by SpecMap(u), which is a
subset of C representing the available channels that u can open.

2 Note that the complete graph is a special case of disk graphs.
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• The potential graph PG = (U,E), where each edge of E is also called a
potential edge. If two nodes are connected by a potential edge, they can
communicate as long as they choose a common available channel.

• Each SU u ∈ U is equipped with a number of antennas, denoted as antenna
budget β(u), which is the maximum number of channels that u can open
simultaneously.

For a set S, let 2S denote the power set of S, i.e., the collection of all subsets of
S. A spectrum assignment is a function SA : U → 2C satisfying that

SA(u) ⊆ SpecMap(u) and |SA(u)| ≤ β(u) for all u ∈ U.

Equivalently, a spectrum assignment is a way of SUs opening channels such that
each SU opens at most β channels and can only open those in its spectrum map.

Given a spectrum assignment SA, a potential edge {u, v} ∈ E is called real-
ized if SA(u) ∩ SA(v) �= ∅, i.e., there exists a channel opened by both u and
v. The realization graph under a spectrum assignment is a graph RG = (U,E′),
where E′ is the set of realized edges in E. Note that RG is a spanning subgraph of
the potential graph PG. A cognitive radio network is called connectable if there
exists a spectrum assignment under which the realization graph is connected, in
which case we also say that the cognitive radio network is connected under this
spectrum assignment. Now we can formalize the problems studied in this paper.

The Spectrum Connectivity Problem. The Spectrum Connectivity

problem is to decide whether a given cognitive radio network is connectable.

We are also interested in the special case where the number of possible chan-
nels is small3 and SUs have the same antenna budget. Therefore, we define the
following subproblem of the Spectrum Connectivity problem:

The Spectrum (k, β)-Connectivity Problem. For two constants k, β ≥ 1, the
Spectrum (k, β)-Connectivity problem is to decide whether a given cognitive
radio network with k channels in which all SUs have the same budget β is
connectable. For convenience we write SpecCon(k, β) to represent this problem.

Finally, we also consider the problem with special kinds of potential graphs,
i.e. the potential graph is complete or a tree.

3 The Spectrum Connectivity Problem
In this section, we study the the Spectrum Connectivity problem from both
complexity and algorithmic points of view.

3.1 NP-Completeness Results

We show that the Spectrum Connectivity problem is NP-complete even if
the number of channels is fixed. In fact we give a complete characterization of
the complexity of SpecCon(k, β) by proving the following dichotomy result:

3 Commonly, the white spaces include spectrums from channel 21 (512Mhz) to 51
(698Mhz) excluding channel 37, which is totally 29 channels [1].
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Theorem 1. SpecCon(k, β) is NP-complete for any integers k > β ≥ 2, and
is in P if β = 1 or k ≤ β.

The second part of the statement is easy: When β = 1, each SU can only open
one channel, and thus all SUs should be connected through the same channel.
Therefore, the network is connectable if and only if there there exists a channel
that belongs to every SU’s spectrum map (and of course the potential graph
must be connected), which is easy to check. When k ≤ β, each SU can open
all channels in its spectrum map, and the problem degenerates to checking the
connectivity of the potential graph.

In the sequel we prove the NP-completeness of SpecCon(k, β) when k >
β ≥ 2. First consider the case k = β + 1. We will reduce a special case of the
Boolean Satisfiability (SAT) problem, which will be shown to be NP-complete,
to SpecCon(β + 1, β), thus showing the NP-completeness of the latter.

A clause is called positive if it only contains positive literals, and is called neg-
ative if it only contains negative literals. For example, x1∨x3∨x5 is positive and
x2 ∨x4 is negative. A clause is called uniform if it is positive or negative. A uni-
form CNF formula is the conjunction of uniform clauses. Define Uniform-SAT

as the problem of deciding whether a given uniform CNF formula is satisfiable.

Lemma 1. Uniform-SAT is NP-complete.

Proof. Let F be a CNF formula with variable set {x1, x2, . . . , xn}. For each i
such that xi appears in F , we create a new variable yi, and do the following:

• substitute yi for all occurrences of xi;

• add two clauses xi ∨ yi and xi ∨ yi to F . More formally, let F ← F ∧ (xi ∨
yi) ∧ (xi ∨ yi). This ensures yi = xi in any satisfying assignment of F .

Call the new formula F ′. For example, if F = (x1 ∨ x2) ∧ (x1 ∨ x3), then F ′ =
(x1 ∨ y2) ∧ (y1 ∨ x3) ∧ (x1 ∨ y1) ∧ (x1 ∨ y1) ∧ (x2 ∨ y2) ∧ (x2 ∨ y2).

It is easy to see that F ′ is a uniform CNF formula, and that F is satisfiable if
and only if F ′ is satisfiable. This constitutes a reduction from SAT to Uniform-

SAT, which concludes the proof. ��
Theorem 2. SpecCon(β + 1, β) is NP-complete for any integer β ≥ 2.

Proof. The membership of SpecCon(β + 1, β) in NP is clear. In what follows
we reduce Uniform-SAT to SpecCon(β +1, β), which by Lemma 1 will prove
the NP-completeness of the latter.

Let c1 ∧ c2 ∧ . . . ∧ cm be an input to Uniform-SAT where cj , 1 ≤ j ≤ m, is
a uniform clause. Assume the variable set is {x1, x2, . . . , xn}. We construct an
instance of SpecCon(β + 1, β) as follows.

• Channels: There are β + 1 channels {0, 1, 2, . . . , β}.
• SUs: 1) For each variable xi, there is a corresponding SU Xi with spectrum
map SpecMap(Xi) = {0, 1, 2, . . . , β} (which contains all possible channels);
2) for each clause cj , 1 ≤ j ≤ m, there is a corresponding SU Cj with
SpecMap(Cj) = {pj}, where pj = 1 if cj is positive and pj = 0 if cj is
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negative; 3) there is an SU Y2 with SpecMap(Y2) = {2}. For every 1 ≤ i ≤ n
and 2 ≤ k ≤ β, there is an SU Yi,k with SpecMap(Yi,k) = {k}; and 4) all
SUs have the same antenna budget β.

• Potential Graph: For each clause cj and each variable xi that appears in
cj (either as xi or xi), there is a potential edge between Xi and Cj . For each
1 ≤ i ≤ n and 3 ≤ k ≤ β, there is a potential edge between Xi and Yi,k.
Finally, there is a potential edge between Y2 and every Xi, 1 ≤ i ≤ n.

Denote the above cognitive radio network by I, which is also an instance of
SpecCon(β + 1, β). We now prove that c1 ∧ c2 ∧ . . . ∧ cm is satisfiable if and
only if I is connectable.

First consider the “only if” direction. Let A : {x1, . . . , xn} → {0, 1} be a
satisfying assignment of c1 ∧ c2 ∧ . . . ∧ cm, where 0 stands for FALSE and 1 for
TRUE. Define a spectrum assignment as follows. For each 1 ≤ i ≤ n, let user Xi

open the channels {2, 3, . . . , β}∪{A(i)}. Every other SU opens the only channel
in its spectrum map.

We verify that I is connected under the above spectrum assignment. For each
1 ≤ i ≤ n, Xi is connected to Y2 through channel 2. Then, for every 2 ≤ l ≤ β,
Yi,l is connected to Xi through channel l. Now consider SU Cj where 1 ≤ j ≤ m.
Since A satisfies the clause cj , there exists 1 ≤ i ≤ n such that: 1) xi or xi occurs
in cj ; and 2) A(xi) = 1 if cj is positive, and A(xi) = 0 if cj is negative. Thus Xi

and Cj are connected through channel A(xi). Therefore the realization graph is
connected, completing the proof of the “only if” direction.

We next consider the “if” direction. Suppose there is a spectrum assignment
that makes I connected. For every 1 ≤ i ≤ n and 2 ≤ l ≤ β, Xi must open
channel l, otherwise Yi,l will become an isolated vertex in the realization graph.
Since Xi can open at most β channels in total, it can open at most one of the
two remaining channels {0, 1}. We assume w.l.o.g. that Xi opens exactly one of
them, which we denote by ai.

Now, for the formula c1 ∧ c2 ∧ . . . ∧ cm, we define a truth assignment A :
{x1, . . . , xn} → {0, 1} as A(xi) = ai for all 1 ≤ i ≤ n. We show that A satisfies
the formula. Fix 1 ≤ j ≤ m and assume that cj is negative (the case where cj
is positive is totally similar). Since the spectrum map of SU Cj only contains
channel 0, some of its neighbors must open channel 0. Hence, there exists 1 ≤
i ≤ n such that xi appears in cj and the corresponding SU Xi opens channel 0.
By our construction of A, we have A(xi) = 0, and thus the clause cj is satisfied
by A. Since j is chosen arbitrarily, the formula c1∧c2∧ . . .∧cm is satisfied by A.
This completes the reduction from Uniform-SAT to SpecCon(β, β + 1), and
the theorem follows. ��
Corollary 1. SpecCon(k, β) is NP-complete for any integers k > β ≥ 2.

Proof. By a simple reduction from SpecCon(β + 1, β): Given an instance of
SpecCon(β+1, β), create k−β−1 new channels and add them to the spectrum
map of an (arbitrary) SU. This gives a instance of SpecCon(k, β). Since the
new channels are only contained in one SU, they should not be opened, and thus
the two instances are equivalent. Hence the theorem follows. ��
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Theorem 2 indicates that the Spectrum Connectivity problem is NP-
complete even if the cognitive radio network only has three channels. We further
strengthen this result by proving the following theorem:

Theorem 3. The Spectrum Connectivity problem is NP-complete even if
there are only two channels.

Proof. We present a reduction from Uniform-SAT similar as in the proof of
Theorem 2. Let c1 ∧ c2 ∧ . . . ∧ cm be a uniform CNF clause with variable set
{x1, x2, . . . , xn}. Construct a cognitive radio network as follows: There are two
channels {0,1}. For each variable xi there is a corresponding SU Xi with spec-
trum map SpecMap(Xi) = {0, 1} and antenna budget β(Xi) = 1. For each
clause cj there is a corresponding SU Cj with SpecMap(Cj) = {pj} and
β(Cj) = 1, where pj = 1 if cj is positive and pj = 0 if cj is negative. There
is an SU Y with SpecMap(Y ) = {0, 1} and β(Y ) = 2. Note that, unlike in
the case of SpecCon(k, β), SUs can have different antenna budgets. Finally,
the edges of the potential graph include: {Xi, Cj} for all i, j such that xi or
xi appears in cj , and {Y,Xi} for all i. This completes the construction of the
cognitive radio network, which is denoted by I. By an analogous argument as
in the proof of Theorem 2, c1 ∧ c2 ∧ . . . ∧ cm is satisfiable if and only if I is
connectable, concluding the proof of Theorem 3. ��
Theorem 3 is sharp in that, as noted before, the problem is polynomial-time
solvable when there is only one channel.

3.2 Exact Algorithms

In this subsection we design algorithms for deciding whether a given cognitive ra-
dio network is connectable. Since the problem is NP-complete, we cannot expect
a polynomial time algorithm.

Let n, k, t denote the number of SUs, the number of channels, and the maxi-
mum size of any SU’s spectrum map, respectively (t ≤ k). The simplest idea is to
exhaustively examine all possible spectrum assignments to see if there exists one
that makes the network connected. Since each SU can have at most 2t possible
ways of opening channels, the number of assignments is at most 2tn. Checking
each assignment takes poly(n, k) time. Thus the running time of this approach
is bounded by 2tn(nk)O(1), which is reasonable when t is small. However, since
in general t can be as large as k, this only gives a 2O(kn) bound, which is un-
satisfactory if k is large. In the following we present another algorithm for the
problem that runs faster than the above approach when k is large.

Theorem 4. There is an algorithm that decides whether a given cognitive radio
network is connectable in time 2O(k+n logn), where n and k are the number of
SUs and channels respectively.

Proof. Let I be a given cognitive radio network with potential graph PG. Let
n be the number of SUs and k the number of channels. Assume that I is con-
nected under some spectrum assignment. Clearly the realization graph contains
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a spanning tree of PG, say T , as a subgraph. If we change the potential graph to
T while keeping all other parameters unchanged, the resulting network will still
be connected under the same spectrum assignment. Thus, it suffices to check
whether there exists a spanning tree T of G such that I is connectable when
substituting T for PG as its potential graph. Using the algorithm of [5], we can
list all spanning trees of PG in time O(Nn) where N is the number of spanning
trees of PG. By Cayley’s formula [2, 11] we have N ≤ nn−2. Finally, for each
spanning tree T , we can use the algorithm in Theorem 9 (which will appear in
Section 5) to decide whether the network is connectable in time 2O(k)nO(1). The
total running time of the algorithm is O(nn−2)2O(k)nO(1) = 2O(k+n log n). ��
Combining Theorem 4 with the brute-force approach, we obtain:

Corollary 2. The Spectrum Connectivity problem is solvable can be solved
in time 2O(min{kn,k+n logn}), with n and k being the number of SUs and channels
respectively.

4 Spectrum Connectivity with Complete Potential
Graphs

In this section we consider the special case of the Spectrum Connectivity

problem, in which the potential graph of the cognitive radio network is com-
plete. We first show that this restriction does not make the problem tractable in
polynomial time.

Theorem 5. The Spectrum Connectivity problem is NP-complete even
when the potential graph is complete and all SUs have the same antenna budget
β = 2.

Proof. The membership in NP is trivial. The hardness proof is by a reduction
from the Hamiltonian Path problem, which is to decide whether a given graph
contains a Hamiltonian path, i.e., a simple path that passes every vertex exactly
once. TheHamiltonian Path problem is well-known to be NP-complete [6]. Let
G = (V,E) be an input graph of the Hamiltonian Path problem. Construct
an instance of the Spectrum Connectivity problem as follows: The collection
of channels is E and the set of SUs is V ; that is, we identify a vertex in V as
an SU and an edge in E as a channel. For every v ∈ V , the spectrum map of
v is the set of edges incident to v. All SUs have antenna budget β = 2. Denote
this cognitive radio network by I. We will prove that G contains a Hamiltonian
path if and only if I is connectable.

First suppose G contains a Hamiltonian path P = v1v2 . . . vn, where n = |V |.
Consider the following spectrum assignment of I: for each 1 ≤ i ≤ n, let SU vi
open the channels corresponding to the edges incident to vi in the path P . Thus
all SUs open two channels except for v1 and vn each of whom opens only one.
For every 1 ≤ i ≤ n− 1, vi and vi+1 are connected through the channel (edge)
{vi, vi+1}. Hence the realization graph of I under this spectrum assignment is
connected.
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Now we prove the other direction. Assume that I is connectable. Fix a spec-
trum assignment under which the realization graph of I is connected, and con-
sider this particular realization graph RG = (V,E′). Let {vi, vj} be an arbitrary
edge in E′. By the definition of the realization graph, there is a channel opened
by both vi and vj . Thus there is an edge in E incident to both vi and vj , which
can only be {vi, vj}. Therefore {vi, vj} ∈ E. This indicates E′ ⊆ E, and hence
RG is a connected spanning subgraph of G. Since each SU can open at most
two channels, the maximum degree of RG is at most 2. Therefore RG is either
a Hamiltonian path of G, or a Hamiltonian cycle which contains a Hamiltonian
path of G. Thus, G contains a Hamiltonian path.

The reduction is complete and the theorem follows. ��
Notice that the reduction used in the proof of Theorem 5 creates a cognitive radio
network with an unbounded number of channels. Thus Theorem 5 is not stronger
than Theorem 1 or 3. Recall that Theorem 3 says the Spectrum Connectivity

problem is NP-complete even if there are only two channels. In contrast we
will show that, with complete potential graphs, the problem is polynomial-time
tractable when the number of channels is small.

Theorem 6. The Spectrum Connectivity problem with complete potential

graphs can be solved in 22
k+O(k)nO(1) time, where k is the number of channels

and n is the number of SUs.

Proof. Consider a cognitive radio network I with SU set U , channel set C and
a complete potential graph, i.e., there is a potential edge between every pair
of distinct SUs. Let n = |U | and k = |C|. For each spectrum assignment SA,
we construct a corresponding spectrum graph GSA = (V,E) where V = {C′ ⊆
C | ∃u ∈ U s.t. SA(u) = C′} and E = {{C1, C2} | C1, C2 ∈ V ;C1 ∩ C2 �=
∅}. Thus, V is the collection of subsets of C that is opened by some SU, and
E reflexes the connectivity between pairs of SUs that open the corresponding
channels. Since each vertex in V is a subset of C, we have |V | ≤ 2k, and the

number of different spectrum graphs is at most 22
k

.
We now present a relation between GSA and the realization graph of I under

SA. If we label each vertex u in the realization graph with SA(u), and contract
all edges between vertices with the same label, then we obtain precisely the
spectrum graph GSA = (V,E). Therefore, in the language of graph theory, GSA =
(V,E) is a minor of the realization graph under SA. Since graph minor preserves
connectivity, I is connectable if and only if there exists a connected spectrum
graph. Hence we can focus on the problem of deciding whether a connected
spectrum graph exists.

Consider all possible graphs G = (V,E) such that V ⊆ 2C , and E =

{{C1, C2} | C1, C2 ∈ V ;C1 ∩ C2 �= ∅}. There are 22
k

such graphs each of which

has size 2O(k). Thus we can list all such graphs in 22
k+O(k) time. For each graph

G, we need to check whether it is the spectrum graph of some spectrum assign-
ment of I. We create a bipartite graph in which nodes on the left side are the
SUs in I, and nodes on the right side all the vertices of G. We add an edge
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between an SU u and a vertex C′ of G if and only if C′ ⊆ SpecMap(u) and
|C′| ≤ β(u), that is, u can open C′ in a spectrum assignment. The size of H is
poly(n, 2k) and its construction can be finished in poly(n, 2k) time. Now, if G
is the spectrum graph of some spectrum assignment SA, then we can identify
SA with a subgraph of H consisting of all edges (u,SA(u)) where u is an SU.
In addition, in this subgraph we have

– every SU u has degree exactly one; and
– every node C′ on the right side of H has degree at least one.

Conversely, a subgraph of H satisfying the above two conditions clearly induces a
spectrum assignment whose spectrum graph is exactly G. Therefore it suffices to
examine whetherH contains such a subgraph. Furthermore, the above conditions
are easily seen to be equivalent to:

– every SU u has degree at least one in G; and
– G contains a matching that includes all nodes on the right side.

The first condition can be checked in time linear in the size of H , and the second
one can be examined by any polynomial time algorithm for bipartite matching
(e.g., [7]). Therefore, we can decide whether such subgraph exists (and find one
if so) in time poly(n, 2k). By our previous analyses, this solves the Spectrum

Connectivity problem with complete potential graphs. The total running time

of our algorithm is 22
k+O(k)poly(n, 2k) = 22

k+O(k)nO(1). ��
Theorem 7. Spectrum Connectivity with complete potential graphs is fixed
parameter tractable when parameterized by the number of channels.

5 Trees as Potential Graphs

In this section, we study another special case of the Spectrum Connectivity

problem where the potential graph of the cognitive radio network is a tree. Many
NP-hard combinatorial problems become easy on trees, e.g., the dominating set
problem and the vertex cover problem. Nonetheless, as indicated by the following
theorem, the Spectrum Connectivity problem remains hard on trees.

Theorem 8. The Spectrum Connectivity problem is NP-complete even if
the potential graph is a tree of depth one.

Proof. We give a reduction from the Vertex Cover problem which is well
known to be NP-complete [6]. Given a graph G = (V,E) and an integer r, the
Vertex Cover problem is to decide whether there exists r vertices in V that
cover all the edges in E. Construct a cognitive radio network I as follows. The
set of channels is C = {cv | v ∈ V }. For each edge e = {u, v} ∈ E there is an
SU Ue with SpecMap(Ue) = {cu, cv} and antenna budget 2. There is another
SU M with SpecMap(M) = C and antenna budget r. The potential graph is
a star centered at M , that is, there is a potential edge between M and Ue for
every e ∈ E. This finishes the construction of I.
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We prove that G has a vertex cover of size r if and only if I is connectable.
First assume G has a vertex cover S ⊆ V with |S| ≤ r. Define a spectrum
assignment A(S) as follows: M opens the channels {cv | v ∈ S}, and Ue opens
both channels in its spectrum map for all e ∈ E. Since S is a vertex cover,
we have u ∈ S or v ∈ S for each e = {u, v} ∈ E. Thus at least one of cu
and cv is opened by M , which makes it connected to Ue. Hence the realization
graph is connected. On the other hand, assume that the realization graph is
connected under some spectrum assignment. For each e = {u, v} ∈ E, since the
potential edge {M,Ue} is realized, M opens at least one of cu and cv. Now define
S = {v ∈ V | cv is opened by M}. It is clear that S is a vertex cover of G of size
at most β(M) = r. This completes the reduction, and the theorem follows. ��
We next show that, in contrast to Theorems 2 and 3, this special case of the
problem is polynomial-time solvable when the number of channels is small.

Theorem 9. Given a cognitive radio network whose potential graph is a tree, we
can check whether it is connectable in 2O(t)(kn)O(1) time, where n is the number
of SUs, k is the number of channels, and t is the maximum size of any SU’s
spectrum map. In particular, this running time is at most 2O(k)nO(1).

Proof. Let I be a given cognitive radio network whose potential graph PG =
(V,E) is a tree. Root PG at an arbitrary node, say r. For each v ∈ V let PGv

denote the subtree rooted at v, and let Iv denote the cognitive radio network
obtained by restricting I on PGv. For every subset S ⊆ SpecMap(v), define
f(v, S) to be 1 if there exists a spectrum assignment that makes Iv connected
in which the set of channels opened by v is exactly S; let f(v, S) = 0 otherwise.
For each channel c ∈ C, define g(v, c) to be 1 if there exists S, {c} ⊆ S ⊆
SpecMap(v), for which f(v, S) = 1; define g(v, c) = 0 otherwise. Clearly I is
connectable if and only if there exists S ⊆ SpecMap(r) such that f(r, S) = 1.

We compute all f(v, S) and g(v, c) by dynamic programming in a bottom-up
manner. Initially all values to set to 0. The values for leaf nodes are easy to
obtain. Assume we want to compute f(v, S), given that the values of f(v′, S′)
and g(v′, c) are all known if v′ is a child of v. Then f(v, S) = 1 if and only if for
every child v′ of v, there exists c ∈ S such that g(v′, c) = 1 (in which case v and
v′ are connected through channel c). If f(v, S) turns out to be 1, we set g(v, c)
to 1 for all c ∈ S. It is easy to see that g(v, c) will be correctly computed after
the values of f(v, S) are obtained for all possible S. After all values have been
computed, we check whether f(r, S) = 1 for some S ⊆ SpecMap(r).

Denote n = |V |, k = |C|, and t = maxv∈V |SpecMap(v)|. There are at
most n(2t+k) terms to be computed, each of which takes time poly(n, k) by our
previous analysis. The final checking step takes 2tpoly(n, k) time. Hence the total
running time is 2tpoly(n, k) = 2t(kn)O(1), which is at most 2O(k)nO(1) since t ≤
k. Finally note that it is easy to modify the algorithm so that, given a connectable
network it will return a spectrum assignment that makes it connected. ��
Corollary 3. Spectrum Connectivity with trees as potential graphs is fixed
parameter tractable when parameterized by the number of channels.
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6 Conclusion

In this paper, we systematically study the algorithmic complexity of connectivity
problem in cognitive radio networks through spectrum assignment. The hard-
ness of the problem in the general case and several special cases are addressed.
Our work gives a better understanding of the complexity of the problem. Exact
algorithms are also derived to check whether the network is connectable. Due
to interference, the connected nodes can not communicate simultaneously. One
meaningful extension of this work is how to schedule the links such that the
network throughput is optimized under realistic interference models. Another
future work is to design efficient distributed channel assignment algorithms to
achieve network connectivity.

Acknowledgements. The authors would like to give thanks to Dr. Thomas
Moscibroda at Microsoft Research Asia for his introduction of the original
problem.
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Abstract. In this paper the problem of wireless transmissions schedul-
ing in the path-loss/SINR model is considered for different fixed power
schemes. The lower bounds for the optimum schedule length proven by
Kesselheim and Voecking are considered. It is shown that the lower bound
for the linear power scheme is tight, by presenting a constant-factor ap-
proximation algorithm. On the other hand, it is shown that the lower
bounds proven for many other interesting power schemes can be essen-
tially far from the optima.

1 Introduction

In the problem of wireless transmissions scheduling a set of links (transmission
requests between sender and receiver nodes) is given and the goal is to schedule
those transmissions into the minimum number of time slots subject to the signal
interference. The problem has been considered in several models such as the mod-
els based on the notion of a communication graph and the path-loss model. In the
path-loss model the signal power decreases with the distance proportionally to a
negative power of the distance. Graph-based models are actually approximations
of the path-loss model (they reflect the case of a very high path loss) and are
easier to analyze from the theoretical perspective. However, during the recent
decade the interest in algorithms in the path-loss model increased because it has
been shown that for some instances of the scheduling problem the optimum so-
lution in the path-loss model yields essentially better schedules (smaller number
of time slots) than the optimum solution in the graph-based models [16], [6].
This could be explained by the fact that the graph-based models do not take
into the account the accumulative nature of wireless signal interference.

In the path-loss model the interference of all concurrently transmitting nodes
is summed and this sum is used in the SINR (Signal to Interference plus Noise
Ratio) formula to describe if the signal sent is recovered by the receiver or not.
The formula reflects the fact that in order to have a successful transmission
one needs to have a receive signal power that dominates the interference by all
concurrent transmissions plus the ambient noise.

The problem of scheduling has been considered in different settings. For ex-
ample, depending on the technical capabilities of the wireless nodes, one can
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optimize also the transmitting power levels of the nodes in order to schedule the
transmissions into smaller number of slots. However in many cases the trans-
mission power level is fixed and cannot be varied for scheduling purposes. In
this case the scheduling problem is stated for fixed power schemes. In many
cases the power schemes are considered as functions of link-length (the distance
between sender and receiver nodes). This can be explained by the fact that in
the distributed setting nodes have to choose such power schemes, which require
only a local knowledge (depend only on the link-length). Examples of commonly
considered power schemes are the uniform and the linear (min-energy) power
schemes. When the uniform scheme is used, the transmit signal power is con-
stant (is the same for all links) and when the linear scheme is used, the receive
signal power is constant (the signal power at a receiver node that was sent by the
corresponding sender). The linear power scheme is the main subject of this pa-
per. It is the minimum power scheme to provide a constant SINR at the receiver
without other nodes transmitting, hence the node wastes a minimum energy on
the transmission when using the linear power scheme.

The main result of this paper is a constant factor approximation algorithm for
the scheduling problem with the linear power scheme. We show that the upper
bound provided by the algorithm matches the lower bounds presented in [13]
and [3] (up to constant factors). We also consider similar lower bounds proven
in [13] for other power schemes and show that those can be very far from the
optimum.

1.1 Related Work

The algorithmic/analytical treatment of the scheduling problem has begun rela-
tively recently. Before the majority of the work was based on heuristics (see [15]
for an overview) and the algorithms that were designed did not have theoretically
proven performance guarantees. One of the first attempts to design approxima-
tion algorithms for networks with arbitrary topology was done in [15]. They
consider scheduling together with power control. An algorithm is designed to
work for any network topology on the plane, however the approximation factor
depends on the network topology and can be linear in the number of links. It
is also shown in [15] that for some network instances many of the heuristics
designed prior to their work give exponentially worse results than their schedul-
ing algorithm. In [2] a scheduling algorithm is designed for the linear power
scheme in the framework of cross-layer optimization and further developed for
linear and uniform power schemes in [1]. In both cases the approximation ratio
depends poly-logarithmically on a parameter Δ which is the maximum to mini-
mum link-length ratio and can grow linearly with the number of links. In [5] it
is shown that the problem of scheduling with the uniform power scheme is an
NP-hard problem and also an O(logΔ)-approximation algorithm is presented.
In [4] an O(log n)-approximation algorithm is presented for the uniform power
scheme, where n is the number of links. The main part of the algorithm con-
sists of a subroutine that finds a constant factor approximation for one-shot
scheduling (also referred as capacity problem), that is finding a feasible set of
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links of maximum cardinality. Scheduling is done by iteratively calling the sub-
routine and removing the resulting set. In [10] this algorithm is further refined
to work in a more general setting and to find a constant factor approximation
for k-throughput problem (finding the maximum cardinality subset that can be
scheduled into k slots). Several other papers (e.g. [9], [12]) considered the problem
of one-shot scheduling with different power schemes (i.e. the class of sub-linear
power schemes; see Section 3 for the definition) and with power control and ob-
tained constant factor approximation algorithms for those cases. This in turn led
to O(log n)-approximation for those variants of the scheduling problem. Another
set of papers [3], [13], [8] considered some algorithms derived from the ALOHA
protocol. In [3] a randomized algorithm is presented for the linear power scheme
that guarantees O(OPT + log2 n)-approximation, where OPT is the optimum
schedule length. In [13] a similar algorithm is proven to work for all sub-linear
power schemes and provide O(log2 n)-approximation. In [8] it is proven that the
algorithm from [13] actually provides O(log n)-approximation.

This paper is a revised version of the manuscript [19] which has been presented
in the workshop WRAWN 2010.

2 Problem Definition

Throughout this work we assume that the nodes of a wireless network are rep-
resented by points in an Euclidean metric space X with a distance function d.
The ball in X with the center at p and radius r > 0 is the set

B(p, r) = {q ∈ X |d(p, q) < r} .
Let μ be the standard Lebesgue measure: then for any two balls A and B with
radii a and b respectively,

μ(A)

μ(B)
=

(a
b

)m

, (1)

where m ≥ 1 is the dimension of X . These are the only properties of Euclidean
space that we use (as opposed to any other metric measure space).

Assume further a set of links Γ = {1, 2, . . . , n} is given, where each link v
represents a communication request from a sender node sv to a receiver node
rv. For any v, w ∈ Γ let us denote dvw = d (sv, rw) and lv = d (sv, rv). lv is
called the length of the link v. A power scheme P is a rule of assigning a power
level of transmission to each link (more precisely, to the sender node), so for a
given set of links Γ it yields a function P : Γ → R+. We adopt the path-loss
model of transmission, where the received signal power from the sender of w at
the receiver of v is P (w)/dαwv and α is a constant called path-loss exponent and
typically ranges between 2 and 6 (see [17] for details). Throughout this paper we
assume that α > m (so for the Euclidean plane we assume α > 2). The signal
interference is calculated according to the SINR model, where the transmission
of a link v is successful if and only if the following condition holds:

SINR(S, v) = P (v)/lαv /

⎛
⎝ ∑

w∈S\v
P (w)/dαwv +N

⎞
⎠ ≥ β, (2)
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where S is the set of concurrently scheduled links,N ≥ 0 is the ambient noise and
β ≥ 1 is the minimum SINR required for a message to be successfully received.
If (2) is satisfied for each link v ∈ S, we say that S is SINR-feasible (or just
feasible) with respect to P .

A schedule for a set Γ with power scheme P is a collection of disjoint subsets
or slots {S1, S2, . . . } of Γ , where each Si is feasible with respect to P . The
number of slots is called the length of the schedule.

In the scheduling problem we are given a set of links Γ and a power scheme
P and the goal is to find a schedule (with respect to P ) of minimum length for
Γ . The length of such a schedule is denoted OPTP (Γ ).

2.1 Affectance and Noise

As it is noted in [18], if for a constant c > 1 it holds that P (v) ≥ cβNlαv for all
v ∈ Γ (i.e. the power levels of nodes are a factor of c higher than the minimum
possible non-trivial power level), then setting the noise factor N to 0 will affect
the resulting schedule lengths only by a constant factor (depending on c), so we
make this assumption e.g. for c = 2 and let N = 0 (the reader might notice that
this assumption will not be needed for the linear power scheme).

For a given power scheme P , we will use the notion of affectance of a link v
by a set S (we use the variant used in [13], see also [10] and [4]):

AP (S, v) =
∑

w∈S\v
min

{
P (w)lαv
P (v)dαwv

, 1

}
.

Since we assume that β ≥ 1 and N = 0, it can be verified that AP (S, v) ≤ 1/β
if and only if SINR(S, v) ≥ β. Note also that the affectance has the useful
property of additivity: if S ∩ T = ∅ then AP (S ∪ T, v) = AP (S, v) + AP (T, v).
Hence from now on we will use “AP (S, v) ≤ 1/β for all v ∈ S” as the criterion
of feasibility.

3 Sub-Linear and Super-Linear Power Schemes

The following are power schemes that are commonly considered in the literature:
the uniform power scheme U (U(v) = const for all v), the linear power scheme
L (L(v) = clαv for all v, where c > 0 is constant) and the mean or square-root

power scheme M (M(v) = cl
α/2
v for all v, where c > 0 is constant). All of them

belong to the class of sub-linear power schemes, which we define as follows.
Let us first consider the following partial order ’�’ on the set of power schemes.

For two power schemes P and Q we write P � Q iff P grows slower than Q when
considered as a function of link-length, i.e. for any two links v, w such that lv ≥ lw
it holds that P (v)/P (w) ≤ Q(v)/Q(w).

We say that a power scheme P belongs to the class of sub-linear power schemes
if P � L. On the other hand, we say that P belongs to the class of super-linear
power schemes if L � P . Note that we include L in both of these classes. This
is because (as we will see afterwards) it shares common properties with other
power schemes from these classes.
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3.1 Lower Bounds

The following lower bound is proven in [13]. First consider the following lemma.

Lemma 1. [13] Given a set Γ of links and another link v with lv ≤ lw for all
w ∈ Γ , then for any sub-linear power scheme P ,

OPTP (Γ ) = Ω(AP (Γ, v)).

Let S[v+] = {w ∈ S \ {v} : lw ≥ lv} for any set of links S. Then it follows from
the lemma that for each sub-linear power scheme P and a set of links Γ the
following is true:

OPTP (Γ ) = Ω

(
max
v∈Γ

AP (Γ [v+], v)

)
. (3)

We note here that the symmetric analogue of Lemma 1 holds also for super-linear
power schemes.

Lemma 2. Given a set Γ of links and a link v with lv ≥ lw for all w ∈ Γ , then
for any super-linear power scheme P ,

OPTP (Γ ) = Ω(AP (Γ, v)).

The proof of Lemma 2 is very similar to the proof of Lemma 1 and is omitted
(see Lemma 7 in [13]).

Now let S[v−] = {w ∈ S \ {v} : lw ≤ lv} for any set of links S. Then for each
super-linear power scheme P and a set of links Γ it holds that

OPTP (Γ ) = Ω

(
max
v∈Γ

AP (Γ [v−], v)
)
. (4)

Recall that the linear power scheme is both sub-linear and super-linear, hence
both lower bounds hold for L. It follows then, that their sum is also a lower
bound for L.

OPTL(Γ ) = Ω

(
max
v∈Γ

AL(Γ [v−], v) + max
v∈Γ

AL(Γ [v+], v)

)
. (5)

Note that using additivity of affectance it can be shown that (5) is equivalent to
the following lower bound proven in [3]:

OPTL(Γ ) = Ω

(
max
v∈Γ

AL(Γ, v)

)
.

In the rest of the paper we try to find out how close are these lower bounds to
the respective optima.
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4 Algorithm Decreasing First-Fit

In this section we discuss an algorithm scheme that was inspired by [10]. For any
power scheme P consider the first-fit algorithm that picks the links according
to the decreasing order of the link-length then adds each next link v to the first
slot S such that

AP (S, v) ≤ γ−α

for a certain constant γ > 1. We call this algorithm scheme, which is parame-
terized by P , Decreasing First-Fit(P ).

Algorithm 1. Decreasing First-Fit(P )

1. Input: the set of links Γ
2. Consider empty slots Si, i = 1, 2, . . .
3. Process the links according to the decreasing order of length

3.1 Add the current link v to the first slot Si, s. t. AP (Si, v) ≤ γ−α

4. Output the collection of non-empty slots S1, S2, . . .

Lemma 3. If t is the number of subsets given on the output of Decreasing First-
Fit(P ) then

t = O(max
v∈Γ

AP (Γ [v+], v)).

Proof. Suppose S1, S2, . . . , St is the output of the algorithm. Let v be a link from
St. By the definition of the algorithm we have

AP (Si[v
+], v) >

1

γα
for all i < t.

Since A is additive, then we have

AP (Γ [v+], v) =

t∑
i=1

AP (Si[v
+], v) > (t− 1)/γα.

On the other hand we have

AP (Γ [v+], v) ≤ max
v∈Γ

AP (Γ [v+], v), so

t < γα max
v∈Γ

AP (Γ [v+], v) + 1

which proves the lemma, since it is assumed that γ is a constant. ��
Note that the number of slots output by the algorithm matches the lower
bound (3), so the only thing that remains to show in order to get a constant
factor approximation for the scheduling problem is that the output of the algo-
rithm is a feasible schedule. Let us show that this is true for the linear power
scheme.
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4.1 Decreasing First-Fit with the Linear Power Scheme

In this section we show that Decreasing First-Fit(L) is a constant factor ap-
proximation algorithm for scheduling with the linear power scheme. We prove
that for a suitably chosen constant γ the output of the algorithm is a feasible
schedule.

Correctness of the Algorithm. The following lemma is the main technical
step towards proving that the result of the algorithm is a feasible schedule.

Lemma 4. There is a constant γ0 = γ0(α,m) such that for any set of links S
assigned to the same slot and v ∈ S the following holds:

AL(S[v
−], v) ≤ γ0

(γ − 2)α
.

Proof. (Outline) We use an area argument similar to the one presented in [10].
First it can be shown that the selection condition of the algorithm ensures that
the balls B(sw, (γ − 1)lw/2) for different sw with w ∈ S do not intersect, i.e.
the links are spatially separated. Now the main idea is to split the metric space
into concentric rings Ri for i = 0, 1, . . . centered at the sender node sv and
each having width (γ − 1)lv. This will induce a partition of S[v−] into subsets
Si[v

−] = {w ∈ S[v−] : sw ∈ Ri} for i = 0, 1, 2, . . . . Let us consider the set of
links in a partition Si[v

−]. As it was noted above, the balls B(sw, (γ − 1)lw/2)
corresponding to these links do not intersect each other. On the other hand it
can be argued that since lw ≤ lv for all these links, the balls are contained in a
ring resulting from Ri by extending it in both directions by (γ − 1)lv/2.

Now the fact that the sum of volumes of these balls is not more than the vol-
ume of the extended ring (due to countable additivity of the Lebesgue measure)
can be expressed numerically as follows (after a number of simplifications):∑

w∈Si[v−]

lmw ≤ clmv im−1,

where c > 0 is a constant. Next step is to relate this inequality to affectance.
Since the senders in Si[v

−] are roughly at a distance (γ− 2)ilv from the receiver
rv, the affectance AL(Si[v

−], v) can be bounded from above as follows:

AL(Si[v
−], v) ≤

∑
w∈Si[v−] l

α
w

((γ − 2)ilv)
α <

(∑
w∈Si[v−] l

m
w

)α/m

((γ − 2)ilv)α
≤ c′

(γ − 2)αiα/m
,

where the second inequality follows by using a known inequality for sums of
positive real numbers. Since we assumed that α > m, it follows that the partial
affectances AL(Si[v

−], v) fade away according to the law i−α/m, so the overall
affectance AL(S[v

−], v) can be bounded by using the additivity property as
follows:

AL(S[v
−], v) ≤ c′

(γ − 2)α

∞∑
i=1

1

iα/m
≤ γ0

(γ − 2)α
,

for an appropriately chosen constant γ0. ��
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Lemma 4 helps to prove the following theorem.

Theorem 1. If γ ≥ α
√
β (γ0 + 1) + 2, then the output of the algorithm is a

feasible schedule.

Proof. Let v be any link that is scheduled in a slot S. Consider all the links in
S, which are longer than v. From the definition of the algorithm it is clear, that
the affectance of v by these links is in total no more than 1/γα. According to
Lemma 4, the affectance of v by the links shorter than v is less than γ0/(γ−2)α,
so the overall affectance of the link v is

AL(S, v) <
1

γα
+

γ0
(γ − 2)α

≤ γ0 + 1

(γ − 2)α
≤ 1

β
.

��

The Approximation Ratio. The following theorem follows from Lemma 3,
the bound (3) and Theorem 1.

Theorem 2. If the condition of Theorem 1 is satisfied and α > m, then De-
creasing First-Fit(L) is a constant factor approximation algorithm for scheduling
with the linear power scheme. Moreover, the following expression for the optimal
schedule length holds true:

OPTL(Γ ) = Θ

(
max
v∈Γ

AL(Γ [v+], v)

)
.

Because of (5) the following expression is also true for the optimum schedule
length.

Corollary 1. If α > m then

OPTL(Γ ) = Θ

(
max
v∈Γ

AL(Γ [v−], v) + max
v∈Γ

AL(Γ [v+], v)

)
= Θ

(
max
v∈Γ

AL(Γ, v)

)
.

In fact the expression OPTL(Γ ) = Θ (maxv∈Γ AL(Γ, v)) could be proven di-
rectly, using an analogue of Lemma 3 (with the help of the same Decreasing
First-Fit(L)). A possibly useful information that follows from this is that De-
creasing First-Fit(L) would yield a constant factor approximation for the linear
power scheme even if we considered the links in any order (not necessarily by
decreasing link-length), provided that the output of the algorithm was a feasible
schedule.

4.2 First-Fit for Other Super-Linear Power Schemes

In this section we note that Decreasing First-Fit(P ) also works for other super-
linear power schemes. The proof can be modeled using similar arguments as in
the case of the linear power scheme, but there is yet another way of showing
that.

First let us state an easy fact that follows from the definition of the partial
order �.
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Lemma 5. Consider power schemes P and Q such that P � Q. Then for any
set S and a link v it holds that

AQ(S[v
−], v) ≤ AP (S[v

−], v) and AP (S[v
+], v) ≤ AQ(S[v

+], v).

Let us fix any super-linear power scheme P0. Let {S1, S2, . . . St} be the result of
Decreasing First-Fit(P0). According to the algorithm statement,

AP0(Si[v
+], v) < γ−α for all v ∈ Si and i = 1, 2, ..., t.

Fix some i and v ∈ Si. Then it follows from Lemma 5 that

AL(Si[v
+], v) ≤ AP0(Si[v

+], v) < γ−α

that is the conditions for Lemma 4 hold, which means there is a constant γ0
such that AL(Si[v

−], v) ≤ γ0

(γ−2)α . But Lemma 5 implies that

AP0(Si[v
−], v) ≤ AL(Si[v

−], v) ≤ γ0
(γ − 2)α

.

Thus we have the following theorem.

Theorem 3. If γ ≥ α
√
β (γ0 + 1)+2 then the output of Decreasing First-Fit(P )

is a feasible schedule for any P , such that L � P .

This theorem and Lemma 3 together imply the following upper bound on the
optimal schedule lengths.

Corollary 2. For any P with L � P , OPTP (Γ ) = O (maxv∈Γ AP (Γ [v+], v)) .

5 The Lower Bounds for Non-Linear Power Schemes

As we saw the lower bounds (3) and (5) are tight for the linear power scheme.
Hence it is natural to ask the question how close are the lower bounds presented
in Section 3 to the optima for non-linear power schemes. In this section we
consider this question for power schemes P with P � L or L � P .

First consider the power schemes P such that U � P � L. For any constant ε
such that 0 < ε < α let L−ε denote the power scheme which is given by formula
L−ε(v) = clα−ε

v .

Theorem 4. Consider any ε ∈ (0, α) and a power scheme P such that U � P �
L−ε. Then the bound (3) for P can be as far from the optimum as by a factor of
Ω(n), where n is the number of links. Also for such a P Decreasing First-Fit(P )
does not produce a feasible schedule for any constant value of γ.

Proof. Let LG denote the power scheme given by the expression LG(v) =
clαv / log lv. It has been shown in [7] (see Theorem 4.13 in [7]) that for each
ε ∈ (0, α) and for any power scheme P with U � P � L−ε there is a family of
networks Γε such that OPTP (Γε) = Ω(OPTLG(Γε) log logΔ) where Δ > 0 is the
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maximum link-length and in this case log logΔ = Ω(|Γε|) = Ω(n). This means
that there is a schedule for Γε with a constant number of slots that uses LG, but
each schedule that uses P has to use Ω(n) slots. On the other hand, obviously
P � L−ε � LG, so by applying Lemma 5 and using the lower bound (3) we get
that

max
v∈Γε

AP (Γε[v
+], v) ≤ max

v∈Γε

ALG(Γε[v
+], v) ∈ O(1),

which implies that maxv∈Γε AP (Γε[v
+], v) ∈ O(1), while as it was noted above

OPTP (Γε) ∈ Ω(n). ��
The theorem above is true in particular for U and M and many other sub-linear
power schemes.

Now consider the power schemes P such that P � U . Recall that the capacity
problem is stated as follows: given the set of links Γ , find a feasible subset of
maximum cardinality. Let OPTCP (Γ ) denote the cardinality of such a subset
for a set of links Γ and a power scheme P . It has been shown in [18] that for
any set Γ and any power scheme P such that P � U or L � P it holds that

OPTCL(Γ ) = Θ(OPTCU (Γ )) = Ω(OPTCP (Γ )). (6)

Using (6) and a simple technical argument we arrive to the following lemma.

Lemma 6. Let Γ be a set of links and the power scheme P be such that P � U
or L � P . Then

OPTU (Γ ) = O(OPTP (Γ ) logn) and OPTL(Γ ) = O(OPTP (Γ ) logn),

where n = |Γ |.
Having Lemma 6, an argument similar to the one used for Theorem 4 can be
applied to prove the following result concerning power schemes P with P � U .

Theorem 5. For any power scheme P with P � U the lower bound (3) is not
tight and can be as far from the optimum as by a factor of Ω(n/ logn), where n
is the number of links.

It can be proven in a similar fashion that for power schemes P with L � P the
lower bounds (4) can be very far from the optimum. In order to obtain a result
similar to Theorem 4 we will use the following lemma. For any constant ε such
that ε > 0 let L+ε denote the power scheme which is given by the expression
L+ε(v) = clα+ε

v .

Lemma 7. Consider any ε > 0 and a power scheme P such that L+ε � P . Then
there is a network family Γε with the following property: there is a schedule for Γε

that uses L and has a number of slots bounded by a constant, while each schedule
that uses P must use Ω(n) slots.

Theorem 6. Consider any ε > 0 and a power scheme P such that L+ε � P .
Then the bound (4) for P can be as far from the optimum as by a factor of Ω(n),
where n is the number of links.
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Proof. Consider a network instance Γε as in Lemma 7, i.e. the following prop-
erties hold: OPTL(Γε) ∈ O(1) and OPTP (Γε) ∈ Ω(n). Since L � P , then using
Lemma 5 and (4) we have

max
v∈Γε

AP (Γε[v
−], v) ≤ max

v∈Γε

AL(Γε[v
−], v) ∈ O(OPTL(Γε)) = O(1),

so OPTP (Γε) ∈ Ω(nmaxv∈Γε AP (Γε[v
−], v)). ��

6 Conclusion

We considered the lower bounds (3) for sub-linear power schemes and (4) for
super-linear power schemes. We showed that

1. (3) and (5) are tight for the linear power scheme and are achieved by the
algorithm Decreasing First-Fit(L).

2. For all power schemes P with P � L−ε (where ε ∈ (0, α)) the bounds (3)
are not tight and can be very far (up to a factor of Ω(n/ logn)) from the
corresponding optima.

3. For power schemes P with L � P the optimum schedule length is bounded
by O (maxv∈Γ AP (Γ [v+], v)) from above and by Ω (maxv∈Γ AP (Γ [v−], v))
from below, however the lower bound is not tight for any power scheme P
with L+ε � P (where ε > 0) and can be as far from the optima as by a
factor of Ω(n).

Finding constant factor approximation algorithms for nontrivial non-linear power
schemes remains an open problem.
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4. Goussevskaia, O., Halldórsson, M.M., Wattenhofer, R., Welzl, E.: Capacity of
Arbitrary Wireless Networks. In: 28th Annual IEEE Conference on Computer
Communications, INFOCOM (2009)



On Some Bounds on the Optimum Schedule Length in the SINR Model 131

5. Goussevskaia, O., Oswald, Y., Wattenhofer, R.: Complexity in Geometric SINR.
In: ACM International Symposium on Mobile Ad Hoc Networking and Computing,
MOBIHOC (2007)

6. Gronkvist, J., Hansson, A.: Comparison between Graph-Based and Interference-
Based STDMA scheduling. In: Proc. of ACM International Symposium on Mobile
Ad Hoc Networking and Computing, MobiHoc (2001)
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Abstract. We consider the problem of anchor-free self-calibration of
receiver locations using only the reception time of signals produced at
unknown locations and time points. In our settings the receivers are
synchronized, so the time differences of arrival (TDOA) of the signals ar-
riving at the receivers can be calculated. Given the set of distinguishable
time points for all receivers the task is to determine the positions of the
receivers as well as the signal sources.

We present the first polynomial time approximation algorithms for the
minimum problem in the plane, in which the number of receivers is four,
respectively the number of signals is three. For this, we first consider the
problem that the time points of m signals are jittered by at most some
ε > 0. We provide an algorithm which tests whether n given receiver posi-
tions are feasible with respect to m unknown sender positions with a run-
time of O(nm2) and we provide an algorithm with run-time O(nm log m)
which tests the feasibility of m given sender positions for n unknown
sender positions. Using these tests, we can compute all possible receiver
and signal source positions in time O

((√
2/ε

)2n−3
n2m

)
, respectively

O
((√

2/ε
)2m−3

nm log m
)

.

1 Introduction

The problem of location awareness of computing devices plays an important role
in many engineering fields. A popular technique for acquiring the positions of
devices is hyperbolic multilateration, as for example used in the LORAN and
DECCA systems, global navigation satellite systems (GNSS), or cellular phone
tracking in GSM networks.

In hyperbolic localization the position of a signal origin is located by a set of
synchronized receivers. The times of arrival or time differences of arrival (TDOA)
of a signal determine a system of hyperbolic equations. The benefit of this TDOA
multilateration is that no control over the signal source is needed. Arbitrary
sources of sound can be overheard, or the signal of radio emitters. Dedicated
signal sources, as for example a tracked moving ultrasound beacon, can be prim-
itive and cheap. It needs only to emit ultrasound pulses – no control signal is
required.

In an extension the positions of anchors are not given a priori and are obtained
as a result of the calculations. We present an approach to solve the problem in

A. Bar-Noy and M.M. Halldórsson (Eds.): ALGOSENSORS 2012, LNCS 7718, pp. 132–143, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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an approximation scheme yielding the best explanation of receiver locations for
given time differences of arrival, up to a threshold of ε, which is chosen on the
basis of the input error.

1.1 Related Work
The problem of TDOA localization has been widely researched and is present
in literature. In conventional hyperbolic multilateration with fixed receiver po-
sitions the problem of signal localization is solved in closed form [4], [15], or
by iterative approaches, and position estimates can be refined using Kalman
filtering [5].

TDOA times are calculated by discrete timestamping [1], [6] or by cross cor-
relation of audio streams [21]. Sources of information may be ultrasound sig-
nals [22], often in combination with RF signals. These are solved as Time of
Arrival approaches [13], [16].

The problem of self-localization of receivers using only TDOA data and no
anchor points is seldom considered in literature. In [11] a combination with DOA
(“direction of arrival”) data is presented as an initialization aid. In some cases
the signals are assumed to originate from a large distance, the “far-field case”
[6], [7], [20]. For near-field signals in the unit disc an upper bound of the error
is shown in [17]. In [14] an approach is presented under the assumption that
speakers are close to the receivers. In some contributions iterative algorithms
are used to compute a solution [1], [22]. However, they tend to get stuck in local
minima of the error function.

If many receivers are available there exists a closed form solution. For at least
eight receivers in the plane, respectively ten receivers in three-dimensional space,
the problem can be solved using matrix factorization [12].

Our refinement approach is inspired by branch-and-bound algorithms [9] usu-
ally applied to discrete problems. An algorithm for integer programming was
first presented in [3]. By extension with Linked Ordered Sets it can be applied
to nonlinear integer problems [8]. We saw some contributions suggesting the
application of branch-and-bound to nonlinear nonconvex functions for global op-
timization [10]. However, problem solvers using branch-and-bound algorithms
for multi-dimensional continuous space are rare.

2 Problem Setting

Let Mi (1 ≤ i ≤ n) be a set of receivers and Sj (1 ≤ j ≤ m) a set of signal origins,
all positioned in the unit square of the Euclidean plane R

2. Both, the receiver
and the signal positions are unknown. The signals are emitted at unknown times
uj. Each signal Sj is propagated to each synchronized receiver Mi in a direct line
with constant signal speed c and is detected at times tij . These times are the sole
information given in the system. We normalize c = 1 for the simplicity and so,
the signals and receivers and the event times satisfy the nm signal propagation
equations for all i ∈ {1, . . . , n}, j ∈ {1, . . . , m}

tij − uj = ‖Mi − Sj‖ (1)
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where ‖ · ‖ denotes the Euclidean norm. From these equalities we cannot derive
absolute coordinates. We remove transitional, rotational and mirroring symme-
tries by placing the first receiver M1 at (0, 0), placing the second receiver on the
x-axis and place the third receiver on the half-plane with positive y-coordinates.

The degrees of freedom G2 have been considered in [19] and [22]. Each of the
nm equations decrements the degree of freedom. For n receivers and m signals we
have G2(n, m) = 2n+3m−nm−3 degrees of freedom in the plane. If G2(n, m) > 0
then either infinitely many solutions or no solutions exist. Only if G2(n, m) ≤ 0
the solution space can be reduced to a single solution. However, also no solutions,
a constant number of solutions or infinitely many solutions may exist in this case,
depending on the input. We conjecture that for G2(n, m) < 0 no side solutions
exist if the input is derived from signal sources and receivers in general position,
i.e. this conjecture holds with probability 1 for random positions from the unit
square.

Definition 1. Anchorless localization problem (self-calibration based on
TDOA): Given the exact time points tij compute the positions of senders and
receivers such that Equation (1) is satisfied.

The problem is only solvable, if n = 4, m ≥ 5, or n = 5, m ≥ 4, or n ≥ 6, m ≥ 3.
If the system is only slightly over-constrained, there is some chance of ambiguity.
For example, for n = 4, m = 5 the number of solutions is bounded by 344 [19].
For n = 6, m = 3 at most 150 solutions exist. We have found some inputs where
at least two solutions exist for n = 4 and m = 5. However, their exact number
and probability is not known at the moment and are part of future work.

If the system is highly over-constrained, i.e. n ≥ 8, m ≥ 4 yielding G2(n, m) ≤
−7, then Pollefeys et al. [12] showed how this nonlinear equation system can be
transformed into a linear equation system, which allows for a polynomial time
solution with run-time O(m2n2). For other values only heuristic algorithms are
known, which do not generate solutions for all inputs, as in [1] and [22].

Clearly, there are precision limits for the inputs tij . So, we consider the relaxed
inequalities which assumes an error bound ε > 0 for all i ∈ {1, . . . , n}, j ∈
{1, . . . , m}.

tij − ε ≤ uj + ‖Mi − Sj‖ ≤ tij + ε (2)

If we can compute a solution which satisfies these inequalities we call this an
ε-approximation. Note that we are aware that the positions of the receivers
or signals might be further than ε from the real position. Furthermore, in an
ambiguous problem it is possible that we approximate multiple solutions which
are not even close to the original positions. Then, we cannot decide which one is
the correct solution. However, it is the best one can achieve given the error-prone
problem setting.

Definition 2. Approximation problem of anchorless localization: Given
the time points tij and uj and an error margin ε compute a possible set of
positions of senders and receivers such that the inequalities (2) are satisfied, if
they exist.
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This problem is not addressed by Pollefeys’ algorithm. Furthermore, for small
numbers of receivers (n < 8) or small numbers of signals (m = 3) no solution is
known. We have presented a solution for large numbers of senders and receivers
randomly distributed in a unit disk [17]. For synchronized receivers we can com-
pute in time O(nm) an approximation of the correct relative positions within
an absolute error margin of O

(
log2 m

m2

)
with probability 1 − m−c − e−c′n.

For small n and m there is a naïve solution for finding receiver and signal
positions. For this one can test all (2− 3

2 ε)3−2n−2m positions of senders and re-
ceivers in a grid of cell size 1

2
√

2 ε whether they satisfy the inequalities (2). From
the positions the signal time can be easily computed and the inequalities can be
checked in time O(nm). When this exhaustive search has tested receivers and
signals within the distance 1

2 ε from the correct solution this implies an overall
error of ε, if there exists a solution.

Theorem 1. The naïve approximation algorithm solves the approximation prob-
lem in time O((2− 3

2 ε)3−2n−2mnm).

Proof. Follows by testing all positions of the 2n+2m−3 dimensional grid. Note
that the constant three follows since we set M1 to the origin and M2 to the x-axis
to reduce symmetries. The production time uj of the signal can be computed
from the distances, therefore we need to search only space and not time.

3 Polynomial Time Approximation for Small Numbers of
Receivers

This approximation algorithm consists of two components. The first component
tests for a given set of receivers if there exists a set of signal sources satisfying the
constraints. The second component is a recursive tree search to find the receiver
positions by applying the first test with increasing precision.

3.1 A Test for the Feasibility of Receiver Positions

If the receiver positions are known the location of the signal sources can be
computed very efficiently. This observation inspires the following test algorithm.
The problem of given receiver positions is to find signal sources which satisfy the
inequalities (2).

We combine two receiver times tkj and t�j for one signal source j to the time
difference of arrival Δtk�j = tkj − t�j and yield the hyperbolic equation

Δtk�j = ‖Mk − Sj‖ − ‖M� − Sj‖ (3)

for the exact solution which describes a hyperbola, called H(k, �, j, Δtk�j) with
Mk and M� as focal points and Sj residing on the curve. For the approximation
problem we consider the inequality

|Δtk�j − (‖Mk − Sj‖ − ‖M� − Sj‖)| ≤ ε (4)

where ε is an upper bound of the error.
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Fig. 1. The measured time difference Δtk�j between Mk and M� yields a hyperbola
(solid lines). Inequation (4) bounds a region of uncertainty where Sj can reside (grey
regions), here depicted for the origin M1 and three other receivers.

Lemma 1. The inequality (4) for k = 1, � ∈ {1, . . . , n} and j ∈ {1, . . . , m}
follows from the 1

2 ε-approximation problem of localization.
From inequality (4) for k = 1, � ∈ {1, . . . , n} and j ∈ {1, . . . , m} follows a

solution for the ε-approximation problem.

Proof.

“⇒”: Using the inequalities (2) and eliminating uj leads to inequality (4)
with 2ε.
“⇐”: Choose uj = t1j − ‖M1 − Sj‖. Then, the approximation inequality (2)
follows for k > 1. Note that for k = 1 we obtain Equation 1.

The inequality (4) describes an uncertainty band for the position of the signal
source Mj enclosed by the hyperbolas H(1, �, j, Δt1�j −ε) and H(1, �, j, Δt1�j +ε),
see Fig. 1. We compute the intersections of these areas for all M� for � > 1. If
the intersections of these areas are non-empty, then for these receivers positions
a signal source exists. If these areas exist for all signal sources, then there is
a solution to the approximation problem. So, the test problem is reduced to a
computational geometry problem.

Lemma 2. The intersection of the n − 1 uncertainty bands for a signal source
Sj can be computed in time O(n2).

Proof. We use a sweep line technique where the sweep line is a half-line starting
at the origin M1 rotating around it. This is motivated by the observation that
such a sweep line intersects each hyperbola H(1, �, j, Δt1�j ± ε) at most once.
Furthermore in polar coordinates the intersection band is beyond the union of
all hyperbolas H(1, �, j, Δt1�j − ε) and below all hyperbolas H(1, �, j, Δt1�j + ε).
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In this proof we compute the curve in polar coordinates which is defined
by the farthest points of all hyperbolas H(1, �, j, Δt1�j − ε) on the sweep-line
with angle α. Then we compute the curve of the closest points of all hyperbolas
H(1, �, j, Δt1�j + ε) on the sweep-line with angle α. We describe both points by
the section-wise definition of the curves. Then, we test in linear time (depending
on the number of sections) whether between the −ε-curve and the ε-curve an
area exists.

Curve of farthest points of all hyperbolas H(1, �, j, Δt1�j − ε). Each hyperbola is
only defined in a sector framed by the central angle interval. So, first we compute
the intersection of the angle intervals, which can be done by sorting start and
end angles in time O(n log n). Note that two hyperbolas intersect in at most
two points and that these points can be computed directly. By the definition of
the Davenport-Schinzel-sequences [18] the number of intersections in the curve
is bounded by λ2(n − 1) = 2n − 3.

We compute the curve by starting with the hyperbola H(1, i0, j, Δt1i0j − ε)
corresponding to the start of the intersected angle interval. Then we compute
for this hyperbola all intersections with other hyperbolas H(1, �, j, Δt1�j − ε)
and test whether they cross this hyperbola. We take the first (right-handed
seen from the origin) such hyperbola following the sweep-line approach. So, we
get the next hyperbola corresponding to receiver Mj1 in time O(n). We repeat
this search getting receivers Mj2 , Mj3 , . . . until we have arrived at the end of
the intersecting angle interval. Since the number of intersection is bounded by
2n − 3, the overall run-time is O(n2).

Curve of closest points of all hyperbolas H(1, �, j, Δt1�j + ε). Now we have to
compute the union of all angle intervals of the hyperbolas H(1, �, j, Δt1�j + ε).
Again this can be done by sorting the angles in time O(n log n). If the curve is not
defined over the full range we can use the above method for each disjoint interval.
In the other case we need to compute a starting point. For this we compute
the nearest points (seen from the origin M1) for each of the n − 1 hyperbolas
which can be done in closed form. The hyperbola segment around this point
is part of the solution. Starting from this hyperbola we can use the analogous
algorithm to explore the segments of the curve. Note that in this case the number
of intersections is slightly higher, since one additional intersection may occur
because of the circular nature of the functions yielding λ2(n − 1) + 1 = 2n − 2
hyperbola segments. Again we needs time O(n) for finding the next segment. So,
the overall computation time is again O(n2).

Testing the non-emptiness of the intersection. Both curves are given as sorted
lists of the hyperbolas, according to the angles. Each of them has at most 2n − 1
segments. We join the set of angles and test for each interval on which the
hyperbolas lie and whether intersections occur. For each of the intervals this can
be done in constant time, resulting in an additional effort of time O(n).
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Lemma 3. The test of the feasibility of receiver positions can be performed in
time O(n2m).

Proof. This follows from repeating the above test for all m signals.

3.2 Recursive Search for the Receiver Positions

Now, one could enumerate all grid positions of distance 1√
2 ε and use the test to

solve the approximation problem resulting in run-time O((
√

2/ε)2n−3mn2) much
alike the trivial algorithm. However, there is a much more efficient method which
reduces the time behavior in practical tests. In fact empirical tests point towards
an average run-time of O((− ln ε)n2m) for the now following approach.

We consider a recursive tree construction shown in Algorithm 1, where the
2n − 3-dimensional subgrid is repartitioned by a factor of two in each iteration.
It uses the feasibility test described in the previous subsection. In the uppermost
grid (consisting of only one cell) we choose ε̂ =

√
2 and decrease this value in each

level by a factor of two. If we have reached ε̂ ≤ εtarget the search algorithm stops.
For each level we discard non-feasible sub-cells. This way, we avoid exhaustive
search by pruning the search tree at a higher level. Simulations indicate that in
the long run the number of sub-cells remains at most in the hundreds. However,
we can show only the run-time of the trivial method which is not very efficient.

Theorem 2. Algorithm 1 solves the approximation problem in time
O((

√
2/ε)2n−3mn2).

Proof. The theorem follows already from the trivial test algorithm which tests
all points in the grid. Note that the improved Algorithm 1 also satisfies this
bound.

We prove the correctness of Algorithm 1. Clearly, if the algorithm finds a so-
lution then Lemma 1 implies that it is a solution for the approximation problem.
It remains to show that a solution is always found.

Now consider the solution of the localization problem of M̂i. Then, in a grid
of cell size s for each receiver M̂i there is a point Mi within distance

√
2s with

the exception of M̂1 which we define as M1 = (0, 0). Inequality (4) holds for
ε =

√
2s. Therefore this set of receivers would not be discarded in the feasibility

test as long as ε ≥ √
2s. Algorithm 1 ensures that sub-cells are only erased from

the queue until ε is smaller. Therefore, the cell with center Mi is not removed
from the queue unless a smaller cell containing the solution is inserted.

4 Polynomial Time Approximation for Small Numbers of
Signals

Now, we consider the case where the number of signal sources is small, e.g. m = 3.
Now, we search possible signal locations and test whether these positions are
feasible.
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Algorithm 1. Breadth-first search for ε-environment for n receivers
Require: Given initial guess of receiver positions M := {M1, . . . , Mn}, receiver times

(ti,j)i∈[n],j∈[m], target εtarget
1: queue Q ← ∅
2: M ← (0, 0)n,
3: Q ← Q.enqueue ((0, M))
4: repeat
5: (d, M ′) ← Q.pop()
6: for all b1, . . . , b2n−3 ∈ {−1, 1}2n−3 do
7: M̃ = M ′ + 2−d−1 · ((0, 0), (b1, 0), (b2, b3), . . . , (b2n−2, b2n−3))
8: if ReceiverPositionIsFeasible

(
M̃ , (t∗,∗), 2−d− 1

2

)
then

9: Q ← Q.enqueue
(
(d + 1, M̃)

)
10: end if
11: end for
12: until Q = ∅ or 2−d− 1

2 ≤ εtarget
13: return Q.pop()

4.1 A Test for the Feasibility of Signal Source Positions

We revisit the inequalities (4), but now we consider M� as a variable while
Mk = M1 and Sj is fixed. Given the positions S1, . . . , Sm, we consider all possible
locations for a receiver Mi. These are intersections of disks and complements of
disks. If the intersections are non-empty, then the signal locations are feasible.

Lemma 4. The intersection of the m disks and m disk complements can be
computed in time O(m log m).

Proof. The intersection of m disks can be computed in time O(m log m) [2]. The
union of m disks can be also computed in time O(m log m) [2], which describes
the intersection of the disk complements. Using a sweep line technique one can
now test whether the intersection of these two areas is empty. The time for this
is also bound by O(m log m).

Given the boundaries of the intersections a sweep line method can compute
the intersecting area. The sweep line events occur when the sweep line hits a
segment of the two boundary paths the first time, when segments intersect, or
when the sweep line leaves a segment. All these events can be computed in time
O(m log m) in advance or (for the intersection of the two boundaries) in time
O(log m) when a new boundary segment is introduced. Applying the sweep line
method computes the wanted intersection in time O(m log m), since at most
O(m) events take place.

Lemma 5. The test for the feasibility of signal positions can be performed in
time O(nm log m).

Proof. This follows from repeating the test for all n − 1 receivers.
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Fig. 2. Given a time difference Δt be-
tween a fixed receiver M1 and an un-
known receiver M�. Now, a fixed location
for S1, S2, and S3 is assumed. The hy-
perbolic inequality (4) is satisfied if the
unknown receiver M� resides in a circular
epsilon environment (grey regions).
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Fig. 3. Total run-time of an example
with four receivers and 20 signals on an
Intel Core-i5 quad-core CPU to achieve
precision ε. The recursion level is δ =
0.5 − log2(ε). The run-time is propor-
tional to the number of processed nodes.

4.2 Recursive Search for the Signal Positions

This search is completely analogous to Section 3.2 and Algorithm 1 while we
now search for signal positions.

Theorem 3. The analogous search approximation algorithm solves the problem
in time O(

(√
2/ε

)2m−3
nm log m).

Proof. The trivial grid oriented algorithm testing all positions of in a grid of cell
size ε/

√
2 combined with the feasibility test above yields the run-time.

Again a tree-based search performs better for real-world inputs, but does not
give better worst-case bounds.

5 Empirical Results

We concentrate on the case of four receivers and a large number of signal sources,
since the practical impact of this problem is higher. We have implemented our
algorithm in a computer algebra system as well as in C++. As the inner nodes of
the search tree are independent the problem is inherently parallel. We profit from
this characteristic and execute multiple threads on modern multi-core CPUs.

For our experiments we generate the positions of four receivers randomly in
the unit circle. They are transformed such that the first location is in the origin,
the second is on the positive leg of the x-axis, and the third receiver is in the
upper two quadrants.



Polynomial Time Approximation Algorithms for Localization 141

Now m signals are sampled at random positions in the unit circle. For m we
choose a series from 5 to 50 signals with 100 runs for each number of signals.
The time differences of arrival are calculated and passed to the algorithm, which
is the only information given to the algorithm.

We have evaluated the algorithm in terms of inspected search nodes, search
queue length, duration and correctness of the calculation, i.e. the receiver posi-
tions.

In some under-determined cases with few signal sources, or malicious receiver
positions, where any two receivers are very close to each other, we observe run-
times as indicted by the worst case analysis. Then, the width of the search tree
grows rapidly resulting in high run-times. In these cases we abort the algorithm
after 10 minutes and mark the attempt failed (although the algorithm would
eventually find the solution).

The number of required evaluation steps depends on the location character-
istics of the receivers, on the traversal strategy through the tree, and on the
number of signals. In our simulations we choose breadth-first search, which is
the slowest search type, but with deterministic characteristics. Then, given a suf-
ficient number of signals, the number of traversed nodes varies between 104 and
107 with a cumulation at 105. With decreasing number of signals the algorithm
has increased difficulty to eliminate possible locations, increasing the number of
steps by a factor of 101 and more.

On an Intel Core-i5 machine we could process a number of 105 nodes in about
4 – 8 seconds, running on four processor cores (Fig. 3). A typical execution time
given 40 signals is 8 seconds, which is the mode of the distribution of runtimes,
with some ill-conditioned settings raising the mean to 10.5 seconds. Alltogether,
the typical execution time is 10 seconds with a mean of 44 seconds.

At the current stage our implementation is too slow for real-time applica-
tions on standard PC hardware. However the prospects are great, as the search
algorithm can be so easily run in parallel. On typical computers, and even smart-
phones, the number of processing cores increases permanently and our algorithm
can benefit with efficiency: Our search algorithm does speed up with both higher
core performance and higher number of cores, other than iterative algorithms
which usually profit only from increases in per-core performance.

6 Conclusions and Future Work

In this contribution we have presented what is, to our knowledge, the first solu-
tion for the TDOA-Self-Localization problem given the minimum number of four
receivers. In our model the uncertainties of TDOA measures are expressed by
an ε-approximation scheme, returning the best explanation of receiver locations
for the given time-of-arrival data of signals from unknown locations. If the data
is precise up to an error of ε then also the receiver locations are determined up
to an error in the order of ε.

For refining the estimation of our ε-model we use a fully polynomial time ap-
proximation scheme running in time O((

√
2/ε)2n−3n2m) for the receiver problem
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and in O((
√

2/ε)2m−3nm log m) for the analogous problem of estimating small
numbers of at least three signals. This implies the following corollary.

Corollary 1. The approximation of the four receiver localization problem can
be solved in time O(ε−5m) for m signal sources. The problem of the three signal
localization can be solved in time O(ε−5n) for n receivers.

We have implemented the algorithm in a multi-threaded simulation of random-
ized receiver locations in the unit disc. We could show the feasibility of our
approach and we could show that we traverse the search tree in a couple of
seconds in most cases.

In some cases our approach suffers from an ill-conditioned configuration of the
receiver locations, i.e. some of the four receivers are close to each other or near
to a line, rendering the problem close to under-determined. Then, our algorithm
is forced to generate a very large search tree, resulting in a long duration for the
traversal. However, when we find a solution we are guaranteed that it is correct,
up to the order of ε.

One open problem is whether the intersection of n halfspaces bordered by
hyperbolas can be computed in time O(n log n) like the intersection of disks. To
our knowledge nobody has addressed this non-trivial problem so far.

We have seen that our algorithm suffers from a large search tree in some
cases, and according to that long execution times. There are worst-case inputs
where this is inevitable, i.e. if the receivers are located within a radius of ε. But
also for non-degenerated inputs we see plenty of room for improvements, as we
use Breadth-First-Search for now to traverse the tree in a deterministic manner,
which allows to draw conclusion about the expected run-time.

If we use Depth-First-Search we can use heuristics to choose branches of the
search tree. The task is to develop such a model using elementary approximation
schemes as for example presented in [6] and [17].
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