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Foreword from the CitiSens 2012
Program Chairs

The current volume constitutes the revised proceedings of the First International
Workshop on Citizen Sensor Networks (CitiSens 2012), which includes revised
versions of the papers presented at the workshop. The aim of CitiSens is to
promote and stimulate the international collaboration and research exchange on
novel smart cities and sensor networks topics. This first edition of the workshop
was co-located with the ECAI 2012 conference in Montpellier (France).

The program of this year’s workshop consisted of the presentation of the six
accepted full papers (out of 16 submitted papers), and one keynote lecture. The
accepted papers deal with topics such as crowd sourcing, smart cities, multi-
agents systems, privacy in social networks, data anonymity, or smart sensors.
Each paper was reviewed by at least three reviewers.

We would like to acknowledge and thank all the support received from the
Program Committee members, external reviewers, and the organizing Committee
of ECAT 2012. We would like to warmly thank Josep Domingo-Ferrer for his
support through the UNESCO Chair in Data Privacy.

Last, but definitely not least, we would like to thank all the authors who
submitted papers, all the attendees, and the keynote speaker, Victor Muntés-
Mulero, who accepted our invitation to give a talk entitled “Crowdsourcing for
Industrial Problems” for all the attendants of CitiSens 2012.

Jordi Nin
Daniel Villatoro
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Citizens Sensor Networks
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Abstract. This introductory paper serves as an overview about the rest of the
papers that are contained within this volume. In this article it is presented our
vision of the Citizen Sensor Networks as twofold: one where the citizens are
passive entities that need to be tracked to understand and optimize better the
SmartCities, and the second where the citizens, motivated by their common sense
and using their mobile device to communicate the sensed sample.

Also in this abstract we will introduce the concept of crowd sourcing or crowd
compution and its industrial applications.

1 Introduction

Catalyzed by the Industrial Revolution, cities have become the acting scenario for the
economic trading and exchanges that have derived into the modern economic system.
Due to several factors (such as a reduction of commuting times and increase the in-
teraction capabilities), the population within the cities suffered an outstanding growth
and becoming such organizational structure the predominant and preferred for human
interactions.

This growth has not only represented a significant growth in the population within
the cities but also in the developed infrastructures to make such population increase
sustainable. The infrastructures we refer to range in several typologies: transportation
(roads, highways, underground trains, bus, trams), communications (phone lines, in-
ternet, post offices), health (hospitals, gyms, infirmary houses) or education (school,
universities, libraries) amongst many others.

Trying to improve the control and optimization of urban behavior, city managers
uniformly decided to invest in the improvement of the sensing infrastructures within the
city. The penetration of mobile technologies have resulted in a massive data provision
from their users, continuously sharing information anytime anywhere.

The advantages of this continuous sensing capability are twofold:

— Proactive sensing: The ability to share information through the mobile devices
combined with the humans’ “common sense” transforms any device-holder in a
potential proactive intelligent sensor, which complements the classical continuous-
sensing sensors installed in a certain location with an specific scope, whose per-
formance is based on the detection of anomalous performances. Some successful
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2 D. Villatoro and J. Nin

applications within this line are SeeClickFix (where users can report about any type
of infrastructure in the city) or Waze (this is a crowd-sourced navigator where the
own users update the state of the traffic on the road in real time).

— Passive sensing: In the advent of the SmartCity Paradigm, one of the most chal-
lenging tasks to be solved is understanding the population distribution in real time.
Such information would be of crucial importance for city managers as some of the
services offered to the citizens could be tailored with complete information and
in real time. Classical methods have profited from domain experts in the city or
polling citizens to understand the needs of the citisens.

2  Crowd Sourcing

The generalized use of the Internet and social network platforms has changed the way
human beings establish relations, collaborate and share resources. In this context, crowd
sourcing (or crowd computing) is becoming a common solution to provide answers to
complex problems by automatically coordinating the potential of machines and human
beings working together [53l4]]. Several challenges still separate crowd sourcing from
its generalized acceptance by industry. For instance, the quality delivered by the workers
in the crowd is crucial and depends on different aspects such as their skills, experience,
commitment, etc. Trusting the individuals in a social network and their capacity to carry
out the different tasks assigned to them becomes essential in speeding up the adoption
of this new technology in industrial environments. Capacity to deliver on time, cost or
confidentiality are just some other possible obstacles to be removed. In the main talk of
this workshop, the plenary speaker Victor Muntés-Mulero, will discuss some of these
issues, provide solutions to improve the quality in systems based on the use of crowd
sourcing and present a real industrial problem where we use the crowd to leverage the
work capacity of geographically distributed human beings.

3 Sensing the Citizens to Create a Smart Sensor Network

Nowadays, many people have become Internet citizens or Web-enabled social citizens;
the use of smartphones enables such citizens to easily connect to the Internet to up-
load lot of data, this fact gives to such devices the ability to act as sensors. Thus, the
term citizen-sensor network refers to an interconnected network of people who actively
observe, report, collect, analyze, and disseminate information via text, audio, or video
messages [6]]. A possible example of social sensing is depicted in Figure[l

This combination of human-in-the-loop sensing, Web 2.0, and mobile computing
has led to the emergence of several citizen-sensor networks [[7]]. In particular, Web 2.0
fostered the open environment and applications for tagging, blogging, wikis, and social
networking sites that have made information consumption, production, and sharing so
incredibly easy. However, two significant developments in mobile computing helped
enable citizen-sensor networks as we know them today: enhanced features such as GPS
capability and cameras became a standard part of most mobile devices, and large com-
panies created open mobile operating systems, such as Apple’s OS X for the iPhone
and Google’s Android.
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Fig. 1. Social Sensing Platform Example

For instance, Microblogging, in which users share short messages and pictures, typi-
cally over the Web, it is of particular interest to citizen-sensors [83]]. This relatively new
technology emerged on the Web in 2006 and achieved widespread adoption extremely
quickly. This technology allows us to discover citizens behavioral patterns have been
analyzed using several sources of information. In the work “The TweetBeat of the City:
Microblogging Used for Discovering Behavioural Patterns during the MWC2012”, the
authors present how this behavioral patterns can be analyzed using Twitter as a source
of data. Social Media platforms act as an incentive where users share their content. This
act of sharing in these types of platform has become more immediate with the usage of
mobiles devices and users are more prone to share “while it happens”. Profiting from
the public availability of the information published in Twitter, and the possibility to at-
tach GPS positions to the metadata of the tweets, authors analyze the different patterns
of activity in the city of Barcelona with and without the presence of an event. Authors
analyze how we can profit from the information shared in those platforms to use citizens
as sensors of their own activity.

However, and even though we can profit from the information publicly shared by
the users in Social Media platforms, this information has to ensure the anonymity of
the users. In the work “On the Protection of Social Network-Extracted Categorical
Microdata”. Their specific case of study is to extract and protect microdata datasets
from a real social network such as Twitter. Authors analyze how different levels of -
anonymity ensures that the information can be publicly released for research without
compromising the identity of the users and without having a very large information loss
on the protected microdata file.



4 D. Villatoro and J. Nin

In many cases the usage of a single sensor cannot be enough to obtain all the in-
formation about the object/process that is sensorized. In such cases, more than one
sensor needs to be deployed to capture all the information [2/1]]. In the work “Multi-
agent coordination of Wireless Sensor Networks”, authors propose a self-organization
algorithm, called Coalition Oriented Sensing Algorithm (COSA), for sensors to cor-
rectly coordinate while maximizing the life span of the overall sensor network. The
main contribution of this algorithm is extending the life span of the different sensors
while guaranteeing their good performance.

Apart from these more theoretical works, more practical examples of how to apply
citizen sensors have been also described. For instance, one example of a multi-sensor
architecture for sensing the citisens is the one presented in the work “Incorporating
Mobility Patterns in Pedestrian Quantity Estimation and Sensor Placement”. In this
work, authors present an analysis of sensing the visitors attending to a soccer stadium,
using a Bluetooth approach. The empirical analysis on real world data collected with
Bluetooth tracking technology during a soccer event at a soccer event at Stade des
Costieres in Nimes (France). This work represents a real-example of the problem of
sensing the citizens even though at a lower scale than the city. The most important
contribution of this paper is a novel method to determine where a fixed number of
automatic pedestrian quantity sensors is to be located during a mass event in order to
get an adequate estimate on the presence of the visitors within the site.

4 Citizens: The Smartest Sensor

The high level of citizen participation in disseminating information during last years
demonstrates the growing power of citizen influence on real life events. Using Flickr or
Twitter ordinary people can share their views of the events as they unfolded.

This is the case of sensing public transport incidents as it was described in work
“Users as Smart Sensors: A Mobile Platform for Sensing Public Transport Incidents” .
Here, the authors present us with a mobile app developed to notify and be informed
about the incidences of the public rail network in the Barcelona metropolitan area. This
type of application is a clear example of the proactive sensing performed by the citizens.
The success of this type of application is on the critical mass necessary to obtain a repre-
sentative sample of the reality that is trying to sensorize. Authors have been successful
obtaining such critical mass thanks to a combination of a clear presentation of the ben-
efits of the application to the own users and a publicity campaign. The other challenge
that authors have proposed as future work is the research on methods to maintain the
fidelity of users.

This type of works develops the concept of Sentient City, a city that can remem-
ber, correlate, and anticipate future events and needs. To do that, it is necessary to aim
technologies to interconnect people, allowing them to actively observe, report, collect,
analyse, and disseminate information about urban events. This is the job done in “A
Platform for Citizen Sensing in Sentient Cities”, authors present an unified framework
that bases its functioning in the citizens as sensors. This platform is an effort of /IBM
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specifically targeted towards the next events in Brazil: the 2014 World Cup and the
2016 Olympic Games. Three examples presented in the paper cover the detection of
garbage in the streets, as well as the detection of areas of inundation and finally, the
identification of traffic jams.

5 Conclusion

In this brief overview, we have presented three different scenarios where citizen sensor
networks largely impacts in our daily life. Several issues on sensing aspects, intercon-
nection and /or integration of sensors and humans still require from considering many
computational aspects in order to improve the performance and quality of the actual
solutions for smart cities. Distributed computation, a smarter use of network communi-
cations, the reduction of the energy required for sensing, new applications, etc. are just
some of the topics that might feed this workshop.

Acknowledgments. We thank the Spanish MEC for its partial support through the
project ARES-CONSOLIDER INGENIO 2010 CSD2007-00004. Also, this research is
partially supported by the Spanish Centre for the Development of Industrial Technology
under the INNPRONTA program, project IPT-20111006, “CIUDAD2020”
(www . innprontaciudad2020.es).

Finally, we would like to acknowledge and thank all the support received from the
program committee members, external reviewers, and the organization committee of
ECAI 2012. We would like to warmly thank Josep Domingo-Ferrer for his support
through the UNESCO Chair in Data Privacy.
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Abstract. The generalized use of the Internet and social network platforms has
changed the way human beings establish relations, collaborate and share resources.
In this context, crowdsourcing (or crowd computing) is becoming a common so-
lution to provide answers to complex problems by automatically coordinating the
potential of machines and human beings working together. Several challenges still
separate crowdsourcing from its generalized acceptance by industry. For instance,
the quality delivered by the workers in the crowd is crucial and depends on differ-
ent aspects such as their skills, experience, commitment, etc. Trusting the individ-
uals in a social network and their capacity to carry out the different tasks assigned
to them becomes essential in speeding up the adoption of this new technology
in industrial environments. Capacity to deliver on time, cost or confidentiality are
just some other possible obstacles to be removed. In this paper, we discuss some of
these issues, provide solutions to improve the quality in systems based on the use
of crowdsourcing and present a real industrial problem where we use the crowd
to leverage the work capacity of geographically distributed human beings.

1 Introduction

For many years, we have seen a huge increase in the use of sophisticated systems
that have enabled world-wide collaboration through our home PCs and, more recently,
through ubiquitous hand-held devices. The purposes are as numerous as they are var-
ied: content sharing, whether through blogs or many well-known peer-to-peer (P2P)
applications; collaborative computation, starting from the early SETI@home project
(setiathome.berkeley.edu) that was one of the first large-scale grid computing instances,
and other examples.

People are gaining awareness of the power of collaborating through the network. We
have recently seen national revolutions, like in Egypt, where people organized them-
selves using digital platforms. The crowd is becoming aware of its power, and the next
natural step is to enhance the tools and modalities for collaborative computing. Pow-
erful devices, like smartphones and tablets, are able to carry out an impressive amount
and array of computation. P2P computing has shown to be feasible and efficient. We
have some examples, such as Skype, that show the model is valid and can challenge
serious cloud-based competitors, such as Google Voice.

J. Nin and D. Villatoro (Eds.): CitiSens 2012, LNAI 7685, pp. 6-18] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Not only machines but also real people are connected to the network combining their
computing and thinking capacity. Trends seem to be pointing to this model as gaining
the position to complement (or perhaps substitute) cloud computing: connecting people
and machines in a single network. Nowadays, millions of people are asynchronously
analyzing, synthesizing, providing opinion and labelling and transcribing data that can
be automatically mined, indexed and even learned. Therefore, there is not much differ-
ence between this and classical computing: the crowd is working online, taking digital
data as input and yielding digital data as output. The main difference is that human
brain-guided computation is able to perform tasks that computers can hardly do, at
overwhelming speeds. Tagging a picture or a video based on their content or answering
questions in natural language, are just a couple of examples.

In this paper, we discuss about the typology of problems that can be solved through
crowdsourcing at an industrial level and the main challenges to be solved to make
this technology generally adopted. We present two elements that we consider essential
for quality. First, we propose the Action-Verification Unit (AV-Unit), a quality control
mechanism that helps organizing the crowd to not only perform actions, but also eval-
uate the quality of the results during the process. Second, we propose to use rewarding
systems based on the quality delivered by each single worker. Also, we present a real
industrial example: a crowdsourcing platform for translation that it is being developed
by CA Technologieﬂ using AV-Units. The system we present is novel in the sense that
it proposes a model to perform a large number of tasks in parallel, and uses multiple lev-
els of verification to ensure industrial quality standards. To our knowledge, it is also the
first proposal that adds a quality-aware rewarding system that rewards workers based
on a ranking that measures the quality of their work. Finally, our system allows sizing
tasks at our convenience in such a way that we avoid the problem of the lack of context
in translations based on isolated sentences.

This paper is organized as follows. Section[2]describes the state-of-the-are in crowd-
sourcing and presents some industrial applications that use crowdsourcing in order to
solve non-trivial problems. In Section[3] we present a method to strengthen the capacity
of the system to provide quality in the results. We also discuss about rewarding methods
and scalability. Section [l presents an example of a crowdsourcing platform developed
at CA Technologies. Finally, Section[3lconcludes and draws some future research lines.

2  Crowdsourcing

The term crowdsourcing was used for the first time by Jeff Howe in 2006 [§]], referring
to the increasing practice of outsourcing task to internet as an open call over a vari-
ety of users. Since then, crowdsourcing has evolved to exploit the work potential of
a large crowd of people remotely connected through the Internet. For instance, recent
work studies different typologies and uses of crowdsourcing and proposes a possible
taxonomyin [[6]. They categorized crowdsourcing depending on different methodolo-
gies and processes divided according to several dimensions that are shown to impact

! CA Technologies is a worldwide software and solutions provider that helps customers to make
ICT management more agile, secure and flexible.
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the behaviour of workers within the crowd, and the tasks that can be outsourced to the
crowd.

As this idea increases in terms of popularity, several general purpose crowdsourc-
ing platforms have appeared in the last years. For instance, Amazon Mechanical Turk
(mturk.com) is a crowdsourcing marketplace that enables companies or individuals to
utilize the human intelligence to perform tasks that are difficult for computers. The re-
questers post tasks known as Human Intelligence Tasks (HITs) that can be viewed by
workers. Other examples like CrowdFlower (crowdflower.com) or ClickWorker (click-
worker.com), extend Mechanical Turk capabilities offering a variety of crowdsourcing
services. They improve quality by using gold standard units, redundant reviews of each
data unit, etc. Their workflow management system divides complex tasks into smaller
units and distributes them among the crowd based on the profile of individuals.

Quality control is a key point in crowdsourcing and it changes depending on the
nature of the task which is crowdsourced. For instance, on the one hand, Lease and Yil-
maz [10] show how the results obtained from the crowd are more inaccurate compared
to laboratory participants. On the other hand, Yan et al. [14] present CrowdSearch, a
system to search images on mobile phones using the crowd. In their work they show
that workers are able to achieve over 95% precision. Other lines of research study the
effect that different rewarding systems have on quality. For instance, Harris [7] shows
that financial incentives actually encourage quality.

Crowdsourcing markets are traditionally used for simple and independent tasks. For
example, labeling an image or finding relevance between search results. In [9], the au-
thors present a framework that enables solving complex and interdependent tasks us-
ing crowdsourcing markets. The authors follow an approach similar to MapReduce for
breaking down a complex problem into a sequence of simpler subtasks. The subtasks are
solved in parallel by the crowd and the results are combined to form the final solution.

In the use case presented in this paper, we focus on the use of crowdsourcing for
translation and, especifically, on software localization. Several research works are based
on the use of Amazon Mechanical Turk for translation [4)5011416]. Zaidan et al. [[16]]
propose some factors to select a good translation among a set of different versions.
These factors include the workers country of residence, native language, etc. and each
factor has a weight. In this way, the total score is calculated for a specific translated text.
Experimental results show that some translations turn out to be very close in quality to
the ones made by professional translators. Two other studies [2l4] investigate the use of
crowdsourcing to evaluate the output of machine translated natural language. Gao and
Vogel [15] present a case study of word alignment tasks performed by crowd on Amazon
Mechanical Turk and Matteo et al. [11] use crowdsourcing to create corpora to feed and
enrich Statistical machine translation. Other studies focus on using crowdsourcing for
post-editing tasks. Bernstein et al. [3] propose the Find-Fix-Verify pattern to perform
tasks like text shortening and proofreading. They split the tasks into a series of stages
that utilize independent agreement and voting to produce reliable results.

However, these systems might not be suitable for implementing an industrial soft-
ware localization process for two main reasons. Firstly, these systems are based on the
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resolution of very small tasks, mostly at sentence level, and their entire quality assur-
ance methodology is based on this reduced amount of information. Secondly, many of
them use automatic evaluation methods like BLEU [12]] and METEOR [1] to evaluate
the quality of translation. These methods however rely on the existence of pre-computed
golden translations. Golden translations are rarely available for unpopular languages
and cannot be used for new texts. Thus requiring human intervention to decide which
translations are to be accepted and which not, adding an additional managerial layer to
the process.

2.1 Isthe Crowd a Universal Solution for Industry?

Not any problem in industry is suitable to be crowdsourced. First of all, many processes
are and can be automated by machines instrumented with intelligent Al-guided algo-
rithms. Secondly, many processes will always require an onsite workforce to manage
and monitor the operations. However, between these two a wide variety of applications
will be suitable to be crowdsourced. To determine whether a process can be crowd-
sourced we detect a set of proprietary characteristics that must be taken into account:

— Activities must not be easy to automate: crowd computing activities usually re-
quire to perform actions that are better solved by the human brain than by currently
available algorithms. Usual examples are tasks where creativity is essential, such as
the proposal of new designs; tasks where the geographic distribution of the individ-
uals provides a higher quality access to information; or tasks where the complexity
of the problems posed are so high that there are not predefined mechanisms to solve
them. A more complete survey on the type of tasks suitable for crowdsourcing may
be found in [[15]].

— Information involved in the process must not be confidential: since data must
be sent to the crowd, processes that involve sensitive information are not suitable
in general for this type of solution, unless data is preprocessed first, for instance,
applying anonymization techniques. On the positive side, crowdsourcing also miti-
gates concerns about loss of privacy, since a single provider does not have a global
view of anyone’s data. Later on in this paper, we will see a real example that ben-
efits from crowd distributing data so that nobody has a complete picture of all the
documents.

— Training must be simple or highly automatic: complex training processes are not
suitable for crowdsourcing since this would imply training thousands or even mil-
lions of people, which would be unaffordable.

If these conditions hold, the use of crowdsourcing has multiple advantages. First, crowd-
sourcing delivers elasticity. Analogously to cloud computing, by working with the
crowd, we have a virtually infinite number of resources that may be allocated and deal-
located depending on the workload. Therefore, crowdsourcing offers flexibility in pro-
cesses that include human beings. Secondly, it eliminates middlemen costs. By building
a platform to manage the crowd automatically, we gain direct access to the final work-
ers, eliminating intermediate vendors that increase the cost of services.
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Real Industrial Applications of Crowd Computing. Crowd computing has been suc-
cessfully used for industrial applications. Some tasks which are difficult to automate,
such as those based on innovation and design, are good candidates for crowdsourcing.
NamingForce (namingforce.com) or Threadless (www.threadless.com) are just two ex-
amples. Other examples are focused on technical areas. For instance, InnoCentive (in-
nocentive.com) is a problem solving marketplace that brings together solution seeking
companies and problem solvers dispersed all over the world. TopCoder (topcoder.com)
uses the crowd so solve complex programming challenges. There exist many other ex-
amples such as testing, like in the case of uTest (www.utest.com), or journalism, like
OpenFile (openfile.ca).

3 Quality, Motivation and Scalability

Three main challenges when developing a crowdbased system can be found in quality,
motivation and scalability. This section proposes an approach to deal with the questions:
(i) how to deliver quality when working with the crowd; (ii) how to motivate the crowd
to participate in industrial processes; and (iii) how to make systems scalable.

3.1 Quality Based on Organized Verification

Crowdsourcing is sometimes associated to low quality. The participation of a massive
amount of people who are geographically distributed is intuitively assumed to be a
barrier for quality. In general, it is difficult to establish automatic mechanisms in order
to monitor quality in crowd-based systems, since the lack of automatic methods to solve
problems usually imply a poor definition of quality and a high complexity in order to
establish a universally accepted quality measure. How do we measure the degree of
innovation of an idea, the beauty of a proposal or the best style for a text? These are
measurements that are highly dependant on subjectivity. Nevertheless, many previous
proposals are still based on methods to monitor quality based on automatic measures
or golden solutions, which might not be realistic in many different scenarios. In this
section, we propose a general mechanism to crowdsource the evaluation of quality in
the crowd. In order to build a trustworthy crowdsourcing system effectively, we need
to work on two essential aspects: mechanisms to coordinate workers to guarantee the
proper evaluation of quality, and a reliable mechanism to monitor the skills of workers.

Crowd-Based Quality Evaluation. In this section, we propose a general mechanism
in order to guarantee quality when working with the crowd. The basic idea of our pro-
posal is that human beings are the best quality evaluation method in many situations.
Therefore, we propose to subdivide any complex task in a series of subtasks that we
call Action-Verification Units (AV-Unit). An AV-Unit establishes a relationship pattern
between the workers of the crowd to help them work collaboratively to provide a higher
degree of quality.

Figure [ depicts an AV-Unit. An AV-Unit is divided into two phases: Action and
Verification. In the Action phase a single worker performs a specific action. In the Veri-
fication phase a set of workers verify the quality of the output generated in the previous
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Fig. 1. Action-Verification Unit (AV-Unit)

Action phase. If the workers in the Verification phase consider that the quality provided
is below a certain threshold, they might ask the first worker to repeat or improve the ac-
tion. This process may be repeated iteratively until the output has reached a certain level
of quality or the workers in the Verification phase decide to substitute the initial worker
(or the worker is not available anymore). In practice, the Verification phase in the AV-
Unit acts as a quality filter barrier, that does not allow to proceed with the process until
the quality of each step in this process is approved by a set of human evaluators working
collaboratively.

Figure [2] presents an example where a complex process is defined as the composi-
tion of AV-Units. It is important to remark that AV-Units do not necessarily have to be
organized sequentially, and it is possible to create a complex network of interconnected
AV-Units to solve complex processes.

Fig. 2. Example of a use of AV-Units for general and complex problems

Measuring Trustworthiness with Worker Ranking. The success of AV-Units may
depend highly on the profile of the workers. Involving many workers with poor skills
in an AV-Unit, might have a negative impact on quality. In many industrial processes,
quality standards are high and trusting the individuals in the crowd and their capacity
to carry out the different tasks assigned to them becomes essential. Because of this, a
primary concern of the system is to monitor workers in order to evaluate their skills.
Beyond AV-Units, we propose to develop crowdsourced industrial applications that
take into account the quality produced by the actions done by the workers in the system
and, their behaviour in general. For this, we propose to use ranking systems that are
dynamically modified as the worker yields results and interacts with other workers in
the system. Specifically, there are several aspects that might influence a ranking system:
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— The quality measured from the output of the work produced by the workers in the
crowd: it is necessary to establish rewarding and penalty measures that modify the
ranking of the workers in the crowd. In general, the actions with a higher impact for
workers are those performed in the Action phase of an AV-Unit. However, it would
be also possible to modify the ranking of workers based on their activity when they
are acting in a Verification phase.

— The behaviour of the workers in the crowd: other aspects might influence the rank-
ing. For instance, a worker might click very fast in order to get solutions quickly
and get an economical reward. Although, improper behaviours will lead with high
probability to bad quality, taking into account behaviour patterns may help to multi-
ply the positive or negative impact of action in the corresponding worker’s ranking
and speeding up the detection of incorrect behaviours.

The main idea behind using ranking systems is that a worker with a higher rank will be
more trustworthy than other workers with lower ranks. As we mention at the beginning
of this paper, establishing methods to automatically measure quality is complex, spe-
cially if we take into account that problems suitable for crowdsourcing are those which
are not easy to automate.

3.2 Pay-per-Quality Rewarding System

There might be many different motivations for people to participate in a crowd-based
process, ranging from their willingness to participate in a collaborative process to build
something new, their will to help the community or their interest to be rewarded eco-
nomically. Most industrial applications, if not all, pursue lucrative objectives. Because
of this, industrial applications based on the crowd are quite more constraint in terms
of motivating the crowd and tend to reward workers economically. The work presented
in [[13]], for instance, confirms the importance of money compared to other motivations.
We may still classifiy the different crowd systems depending on the rewarding model
they use:

— Best-gets-paid systems: usually, in this type of systems, only the best workers get
rewarded. In general, the system provides the tools to present ideas or solutions to
a specific problem and a voting system for the crowd to decide the best proposals.
This philosophy usually allows to reduce costs drastically and obtain very good
quality, although it is in general unfair for workers, given that most of them work
and are not rewarded, potentially becoming a source for lack of motivation.

— Pay-per-Work systems: in this case, workers are in general rewarded by the amount
of work done. This is for instance the philosophy of Amazon’s Mechanical Turk,
where workers execute Human Intelligence Tasks (HITs) and get a predefined
amount of money for it.

However, these two systems do not take quality into account. In this section, we propose
to couple quality and the rewarding system. With this purpose, we propose to build
crowd-computing systems based on a variant of a Pay-per-Work system. We call them
Pay-per-Quality systems. The fundamental idea is that workers get paid for their work,
but the amount that each worker receives depends on the profile of the worker. In other
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words, the rewarding system depends on the rankings of the workers. In this way, a
trustworthy worker will be better rewarded than an unexperienced worker, or a worker
with lower skills in general. In the following section, we present an example.

3.3 Scalability

Since one of the key aspects of crowd computing is elasticity, we must provide crowd-
based system with mechanism in order to cope with large problems as fast as possible.
Because of this, parallelization becomes essential. There exist several paradigms in
order to parallelize the execution of a task in a set of distributed computers. Among
those MapReduce has become one of the most popular because of its simplicity and
its capacity to scale. In [9] authors discuss MapReduce as an interesting alternative to
parallelize tasks in a crowd-based system.

4 A Practical Industrial Example

For over ten years, CA Technologies has been developing and using machine translation
technologies and tools to support software localization activities. Like most large soft-
ware vendors, CA Technologies continuously improves its processes to reduce the cost
of translation and increase the number of languages it supports. The most expensive
and time-consuming phase of the localization process is the post-editing performed by
human translators of the output produced by automatic machine translation, especially
when this step has to be outsourced to external translation service providers.

In this section, we present a new semi-automatic management platform that allows
the integration of crowd computing for reducing the cost of post-editing phase in soft-
ware localization. Following the ideas presented in previous sections, in our system
quality will be monitored and stored in individual records which will depend on the
quality of the texts translated by each worker. Note that this problem fits the three pre-
requisites described at the beginning of this document: (i) machine translation does not
deliver sufficient quality, (ii) translating a user guide or a user interface does not require
complex training process and these training processes can be automated, and (iii) the
information handled is only partially confidential.

4.1 Limitations of the Current Localization Process

Before describing the platform, we summarize the main motivations that lead to the pro-
posal of a crowd-based system. The main limitations in the current localization process
are:

— Long time-to-market periods for non-English versions of our products: prod-
ucts translated to languages different from English are usually released several
months after the English version release because the localization process is time-
consuming.

— Changing workload management: the translation workload is heterogeneous and
there are some peaks during the year when a large number of products are released
together. Hence, the localization teams cannot cope with the situation forcing the
outsourcing of part of the work to external translation service providers.
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Fig. 3. Use of crowdsourcing for software localization

— High cost of extending our market to countries speaking languages that are cur-
rently not translated: in order to translate to a large number of languages, and open
the possibilities for the company to explore new markets, the current approach does
not work. Firstly, it is not easy to find translators for all languages. Secondly, it is
economically expensive and thus unfeasible in general to hire a team of translators
for every language, especially for emerging markets in some countries where the
number of products sold is not expected to be huge.

— High cost of software localization for languages we currently translate: com-
panies invest several million dollars in localization per year both in internal and
outsourced localization.

4.2 Building a Crowdsourcing Platform for Software Localization

The objective of our platform is to overcome the above-mentioned issues. In Figure 3
we describe the usual process followed to localize a user guide. The source texts go
through the machine translation engine and a first automatic translation is produced.
Usually, the original and the machine-translated texts are sent to human translators that
post-edit the text written in the target language. After this, the text is ready to be pub-
lished. When the amount of work exceeds the capacity of the translators, the localiza-
tion has to be outsourced. With our proposal, our goal is to crowdsource work instead
of outsource. Our trustworthy crowdsourcing platform consists of:

A model to divide a task into subtasks to be distributed among the crowd.

A ranking function to evaluate the quality of the translations generated by a user.
A model to organize tasks for its parallel execution based on the MapReduce phi-
losophy.

A quality-aware rewarding system to remunerate workers based on the quality of
their work and other aspects that may range from their training to their location and
native language.

A quality-aware task sequence organization system that guarantees a minimum
level of quality independently of the quality of translators, based on AV-Units.
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Fig. 4. Example of the use of AV-Units for the localization problems. Blue: bilingual. Red: mono-
lingual.

We divide a task into smaller subtasks that can easily be solved by an individual worker.
E-g auser guide containing roughly 100,000 words is divided into subtasks of 2000 words
each. This is different from other existing approaches that divide tasks into sentence level
or paragraph level subtasks thus losing the context of the text. Our selected subtask size
is both convenient for a worker to solve in reasonable time and also preserves the context.
Workers work on different jobs like post-editing, fixing errors, verifying, etc. We have
developed a quality control system, which comprises two AV-Units to provide quality in
the final translation. An important aspect of this system is that, since the quality of their
work directly affects the reward obtained after finishing a task, this motivates workers
to emphasize on quality. Also, the quality control algorithm adapts to the availability of
workers. If high ranked workers are available, a small number of them are assigned to a
task. However, if only low ranked workers are available, this number is increased.

The platform manages workers automatically. The software localization process is
carried out by professional and non-professional from around the world, while the qual-
ity of translations is being maintained by the systems itself.

Quality and Scalability. In Figure[d] we show a possible division of the post-edition
process into two AV-Units. In the first AV-Unit, the action consist in post-editing the text
given the original text in English and the machine translation in the target language. The
second AV-Unit is designed in order to review fluency and naturality in the target lan-
guage of the translated text. The workers participating in the first unit are bilingual, and
those participating in the second can be monolingual speakers of the target language.

Also, in order to achieve a large degree of scalability, we use a MapReduce approach.
In the mapping phase, texts are run through the different phases described before. In the
reduce phase, post-edited text are merged back to a single document. Figure[8] describes
this process visually.

Advantages of Using Crowdsourcing in This Example. Besides the obvious bene-
fits of crowdsourcing, namely scalability, elasticity, etc., the use of this type of crowd-
sourced platform reduces the cost of the software localization process significantly. It
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Fig. 5. Crowdsourced tasks are organized following a MapReduce strategy

solves the problem of finding translators for less popular languages because it allows
for the participation of any remote translator around the world, and it improves quality.
Specifically:

— We leverage the capacity provided by the crowd to interact one-to-one with trans-

lators, increasing quality and agility. Third-party systems are blackboxes, even if
they are based on crowdsourcing strategies. When we work with localization ser-
vice providers, quality issues usually arise. Many times this is due to the fact that
translators are not familiarized with our products or even with the IT domain. When
this happens, we have to send back translations to the vendor and this is very time-
consuming. With this platform, we are able to make the process much more agile,
since workers are exclusively trained through our products and documents and we
can resubmit work directly to them, if necessary.

We eliminate middleman costs. Existing translation service providers get a margin
for their services.

We have full control of all the real costs, specifically of the per-word rate paid to
translators. Due to the socioeconomic situation of the countries speaking a certain
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target language, it is a common practice that the per-word rate varies from language
to language. For example, the per-word cost for a translation into German is higher
than the per-word rate for a translation into Russian.

— We gain control in terms of confidentiality. Since we are sending our information
to the network, security is one of the issues of crowdsourcing. By using the pro-
posed platform, it is possible to establish your own security measures. For instance,
we decide how to partition the documents and who we send information to. On the
contrary, with third-party services, we rely on security measures that are not under
our control, but information is still sent to the people distributed around the world.

By using this system costs are reduced, CA Technologies will gain immediate capacity
to translate to any language in the world and time-to-market of CA Technology products
will be significantly reduced.

5 Conclusions and Future Work

It is time for industry to start thinking about real-time and real-world crowd computing.
Managing human beings automatically and helping them to collaborate with parallel
machine processes will be a way to reduce costs and a competitive advantage for all
those companies adopting the power of the crowd. In our dynamic world, elasticity
becomes essential, human intervention is unavoidable and quality a key requirement.
These three components converge to make crowdsourcing one of the most promising
ideas to leverage the power of social networks. Nevertheless, new ethical issues arise.
In existing systems workers are vulnerable to the whims of employers. Therefore, new
legislations will have to be developed in order to create a fair work marketplace.

In the near future, new algorithms will have to be devised and more sophisticated
ranking systems will be designed in order to improve the quality provided by the crowd.
Several aspects such as confidentiality preservation in crowd computing systems will
also become essential. In the specific area of localization, new methods have to be
devised in order to preserve the style coherence on large documents.
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Abstract. Wireless Sensor Networks (WSNs) are generally composed
of a large number of battery operated nodes with limited capacities.
Therefore, a main challenge in the management of a WSN is how to
reduce the energy consumption while maintaining a good quality of the
sensed data. Artificial intelligence techniques like multiagent coalition
formation can help on this. In this paper we propose an algorithm called
Coalition Oriented Sensing Algorithm and test it in a realistic scenario.
We experimentally show how this new algorithm allows nodes to self-
organise: nodes perform a good monitoring of the environment while
maximising the life span of the overall sensor network.

Keywords: Wireless Sensor Networks, Sensor Coalitions, Resourse Sa-
ving Strategies.

1 Introduction

Wireless Sensor Networks (WSNs) are networks formed by a large number of
battery-operated sensing nodes to develop monitoring tasks in different environ-
ments. Each node is a low-cost, low-consumption device of limited capabilities,
yet able to sense its environment and communicate wirelessly. As the nodes are
cheap and easy to deploy, this technology allows to perform surveillance tasks
in very large physical spaces. Moreover, the large numbers of nodes make these
networks very robust to individual node failures, enabling them to operate in
remote, hazardous environments. These characteristics, plus their non invasive
nature, make WSNs appropriate for a great range of monitoring applications.
As a result, WSNs have been applied to a number of different domains, such
as environment monitoring, security control, military surveillance, and traffic
control.

Depending on the application environment and its accessibility, the challenges
posed by these systems can be more or less acute, especially those referred to
the limited energy availability. Multiagent System (MAS) technologies can help
in alleviating such constraints by introducing coordination mechanisms between
Sensors.

In MAS approaches, the nodes are understood as agents that can coordinate
among themselves to improve their efficiency. This paper exploits that multiagent
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viewpoint to develop energy-saving data treatment strategies for WSNs. This is,
nodes will coordinate to extend the life span of the network while maintaining a
certain quality of the information transmitted (the main purpose of the network).
In a generic scenario, the task of a sensor is to sense the environment and relay
the collected data to a server node, the sink, where this information is further
processed.

The main contribution of this paper is the Coalition Oriented Sensing Algo-
rithm (COSA). COSA aims at exploiting the periods of invariance in (parts of)
the environment. It implements a strategy for (not necessarily optimal) coalition
formation in WSNs. Thereafter, only coalition leaders have to sense and trans-
mit information, allowing the rest of the nodes to save energy. This is, COSA
implements a mechanism that provides a trade-off between information accuracy
and energy consumption.

As a result, the network’s life span is increased at the expense of reporting
less data to the sink. However, coalitions are made in such a way that the non-
transmitted data do not cause a deterioration in the system performance. COSA
is fully distributed in the network and robust to failures in individual nodes. Also,
it assumes that the nodes are fully cooperative, as WSNs are built to serve the
owner’s goal.

Thereafter, we demonstrate the benefits of COSA by means of an empirical
evaluation. Since deploying a full sensor network requires big investments, the
experiments have been carried out in a simulation environment. Therefore, we
modelled a scenario where the sensors are deployed along the course of a river,
with the objective of monitoring it to detect sources of pollution. The simulation
has been implemented using RepastSNS, a simulator especially designed to test
sensor networks from a multiagent perspective. Further, we also run simulations
where the sensors do not cooperate, sensing and transmitting data indepen-
dently. The obtained results show that COSA is able to significantly extend the
network’s lifetime, without losing accuracy of the information received at the
sink.

The rest of the paper is organised as follows. In Section 2, we revise some
important contributions in the area of WSN and coalition formation in MAS.
Section 3 is dedicated to the presentation and characterisation of COSA. The
simulation model that we have used to test it is described in Section 4. Section
5 presents the experimental results obtained and finally, conclusions and future
work are discussed in Section 6.

2 Related Work

From a MAS perspective, coalitions represent a fundamental form of organisa-
tion, as it allows the agents to organise themselves in coalitions. Agents then
cooperate within the coalition in order to share resources or reach shared goals
that cannot be achieved individually. Agents’ association to perform a task has
been considered almost from the initial conception of the MAS paradigm. The
approach taken for the design of these coalition or groupal strategies have evolved
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as the MAS application environments diversified. Therefore, a whole range of dif-
ferent coalition formation (CF) mechanisms exist depending on the conditions
and characteristics of the application scenario and the nodes composing the net-
work.

The application of CF techniques to distributed sensor networks has been
investigated by numerous researchers, as it is the case of [I]. In this work, a
negotiation process and individual utility calculations lead the agents to discover
their organizational relationships and, according to them, to group establishment
for tracking tasks.

As typically deployed in dynamic scenarios, sensor networks should be inher-
ently adaptive. Based on this idea, the Dynamic Regions Theory was proposed
in [2]. According to this theory, the network partionates itself into several re-
gions based on the individual nodes’ current circumstances and the system global
policy.

The influence of the network topology structure in a MAS perfomance for
task solving has also been considered in different approaches, [3/4/5]. In these
cases, the system divides itself into disjoint groups in order to accomplish the
demanded tasks.

In the work of [3], agents can rewire their connections to their neighbours to
form better coalitions. This can be done according to their degree of connectivity
or a performance-based policy. The decision factor for rewiring in [4] is the si-
milarity among neighbours and some task and group success indicators. Finally,
the work of [5] enriched the previous one by considering a more realistic coalition
model. However, none of these three approaches takes into account the energy
consumption and the cost derived from the rewiring pocilies.

Saving energy is one of the main objectives pursued by clustering algorithms
proposed for WSNs, such as LEACH [6], EEHC [7] and HEED [§]. All these
algorithms divide the sensor network distributedly into a set of non-overlapping
clusters, each of them with a cluster head which is in charge of sending the col-
lected data in the group to the sink. Our approach differs from these works in the
way the cluster head is chosen, as the characteristics of the own node, its state
and the perception their neighbouring nodes have of it are taken into account. A
more recent approach to this problem is presented in [9], where a cluster based
routing algorithm is introduced. In this case, the base station determines which
the cluster heads are and implements also a centralised predictive filtering algo-
rithm to decrement the amount of transmitted data. In contrast, we propose an
approach in which the nodes make autonomous decisions without any centralised
control.

In the same vein of reducing the number of transmissions, but far from the
coalition/group perspective presented above,the work in [I0] proposes an algo-
rithm for individual node adaptive sampling that tries to extend the network
lifetime of a glacial sensor network. This same goal is also pursued in the work
of [11], in which a real deployment of an automated wildlife monitoring system
is presented. In contrast to these previous works, we propose a CF strategy for
homogeneous nodes in a sensor network scenario that allows to extend the useful



22 M. del C. Delgado-Roman, M. Pujol-Gonzalez, and C. Sierra

life time of the network by avoiding redundant sensing and transmission. This
group formation strategy is based on the nodes’ state and the conditions of the
environment. There is no intervention of any central authority and the algorithm
is fully distributed and embedded in the nodes’ behaviour. The main objective
of the algorithm is achieved by allowing nodes in a coalition to delegate their
sensing tasks to other neighbouring nodes, while restricting the maximum infor-
mation loss, therefore the initial purpose of the system —faithfully monitoring
the environment— is not missed.

3 Algorithm Description

The Coalition Oriented Sensing Algorithm (COSA) has been designed consider-
ing an scenario composed of a set A = {aq,...,an} of cooperative and homo-
geneous agents (the network’s nodes). We do not consider that agents can be
competitive or selfish as in this kind of problems there are neither resources to
fight for nor rewards to be won by the agents.

The basic behaviour of an agent a; is to sense the environment and relay the
observed measures to a server or sink.

As explained above, COSA’s objective is to save system resources by allowing
agents to form coalitions of agents that are perceiving very similar measures.
Thereafter, a single agent can act as a representative for the whole coalition,
avoiding redundant sensing and saving resources. To find an appropriate distri-
bution of the agents in coalitions, we take into account the similarity of the in-
dividual measurements and the topology of the neighbourhood structure, which
determines the neighbourhood relationships to be established among agents.

A coalition structure ¢ = {gg }r:1.. i is defined as a partition of A in K groups.
The criterion that guides the formation of the different coalition structures is to
find (in a distributed manner) the best partition so that the energy consumption
of the system is somehow minimised, while the accuracy of the information
sent to the sink is constrained to a certain range. COSA appears as a tuneable
algorithm thanks to the definition of a set of parameters p (to be explained later)
whose values drive the agents’ behaviour. Depending on p, agents take different
kinds of sampling and transmission actions, represented as m’ € M, where M,
is the set of existing actions available for that p configuration.

The objective of minimising the system’s energy consumption is formally ex-
pressed in Equation Il According to this equation, we try to find an optimal set
of parameters p*, where m? is the action j taken by agent ¢ and E; represents
the energy consumption associated to that action. Measurements’ accuracy is
guaranteed through an adequate p parameters election.

px = argmin AE = arg min Z Z #m{Ej (1)
pEP pepP mieEM, a; €A

Group formation among agents is based on a peer-to-peer negotiation protocol
by means of which agents exchange information about their measurements and
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their adequacy to represent their neighbours. As a consequence of this negotia-
tion, agents assume one of two possible roles : leader, if it is the representative
of its coalition (where it may be the only member); or follower, if it joined a
coalition lead by another agent. The main concepts that drive this negotiation
are adherence degree and leadership attitude.

The adherence degree of an agent 7 to an agent j is a measure that indicates
how much agent ¢ intends to form part of a group led by agent j. The higher the
degree, the higher the intention. The adherence degree is defined as the product
of two factors. To evaluate those factors, we assume that the variable under
observation follows a Normal distribution, A/. On the one hand, the first factor
in the adherence equation (2]) captures the similarity between the measurements
of agents ¢ and j. To avoid unproductive calculation, this factor is only defined
for neighbour agents whose measurements verify that ||z; — ;|| < dyae0;, where
dmaz is a parameter and z;, o; are the corresponding sample and deviation of
agents ¢ and j. On the other hand, the second factor captures the goodness
of the neighbour’s distribution and avoids obtaining high adherence values to
neighbours with wide distributions. To achieve that, this factor restricts the
evaluation to those neighbours whose o belongs to the interval (omin, Omaz),
through the evaluation of the distribution’s entropy normalized on that range.

As aresult, the evaluation of the degree to which an agent a; may be interested
in being led by one of its neighbours a; is calculated as follows:
p(xi,A/}(-fj,Uj)) . (1 _ efli —e
p(z;,N;(Z5,05))

Note that the set of p parameters, as presented previously, can be identified now
as p = (dmax; Omin, Omaz) defined over the space p € R3. As previously stated,
the set of values to which these parameters are set influences the actions that a
node can take.

When an agent receives an adherence value from a neighbour, it has to decide
whether it is interested in becoming the leader of this agent or not. Let us call
P(a;) (potential group) the group formed by a; and the agents willing to become
part of a group led by a;. The attitude of a; as a leader of this group depends on
different factors that can be identified in (@]). The first factor is called prestige
and it is an average of the adherence level of the group’s members. The capacity
factor indicates the available energy of the node to act as a leader. This value
is derived from the current energy level of the node minus the security energy
level (E5;) divided by the maximum energy level available E,, ... Eg defines the
minimum energy that the node has to keep to ensure sending one last message
before completely depleting its battery.

Finally, the last factor in (), representativeness, indicates how well the poten-
tial leader’s measurement fits as a representative of the potential group agents’
measurements. So, a; characterizes the set of data received together with its
own data, that is, the set {x}p(4,), with their mean and standard deviation,
noted as (Zp(q,), 0p(a,;))- To encourage the formation of groups with very similar
measurements, an exponential function establishes the divergence growing ratio.

Hopmin

adh(a;,a;) = (2)

eHmaa; —_ eHmin
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Those potential groups whose measurement distribution is very disperse are also
penalized through the inclusion of the Pearson’s coefficient in the equation.

A good group leader is an agent who has enough energy and whose measure-
ments are similar enough to the measurements of the other group members. In
summary, the leadership capacity of an agent a, for its potential group P(a;) is
calculated as follows:

Soscrtu iy @) Ba)=Bu 1 @

N Eax el*i=TPw)|CVr(a;)
This information exchange takes place following a certain operational protocol
according to which, every agent involved in a negotiation with a neighbour goes
through these phases:

— Sample information exchange. This process corresponds to the variable sam-
pling and measurements broadcast.

— Adherence graph construction. Once the agent has calculated the adherence
degrees to its neighbours, it communicates the maximum adherence value to
the corresponding most preferred neighbour.

— Leadership information exchange. Based on the current adherence relation-
ships, the agent calculates and communicates its attitude as a leader towards
the agents willing to adhere to it.

— Group definition. Depending on the information available for an agent at a
certain moment, it decides wether to stay in its current group (as a leader
or dependant of a leader node), to leave this group to join a different one or
to constitute its own group.

The set of performatives that the agents use to complete these stages are:

— 4nform: to indicate the transmission of data (measurements, maximum adhe-
rence and leadership values).

— firmAdherence: to express the desire of the sending node to adhere to the
addressee node.

— ackAdherence: to express the acknowledgment to a previously received firm-
Adherence message.

— break: for a leader node to break a leadership relationship.

— withdraw: for a dependant node to break a leadership relationship.

The CF protocol is embedded in the agent generic behaviour. Agents behave
in a proactive and reactive way. Proactive because the core behaviour of an
agent is the continuous process of looking for the best group of neighbours that
matches with its measurement and its state. To achieve this objective, an agent
exchanges messages asynchronously with its neighbours. Reactive because their
acts and decisions are triggered by the observation of the environment and the
information they receive.
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4 Simulation Model

Our experiments run over RepastSNS [12], an event-based simulator especially
designed to model sensor networks as multi-agent systems. In RepastSNS, all
the environment objects are modelled as agents that communicate via message
passing. The platform is open source and developed in Java over Repast. It is
designed as a two-layered structure with an object layer and a network layer.
The object layer defines the behaviour of the individual sensors and the network
layer defines the topology and the relationships among the sensors. The simu-
lation platform is an extension of Repast classes, so the program structure of
RepastSNS fits into this known MAS simulation engine.

All these characteristics make RepastSNS a general purpose simulation envi-
ronment, that allows different application domains for WSN to be tested over it.
This can be done without too much effort, as the environment provides a scalable
and extensible infrastructure to build up networks of basic WSN components.
The main task that a programmer has to do over this environment is just to
configure and adapt its pre-defined elements (observable phenomena, sensors,
agents, communication mechanisms) to the specific domain being modelled.

The advantage of using RepastSNS instead of any other network simulator
such as ns2, OMNeT or J-SIM is twofold: (i) it provides for a more abstract level
description than these other simulators, allowing the programmer to concentrate
on the actual agent behaviour instead of dealing with hardware details; and (ii)
it brings with it a convenient basic implementation of all the components needed
to model wireless sensor networks.

To avoid confusions, from now on we will use the term node when we refer
to a wireless sensor device and the term sensor when we refer to the specific
physical device that measures a parameter of environment.

Field ? _ Wireless Sensor
< a7’ — ~aiul ;erceptions
T | \ Sensor CPU
== Y

Nt L
Phenomenon < Wireless = ~ T Actions
Sensor
j‘?) \‘ - Actuator Battery
Phendfenon S~

Fig. 1. RepastSNS simulation architecture

Figure [ outlines the architecture of a sensor network simulation on Repast-
SNS. In RepastSNS all the observable phenomena are contained inside a field
that includes the nodes themselves. Furthermore, the nodes are composed of
multiple modules: a cpu, a battery, and any number of sensors and actuators.
Sensors are those devices that allow the node to perceive the field’s phenomena
and their properties. Analogously, actuators allow the cpu agent to modify ex-
isting phenomena or produce new ones. This very simple model is surprisingly
sound, as any phenomena or agent behaviour needed in a system can be easily
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modelled and incorporated. For instance, wireless radio interfaces can be mod-
elled as an actuator that generates wireless waves (a phenomenon), plus a sensor
that detects them.

5 Experimental Results

To demonstrate the proposed MAS algorithm, the experimental evaluation com-
pares a WSN performance when it implements COSA and when it behaves ac-
cording to a random sampling policy. Our main aim is to compare the energy
usage of both approaches, as well as the accuracy of the data reported in each
case. The two approaches deliver different data as the random sampling scheme
implies that measurements taken from the environment are directly send to the
general server, while the characteristic grouping imposed by COSA translates in
association data sending.

5.1 Experimental Setting

COSA algorithm aims at faithfully monitoring the state of a dynamic environ-
ment and extending the life time of the network as much as possible. To test
this, the scenario considered is that of a river, whose state is to be monitored.
Different state variables and phenomena that could be sensed in this domain
are water temperature, salinity or hydrocarbon presence. The deployment of the
sensor network in such an environment can rely on the buoys and signalling
elements deployed along the course of the waterway.

To correctly fit this application domain into the simulation platform, we start
by defining a river phenomenon. This phenomenon represents a river section of 50
kilometers long by 2 kilometers wide, and it is composed of a grid of water cells.
In order to mimic the effects of water flowing through the river, we define a simple
river movement schedule that will cause that any phenomenon appearing in the
river will be displaced by the current of the water. The model used to implement
this functioning considers a drift component, a sedimentation component and
a solvent component, i.e. the general intensity of the phenomenon reduces in
time and a part of it remains in its origin, while the rest flows according to the
strength of the current. Therefore if any contaminant is poured in a water cell, it
will spread to its downward cells through time according to the following model
River(z,y) = (1—p)River(x,y)+ p(a(River(x—1,y— 1))+ B(River(z,y — 1))+
~v(River(x+1,y—1))). During each simulation run, three different contamination
sources appear at random locations, but at specific times and keep spewing
contaminant between 30 and 60 weeks.

The surveillance nodes are the ones responsible of monitoring the river’s con-
dition and informing the sink about their observations. As explained before, they
are formed by a CPU, battery, sensor and radio. These components are mod-
eled after Waspmote ones, real wireless sensor devices whose specifications are
summarized in Table I}

Two different kinds of surveillance nodes are considered according to the two
sampling approaches proposed. Regardless the sampling policy nodes implement,
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Table 1. Node components specifications

Component Specification
Battery capacity 13000mAh@3.7V
CPU active consumption 9000uAh@3.3V
CPU sleep consumption 62uAh@3.3V

CPU hibernate consumption 1uAh@3.3V
Radio transmission consumption 210000uAh@3.3V
Radio reception consumption 80000uAh@3.3V

Radio bandwidth 156Kbps
Radio Sensing radius 1.5km

Radio sleep consumption 60uAh@3.3V
Sensor consumption 6uAh@3.3V
Sensor sampling time 1.63s

both kind of nodes have to send the collected data to a sink node. This sink node
represents the central monitoring station to which the nodes deployed along the
river are reporting to. In our setting, this agent has the ability to obtain the actual
contamination values at any time at every point in the river, and can therefore de-
termine the differences between node-reported values and the real ones. Differently
from sensing nodes, the sink node does not take samples from the environment, nei-
ther is it constrained to low power or low processing capacity, as it acts as a server
in the system, being part of the network control unit.

As previously explained, the system basic functioning consists of monitoring
the environment through periodical samples collection. The way nodes deployed
in the scenario behave to satisfy this purpose is what defines the applied sampling
policy. The base case considered for the experimentation set is that of a random
policy. The random setting presents a set of nodes (called random nodes) that
take a sample from the environment at a random moment within the sampling
period specified for the network.

The so called cf nodes (coalition formation) act according to the COSA algo-
rithm presented in previous sections. Therefore, these nodes sample the environ-
ment periodically as expected, but instead of directly sending every individual
measurement to the sink, these measurements are used to establish peer to peer
negotiations with neighbourghs so that sensing groups can be formed. Conse-
quently, only one node for each group (the leader) senses and sends information
to the sink on behalf of the others, which delegate their tasks on it for a certain
period of time.

The sink node in both scenarios receives the information collected by ac-
tive nodes. In the random scenario, this information corresponds to every single
measurement periodically collected by all the random nodes. The sensing task
delegation among cf nodes may cause the sink to receive a group measurement
representing the information associated to a set of nodes in a group. Assum-
ing a common sample for a set of nodes may cause the loss of some pieces of
information and consequently, some noise is added to the reported data.
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Fig. 2. Network remaining energy ratio

Finally, to completely define the experimental setup, Table [2] presents the
values assigned to the COSA algorithm parameters as well as the sampling fre-
quency demanded to the system. The number of nodes considered is set to 50
and their deployment along the river course is assumed to follow a regular chain
distribution. Every node is situated in the middle of the river section considered
and evenly spaced.

Table 2. Parameters’ values

Parameter Value

Sampling frequency 10min

dmﬂ,z ]- ~75
Jmaz 6

Node asleep time 1lday

5.2 Results

To test if COSA achieves the objectives that inspired its definition, we study its
performance in terms of the energy consumption and the quality of the reported
information. The reference base for these two gauges are supplied by the random
nodes’ behaviour, as they follow a dummy sampling policy.

All the experiments have been run until every node in the network has com-
pletely depleted its battery, that is, for our experimental setting, 140 weeks.
Figure [2 shows the ratio of network remaining energy for both kind of nodes, cf
nodes and random nodes.

In this figure, as initially expected, we can observe how the COSA algorithm
allows the network to keep a higher level of global energy than the random policy
during most of its life time; however, both sampling policies lead to a very similar
network death time.
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The energy consumption curve obtained for the random nodes follows a sta-
ble pattern, whereas cf nodes present more variability, especially by the end
of the experiments. This phenomenon is because COSA causes different group
configurations to appear in the network over time. The influence of the group
configuration reached in the network grows as the global energy in the system
decreases. At these middle-end stages, the leader node situation and the avail-
able energy of the set of nodes still alive have a severe impact on the global
energy level.

In contrast, the results obtained for random nodes clearly show the effect of
their independent sampling behaviour. This is neither affected by their neigh-
bours’ state, nor by the dynamics of the environment. The decreasing energy
curve, therefore, shows the effect of nodes dying, dependent on their distance
to the sink. The extension of the useful life span of the network can be better
identified in Figure [3
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Fig. 3. Network median remaining energy

This figure shows the median of the nodes’ energy values per week. We observe
that half of the random nodes are already disabled by week 101, whereas this
same value is reached over 30 weeks later for cf nodes (specifically by week
134). This result translates directly into better system performance during the
network lifetime. COSA causes nodes’ death to be evenly distributed, which
guarantees that the network is going to get a fairly good representation of the
whole environment, for most of its life time.

This result relates to the previous figure, as the nodes that deplete their battery
first are the more distant ones to the sink. This means that the sink is blind to this
area. Random nodes situated there are the first to die, while the ones situated near
the sink keep most of their battery power and are the last to die, but are only able
to sample the sink’s surroundings. The even battery depletion in cf nodes causes a
more simultaneous node death phenomenon, but in terms of global energy in the
system, both policies reach zero level at the same time.
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Fig. 4. Reported information deviation

Figures [ and [ represent the deviation of the information reported to the
sink by random and cf nodes. When no pollution phenomenon has appeared yet,
there is no deviation from the real environment state, but as a first pollution
phenomenon appears (at week 40), the deviation value of the reported informa-
tion changes. As both models have all their nodes fully operational by this time,
we see that the resulting deviation of both models’ reported samples is quite low
(in fact, the lowest deviation from real phenomenon values is reached during this
period).

Between weeks 40 and 80, the deviation corresponding to the data reported
by cf nodes is slightly higher than the corresponding to the random nodes in
the same period, with the maximum difference between them of only 0.035.
Although both models provide really good representations of the phenomenon,
cf nodes data is a little more deviated from reality due to the characteristic group
sampling of COSA, which allows a leader node to send a sample on behalf of its
dependent nodes. However, as random nodes begin depleting their batteries and
becoming unable to sense, the deviation of the information they report quickly
deteriorates. Therefore, by the time the second pollution event takes place (week
80) the deviation of random nodes’ information suffers a bigger increase than
the corresponding leap that cf nodes’ deviation takes.

The same behaviour repeats for the third pollution stain, appearing in week
100. Again, the deviation of the data reported by cf nodes is lower than that
offered by random nodes. Moreover, the smaller leaps in the deviation resulting
from cf nodes’ data indicates that they are also more stable, and therefore, more
robust to nodes’ failure or exhaustion.

This property can also be observed in Figure Bl which shows mean and dis-
persion values corresponding to the deviation reported by both kinds of nodes.
The fact that the standard deviation associated to this gauge increases as the
number of nodes decreases supports the hypothesis of robustness for cf nodes for
different environmental conditions and lower number of nodes.
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6 Conclusions

In this paper we have presented the COSA algorithm and have given experimen-
tal evidence of its computing properties. This algorithm is aimed at extending
the life span of WSNs while guaranteeing their good performance. In contrast to
previous approaches that tried to save energy using adaptive sampling schemes,
COSA innovates by reaching this objective via a peer to peer negotiation pro-
tocol. This negotiation protocol enables nodes to interact and generate groups
that produce a network-wide benefit. To attain a good group configuration the
algorithm relies on the node local information about its environment state and
neighbouring nodes. This local information together with the appropriate COSA
algorithm parameter configuration leads to the formation of groups of nodes that
act as a single entity, avoiding redundant sensing and transmissions efforts.

The improvements obtained by this algorithm have been shown in a simple
scenario representing the section of a river where different pollutant phenomena
appear in random positions. Simulating the scenario required the development of
the simulation platform RepastSNS, which represents a powerful tool for WSN
simulation from a MAS perspective.

The results obtained for the experimentation showed how a sensor network
whose nodes implement COSA guarantees a better use of the network energy
and a more homogeneous system energy depletion than the ones offered by a
sensor network whose nodes follow a simple random sampling policy. Achieving
this more regular system exhaustion reverts in the extension of the useful life of
the network, as the whole monitoring area can be sampled for longer periods,
therefore, getting a more accurate view of the environment.

As future work, we plan to test the behaviour of COSA in different scenarios
and for different network topologies. We believe that the COSA parameter con-
figuration highly depends on the dynamics of the phenomena being observed and
the distribution of the nodes in the environment. Getting to know the impact of
these two factors in the algorithm performance will allow us to fully characterise
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it and to be able to identify the set of cases for which its use would result bene-
ficial. Even more, being able to assess the improvement expected, which would
result in better WSN deployment planning.
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Abstract. Social networks have become an essential part of the people’s com-
munication system. They allow the users to express and share all the things they
like with all the people they are connected with. However, this shared information
can be dangerous for their privacy issues. In addition, there is some information
that is not explicitly given but is implicit in the text of the posts that the user
shares. For that reason, the information of each user needs to be protected.

In this paper we present how implicit information can be extracted from the
shared posts and how can we build a microdata dataset from a social network
graph. Furthermore, we protect this dataset in order to make the users data more
private.

1 Introduction

With the continuous growing amount of public available data, individual privacy has
become a very important issue to deal with because several agencies are collecting a
huge amount of data from people daily. This data is very valuable for the knowledge of
our society status but it is also dangerous in terms of privacy. Data privacy field tries to
protect all the public data sources in order to allow the data extraction but taking into
account the individuals privacy. Until a few years ago, the major part of the data was
collected via surveys. However, nowadays there is a new place to take data much more
easy and much less controlled: the online social networks.

Social networks have become a very important part of the people’s communication
system and, as most sociologists agree, this online social interaction will not fade away
[[L8]]. People use these networks to express all their feelings, emotions or simply to meet
people who have the same hobbies or interests. It can be seen that all this information is
sensible and is related to a single user profile. Therefore it can be dangerous to collect
this kind of data and publish it without protection. An example of the need to protect
social networks can be found in [19] where it says that epidemiology researchers use
social networks to study the social network structure and epidemic phase in sexually
transmitted disease. In addition it should be noticed that not all the information is ex-
plicitly given by the user profile. There is some information that is implicitly hidden
into the posts the user shares in his profile such as the main topics of interest of the user.

J. Nin and D. Villatoro (Eds.): CitiSens 2012, LNAI 7685, pp. 33-f2] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Although there have been several approaches to protect the user anonymity modi-
fying the social graph structure adding or removing edges [12]][23]], there are less ap-
proaches to deal with the privacy in the semantic data included in the graph nodes [4].
The most well known model to protect social graphs is k-anonymity which is a very
popular model for microdata datasets protection [14] and it has been adapted to graphs
[9] and relies on the property that every node will be indistinguishable with at least
(k — 1) nodes.

In this paper we present a way to protect a real online social network-extracted
microdata dataset with explicit and implicit information about Twitter users using a
k-anonymity protection method. Several approaches have been developed to protect
microdata datasets [2]][[17][20] in order to achieve enough protection to prevent attacks
to the confidential information about individuals from the disseminated data.

Regarding the data in the microdata datasets, there exist two types: categorical and
continuous. In our case, we focus on categorical data. The problem of categorical data
over continuous data is that there are less actions to perform in the protection process
because arithmetic operations are not allowed here, so the only actions allowed with
categorical data are the exchange of categories by others that already exist, suppression
of category, and generalizations of some categories into new ones. This lack of possible
operations makes the protection a difficult task.

Protection methods are typically evaluated using two measures: information loss
and disclosure risk. Information loss [17]] checks the quantity of data that has been
harmed during the protection process and therefore is no longer useful. Disclosure risk
[6][21][22] measures the quantity of original data that can be discovered through the
protected data.

The remaining of this paper is structured as follows. In Section 2] we explain the
methodology followed to go from a real social network like Twitter to obtaining a mi-
crodata dataset with explicit and implicit information about users. Section[3lcontains the
description of the protection method used in this work to protect the microdata dataset:
the microaggregation. In Section] we present the measures used to evaluate the quality
of the protection. Section[S/shows the results of our experiments comparing privacy and
utility in the original microdata dataset and the generated protections. In Section [6f we
make some concluding remarks. Finally, in Section [7] we describe our next steps to do
as a future work.

2 Social Network-Extracted Microdata Generation

In this section we describe the methodology we used in order to extract a microdata
dataset from a real online social network like Twitter.

2.1 Crawling Algorithm

The first step to take is to build a crawler in order to get information about connected
users in the social network. Algorithm[I]shows the steps followed by our crawler.
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Algorithm 1. Twitter Profiles Crawling Algorithm
Input: v/ D Initial user id, numU sers Maximum number of user to crawl, numT weets Num-
ber of tweets to get from each user.

Output: Y List of public available data for each user.

id <= ulD

actualUser <= get DataFromU ser(id,numTweets)

unvisited< get FollowingU sers(actualUser)

visited <= [id]

Y « [actualUser]

while (Junvisited| > 0) and (Jvisited| < numU sers) do
id <= get RandomId(unvisited)
actualUser <= get DataFromU ser(id,numTweets)
unvisited.remove(id)
newRemaining <= get FollowingU sers(actualUser)
unvisited.add(newRemaining)
visited.add(id)
Y .add(actualUser)

end while

return Y

The algorithm is started with a given initial user id as the starting node in the social
network, a maximum number of users we want to get information from, and a number
of tweets we want to get from each user. Then, we use the Twitter API [3]] to get user
data such as location, hashtags, urls, following users, and tweets posted by the user.
Three lists are used: unvisited contains the ids of the not yet crawled users connected
to the already crawled ones, visited contains the ids of the already crawled users, and Y
contains the data structures containing all the information about each crawled user.

This is executed in a loop until we reach the maximum number of users we wanted
to crawl or until we have no more users in the unvisited list.

After this step we have a collection of structures containing information about each
user.

2.2 User Profiles Generation

The second step to do is to use the data structures collected by the crawler in order to
get a profile for each user containing his location, his connected users and, his three
most relevant topics of interest. In order to do this it should be noticed that information
is not always explicitly given in the social networks. That is, using the Twitter API we
can get the location but it is not possible to get the topics that a user is interested about
because they are not specified nor described anywhere. However, these topics can be
extracted using natural language processing techniques on the text of the tweets shared
by the user.

In order to process the information contained in the tweets we used Web services pro-
vided by OpenCalais [[15], which allow for the extraction of entities such as people, or-
ganizations or events and moreover assign topics to a piece of text. In this work we only
used the topics categorization capacities of OpenCalais. The 18 possible topic output
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values are: Business Finance, Disaster Accident, Education, Entertainment Culture,
Environment, Health Medical Pharma, Hospitality Recreation, Human Interest, Labor,
Law Crime, Politics, Religion Belief, Social Issues, Sports, Technology Internet,
Weather, War Conflict and, Other.

Our first approach was to apply directly the OpenCalais Web services to the tweets
text. However, as tweets are very short pieces of text (maximum of 140 characters) it
was very difficult to extract topics and we got a very high percentage of users without
any topic of interest found. Then, as a second approach, we used the urls within the
tweets texts to enhance their semantics following the approach described in [1]].

In this work, we do not use the hashtags because most of the times they are written
in a useless form such as #ToMyFutureKids. This forms do not provide any infor-
mation to us and therefore we decided to not use hashtags but use the web pages shared
in the tweets, which are much more rich semantically.

To do this, we executed two times the OpenCalais Web service to check the topics
found in the tweet text and also in the text of the website shared inside the tweet. Then,
the topics found in both executions were merged. At the end of processing all the tweets
from a given user, the three most frequent topics were the ones taken as a result. By
doing this we obtained a higher number of topics per user. The final topics also kept the
level of interest for each topic because we took the most frequent one as the main topic
of interest for the user, the second most frequent is the second main topic of interest,
and the same happens for the third.

At the end of this profiles generation step we have a set of user profiles containing
the location of a user, the users who is connected with, and the sorted three major topics
of interest. So, as a result we obtained profiles combining explicit information given by
the Twitter API calls and implicit information extracted from the tweets shared by the
user using natural language processing tools.

2.3 Graph Generation

As a third step, after generating the users profiles, we generated the social graph con-
necting all the users with the ones they are following in the real social network. Figure
[[shows the resulting graph representing the relations between users.

It can be seen that there are more density of edges in the center of the graph than
in the borders. This is because when we crawled the social network we kept a list of
remaining users to crawl which were connected users to already crawled users. This
fact gives higher probabilities to the first crawled users to expand more their neighbors
than to the last crawled users.

Then, as the initial user we crawled is in the center, all the users near to him had
much more attempts to expand their neighbors than the users in the borders which are
the newest ones.

2.4 Microdata Dataset Construction

Finally, once we have a social graph where each node has information about a single
user and each user is connected to his real following users, it is possible to extract all
this information from the nodes and generate a microdata dataset.
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Fig. 1. Graph generated from the crawled users profiles

In order to do this we extracted the information of each node placing it in a single
row of the dataset. Then, the resulting dataset file has one row per user and one column
per attribute. In our case we used five attributes per user: the degree of the user node,
the location of the user, the main topic of interest, the second main topic of interest,
and the third main topic of interest. Figure 2] shows an example of microdata dataset
construction from a graph with three user profiles.

Location: Rome

Ist Topic: Human Incerest

Location: New York City 2nd Topic: Labor

Ist Topic: Sports 3rd Topic: Social lssues

2nd Topic:
Location: Tokyo

3rd Topie: Enterminment_Culture

Ist Topic: Technology_Interner

2nd Topic: Sports

3rd Tople: Weather

Degree | Location Ist Topic 2nd Tepic 3rd Topic
2 | NewYork Ciry Sports Politics Enterainment_Culture
[ Rome Human Interest Labor Social Issues
[ Tokyo Technology_Internet Sports Weather

Fig. 2. Example of microdata construction

At the end of this step we have a real social network-extracted microdata dataset with
either explicit and implicit information about the users. This kind of datasets would be
very interesting for research purposes but they must be protected before publishing it.

3 The Microaggregation Protection Method

In this section we present the microaggregation protection method that is the one we
have used to protect the microdata dataset in our approach.
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In microaggregation [S[][L6][8], records are clustered into small aggregates or groups
of size atleast k. Then, instead of publishing an original variable V; for a given record, the
median of the values of V; over the cluster to which the records belongs to is published.

To define the microaggregation procedure we need to define how to compute the
distance between two categories when we create the clusters. This distance is defined
in a different way when the variable is nominal than when it is ordinal because of
the possibility of sorting the categories in the ordinal case, what is not possible in the
nominal case.

For a nominal variable V' the distance between two categories is defined as follows

0ifec=¢
dnominal(ca Cl) = {1 if e ;é c (l)

and for an ordinal variable
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where ¢ is a category in the original dataset and ¢’ is the category corresponding to ¢ in
the masked dataset, and D(V') is the domain of variable V. Then, the ordinal distance
will be the computed as the number of categories between ¢ and ¢, divided by the total
number of categories for the attribute V.

There exist several approaches for the microaggregation clustering. In this work we
used the MDAV-generic described in [8] because it can work with any type of attribute,
aggregation operator and distance. Algorithm [2] shows the algorithm of this method.
Basically, MDAV create clusters of size k£ around the two most distant records in the
dataset, leaving a final cluster with at least & records.

4 Protection Evaluation Measures

After protecting a microdata dataset it must be evaluated in order to assess the quality
of the protection. In this paper we used the two main measures used in the microdata
protection field: the information loss and the disclosure risk.

Information loss is known as the quantity of harm that is inflicted to the data by a
given masking method. This measure is small when the analytic structure of the masked
dataset is very similar to the structure of the original dataset. Then, the motivation for
preserving the structure of the dataset is to ensure that the masked dataset will be an-
alytically valid and interesting. In this work we used the contingency table-based in-
formation loss (CTBIL)[17], the distance-based information loss (DBIL)[17], and the
entropy-based information loss (EBIL)[10].

Assessment of the quality of a protection method cannot be limited to information
loss because disclosure risk has also to be measured. Disclosure risk measures the infor-
mation can be obtained about the individuals from the protected data set. This measure
is small when the masked dataset values are very different to the original values. In
this work we used the interval disclosure (ID)[6]], the distance-based record linkage
(DBRL)[7], the probabilistic record linkage (PRL)[7]], and the rank swapping record
linkage (RSRL)[13].
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Algorithm 2. MDAV-generic microaggregation algorithm

Input: X dataset, k level of anonymity.
Output: X’ protected dataset.
while (|X| > 3k) do
Compute the average record z of all records in X . The average record is computed attribute-
wise
Consider the most distant record x, to the average record T using appropriate distance
Find the most distant record x from the record z,
Form two clusters ¢, and ¢ around z,, and zs where |¢.| = k and |cs| = k
Take as a new dataset X the previous dataset X minus the records in ¢, and cs
end while
if there are between 3k — 1 and 2k records in X then
compute the average record z of the remaining records in X
Find the most distant record x, from &
Form a cluster ¢, containing x, and the £ — 1 records closest to x,
Form another cluster containing the rest of the records
else
Form a cluster with the remaining records
end if
return Y

The problem here is that both measures are inversely related so the higher informa-
tion loss the lower disclosure risk, and the inverse. In order to perform a good protection
there must be a minimized and balanced combination of both measures.

S Experimental Results

In this section we present the results obtained for the protection of the Twitter-extracted
microdata dataset using the microaggregation protection method.

The microdata dataset we used in our experiments contained 621 Twitter users pro-
files but only 324 users have an associated topic of interest. As all the users without
associated topics of interest will be directly aggregated into a single cluster, we just
focused on the protection of the ones that have some associated topics.

It should be noticed that our method is sensitive to the choice of the initial node in
the sense of that each generated graph will be different. However, in order to just make
an initial test of our method we used one single graph to run the experiments.

To protect this dataset, we generated 10 different microaggregation protections with
different levels of k-anonymity. Then, we evaluated the original microdata dataset with-
out protection and all the 10 protections in order to assess the lack of privacy in the orig-
inal microdata dataset and to determine which would the best protection. The results are
shown in Table[Tl

As we explained in Section M it can be seen that information loss and disclosure
risk measures are inversely related. Then, as we want to obtain good protections and
the quality of these protections is described by two inverse related measures, the best
protections will be the ones that have minimum values in both measures and that these
values are balanced. Having this into account, it can be seen that the original microdata
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Table 1. Results of the original and protected microdata evaluation

Dataset Information Loss Disclosure Risk
Original 0.00 99.54
Protected K=2 26.19 52.44
Protected K=3 32.13 43.58
Protected K=4 35.44 36.36
Protected K=5 41.50 31.63
Protected K=6 42.21 30.43
Protected K=7 46.05 28.02
Protected K=8 48.08 26.30
Protected K=9 49.88 24.26
Protected K=10 51.84 23.55

dataset obtained, as expected, a very bad results with a 99% of disclosure risk and a
0% of information loss. This is very bad because it means that almost all the users are
exposed to the disclosure of their sensible information. However, if we take a look at the
different protections results we can see that measures are more reduced and balanced.

® Crgnal
9 o Protectsd

0 Ed 30 ) 50 Eil 70 30 EZO—
DR

Fig. 3. Dispersion plot of the protected and original microdata evaluation results

Figure[Blshows the obtained results graphically. The dotted line represents the perfect
balance of the measures so, the closest to the line and to the (0,0) point, the better protec-
tion. It can be seen that the original microdata is too far away from both. However, there is
aprotection that has the almost perfectly balanced values in both measures. Taking a look
at Table[Ilit can be seen that this is the case of the protection with k=4 (4-anonymity).

Comparing the results obtained in the original microdata and in the K=4 protection
evaluations it can be seen that we have been able to decrease 63 points the risk of
sensible information disclosure, but at the cost of increasing 35 points the analytically
useful information. Then, we can be much more confident to publish this protected
dataset than the original one in terms of individuals privacy.

Finally, it should be noticed that, as we are protecting a set of nodes attributes that
include degree of each node, we are getting as a result a k-anonymous graph following
the definition proposed by [[11] that says that a graph is k-anonymous if every different
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node degree appears at least in £ nodes. Then, we can conclude saying that our protection
approach could be used to perform this kind of k-anonymity protections.

6 Conclusions

In this paper we presented an approach to extract and protect microdata datasets from a
real social network such as Twitter.

We have demonstrated that there is information that is not explicitly given in the
social network user profile, but is implicit inside the posts the user shares. In order to
get this kind of information we used the OpenCalais Web services to categorize the
posts and extract the topics of interest from each user. In addition, in order to enrich the
semantic content of the shared posts, we used the url’s contained in the posts text.

We also have shown how to build a graph from the user extracted profiles, and how
to convert it into a microdata dataset by taking the users profiles in the graph nodes.

Finally, we presented a way to protect this microdata dataset in order to be able to
publish it for research purposes without violating the privacy of the contained users.
We protected the dataset using the microaggregation method with different levels of k-
anonymity. As a result we compared the evaluation of the privacy in the original dataset,
and the protected ones. We demonstrated that the original dataset was violating the pri-
vacy of almost all the users, while using the microaggregation with 4-anonymity we ob-
tained the best protection results reducing the risk of sensible data disclosure by 63 points
but with the cost of increasing 35 points the loose of analytically useful information.

Then, we can conclude that microdata datasets can not only be extracted via surveys
or statistical studies. They can also be extracted from the real social networks or graphs
and, in this case, they may contain more information than the one explicitly described
by the user in his social network profile. Then, they need also to be protected in order
to publish them.

7 Future Work

In this work we only protected the dataset once it has been extracted from the social
network. However, our main goal of the future work is to be able to protect the social
graph information to get an already protected microdata dataset when it is extracted
from the graph.

In addition, we also would like to consider the 1-diversity rather than the k-anonymity
since it has been proven that sometimes k-anonymity is not enough to protect a dataset.
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Abstract. Twitter messages can be located in a city and take the pulse of the
citizens’ activity. The temporal and spatial location of spots of high activity, the
mobility patterns and the existence of unforeseen bursts constitute a certain Ur-
ban Chronotype, which is altered when a city-wide event happens, such as a
world-class Congress. This paper proposes a Social Sensing Platform to track the
Urban Chronotype, able to collect the Tweets, categorize their provenance and
extract knowledge about them. The clustering algorithm DBScan is proposed to
detect the hot spots, and a day to day analysis reveals the movement patterns.
Having analyzed the Tweetbeat of Barcelona during the 2012 Mobile World
Congress, results show that a easy-to-deploy social sensor based on Twitter is
capable of representing the presence and interests of the attendees in the city
and enables future practical applications. Initial empirical results haven shown a
significant alteration in the behavioural patterns of users and clusters of activity
within the city.

1 Introduction

In the last decades, the number of inhabitants in urban spaces has enormously increased.
In addition to being a place where people dwell, cities have become the center of human
activities, the place where people move, work, play, learn, buy, sell and experience emo-
tions. From a high-level perspective, a certain beat of the city can be perceived, and its
realization as measurable figures and precise facts has always been of the highest interest
for sociologists, entrepreneurs, urban planners, policy makers, or just for mere observers.

To achieve the understanding of citizens’ behaviour in the cities, information has been
traditionally gathered via random polling and indirect measures, when not directly from
the mere intuition. These approaches however, imply the main disadvantage of obtaining
biased information (i.e. polled participants not providing real information, having partial
sampling), and often require expensive procedures that often require long execution time.

Fortunately, in the last few years, mobile technologies have gained massive spread
among the citizens, and these can now be used as proactive sensors. Device capabilities
improve constantly, prices drop and wireless connectivity infrastructures are becoming
each time more universal. Indeed, device-holders have now the facility to continuously
share all kind of information anytime and anywhere, and much of this information is
public. Moreover, the proliferation of social networking has generated an incomparable
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and incentivizing framework for users to share any type of information about friend-
ships (e.g. Facebook), work-colleagues (e.g. Linkedin), pictures (e.g. Flickr) or even
the favourites dishes in the restaurants around (e.g. Foodspotting).

In this paper, we propose to capture the beat of the city and its alterations (provoked
by the visitors activity) in the face of a public event by exploiting the public data offered
by Twitter (i.e. a microblogging platform with a relative abundance of messages, geolo-
cation capabilities and good temporal stamp for each point). Moreover, the portmanteau
Tweetbeat conveys the idea that the beat of the city is reflected in the beat of Twitter.

Therefore, the scope of this research is twofold: (1) to develop a hardware-
infrastructure-less social sensor whose observation target is the city (fed with the
microblogging information individually provided by their users), and (2) to evaluate
the viability of the newly developed sensor to build urban-behavioural models (e.g.
HotSpots identification, mobility patterns and unforeseen events detection, etc), which
from now on will be referred as Urban Chronotypes (UC). To achieve this, Twitter
seemed to be the ideal candidate because Twitter-users can attach the GPS position of
the device from where they tweet, allows information public access, and this access is
obtained in “near” real-time. Thus, we highlight the role of Twitter as a Social Sensor
for Urban Chronotypes identification. Gathered information will allow us to identify
the average UC, and therefore, be able to detect potential disturbances within a city.

Our case of study focuses on the city of Barcelona, host of the international event
Mobile World Congress (MWC). To cover the necessary phases in the UC creating pro-
cess, we implemented the Social Sensing Platform (SSP), which gathered all tweets
in Barcelona during 3 weeks: one week before to the MWC, the MWC week and one
week after the event. Once data was captured, the framework was capable of perform-
ing several types of knowledge extraction through statistical analysis, and clustering
techniques, using the DBScan algorithm. The SSP allowed us to observe the average
Chronotype of the city of Barcelona, and how the UC was affected by a major event
such as the MWC.

The rest of the paper is organized as follows: SectionPlreviews the state of the art and
similar contributions; in Sec.[3l we state the problem, and the case of study is determined
in Sec.[dl In Sec.[Blwe describe the modular architecture of our social sensor, and some
initial statistical results are presented in Sec.[6l Later in Sec. [7] we present the results
obtained after applying clustering techniques, and finally we draw some conclusions
and sketch the future work in Sec.[8

2 Related Work

The idea of examining the mobility patterns in a city during a certain event by observing
microblog posts has not been directly considered, but a number of related experiments
have been described.

The first piece of information about an event is its mere existence. Microblogging
has actually been used as a sensor to detect both natural phenomena (like earthquakes
[[L], levels of pollen in the air [2] or even weather events [3]) and events of human nature
(crime and disaster events [4], those that gather crowds [3] or general events in [6]).

Beyond the mere detection, these events have been also further characterised in or-
der to extract useful information. Among this information, the spatial and temporal
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coordinates of the users have been a key aspect. The temporal description of microblog-
ging posts or social media in general, together with a sentiment analysis can be used
to anticipate events of any sort, like the commercial success of a movie [7] or even the
stock market [8]]. The spatial description of social media can be used to detect points of
interest, like geolocated flickr photos for the tourist case in [9]], which actually reaveal
trajectories when it combines this information with the time stamps. The joint analysis
of temoporal and spatial description of Twitter messages produces indeed richer results
and it has been used to anticipate music popularity [10], political alignment [[L1] or
general Twitter themes [12].

The rich information provided by telecommunication networks used to characterize
the city dynamics in front of a certain event, as in [13], can be thus replaced by public
information and far more sparse; as an example the regular beat of New York was well
characterized from Tweets collected by [14].

From another point of view, [15] characterized the nature of different regions regard-
ing mobility by proposing a first step of identification of the relevant areas (applying a
k-means clustering algorithm to Tweets), and then a second step tracking the movement
pattern with new users coming into a cluster or existing users leaving it. These move-
ments were shown to be predictable with a semi-Markov model by [16], although in
this case data was acquired from Mobile Social Networks where the posting frequency
was much higher than that of microblogging.

3 Problem Statement

The Smartcity paradigm has recently received an ever-increasing level of attention
from the scientific community. Optimizing urban processes is a research goal that gath-
ers different scientific areas such as Policy-making, Computer Science, Urbanism and
Sociology. Opposed to the classical passive continuous sensing approach (where sys-
tem owners had to study special parameters such as where to locate the sensor or the
sensing-frequency, and then detect anomalies in the normal behavior of the observed
object/phenomenon), in this work we plan to profit from the human pro-active sensing
capabilities (enabled by their mobile devices such as smartphones).

As we have seen in Sec. [2] other researchers have profitted from Social Media plat-
forms to obtain information related to the urban behavior of users. Although, until now,
experiments done with Twitter as a source of information have been performed by ad-
vantaging of the full Twitter support (i.e. not considering only publicly available in-
formation via the standard API, but a full opened connection which is not commonly
granted to the general public). Thus, in this work we emphasize in, how this Social Sen-
sor can provide us information to observe and detect alterations in the Urban Chrono-
type of the city, and, the viability of achieving it with a given dataset that is based
on information publicly available without the requirement of any private partnership
or special Social Domain participation. Moreover, we demonstrate that, the developed
platform can be considered as a low-cost social sensor. Finally, by applying intelligent
analyses (such as geospatial clustering), our main goal is to support decision making
processes and identify important changes in the city in near real-time.

To achieve this goal, we profit from our knowledge and expertise in Smartcities and
apply it to the city of Barcelona, together with the celebration of a worldwide event such
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as the MWC. This specific case of study is interesting, as it provides us of a controlled
event (such as the MWC) where we have already a background knowledge inferred
from previous editions (e.g. the amount of participants or location of the venue), and
makes it an ideal candidate for the SSP initial experimentation. The controlled situation
that the MWC offers, serves as a control test, allowing us to evaluate the performance
of the platform even when facing unexpected results.

4 Case of Study

The city of Barcelona has been the host for the Mobile World Congress for six edi-
tions celebrated yearly (from 2006 to 2012) at Fira de Barcelona - Plaza Esparia Pavil-
ion. From the previous editions, we know that this event brings to the city a numerous
amount of people (an average of 50.000 people in the last 6 editions, and 65.000 in the
2012 edition) from all over the world, with a common interest: mobile devices. Because
of this common technological interest, we hypothesized that the infiltration level of So-
cial Media applications within this community should be high. Therefore, the MWC
attendees (as any other visitor) have an effect on the average Urban Chronotype of the
city, with the slight difference that this effect might be reflected on the activity recorded
by Twitter with a higher impact.

In order to observe this variation on the Barcelona Urban Chronotype, first we need
to obtain the average Urban Chronotype that would work as a control case for us. The
city of Barcelona was the host for the Mobile World Congress from February 27th to
March 1st 2012, and as control cases we have decided to use the week before and after
the event.

5 Social Sensing Platform Architecture

The proposed social sensing architecture is composed of 3 independent but interacting
elements, as shown in Figure[]l each of them described below.

This platform receives as an input the City to be “sensed”. Other parameters are
optional, such as the hashtags of the potential event to track.

5.1 Tweet Hunter

This module is in charge of the information acquisition of the City, which in this specific
case is gathered from the microblogging site Twitter (further versions of this platform
will include other social media sources). Twitter allows us to query via a single stream-
ing connection per user and IP by using the public Streaming API, obtaining near real-
time information. Queries to the Twitter Streaming API can be of several types, but we
focused on the geospatial type of queries, where, given a bounding box (delimited by
the south-west and north-east coordinates) Twitter will return ’all’ the Tweets generated
within that area. Moreover, according to the Twitter streaming API Documentatiorﬂ, it

! How are rate limits determined on the Streaming API? on
https://dev.twitter.com/docs/fag Accessed on May 31st 2012
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Fig. 1. Social Sensing Platform Architecture

provides a maximum of 1% of the global Twitter streaming (returning a message if this
limits is exceeded), meaning that we could risk information loss, if the query response
overpasses this limit. Thus, to reduce the probability of information loss considering
the specific case of Barcelona, we have setup five proxies, each of them with an opened
stream connection, targeting particular area of the city and configured with the targeted
area related parameters. We have strategically selected four different and highly impor-
tant spots in Barcelona (i.e. airport, main train station, tourist center and Fira Barcelona
- epicenter of the MWC2012 event) and setup four of the collectors with each of the
spot’s bounding box. Additionally, a fifth collector with a bounding box that covered the
whole city of Barcelona. By taking advantage of the bounding box configuration, we as-
sumed that, /) the targeted spots (bounding boxes) were small enough and therefore not
able to produce more than 1% of the global twitter streaming, and, 2) information not
captured by the fifth streaming - targeting the whole city, could be completed with the
other four streaming connections (targeting the most crowded places), and ultimately
the data loss could be neglected.

5.2 Tourist Finder

Some information about the users is handled by the Tourist Finder, and its main task
is to determine the origin of the captured Tweet’s users and place them in any of the
following categories: Local, Tourist or Unknown. The content of the Tweet, which in
some occasions has been used to locate the message ([[L7]) has been neglected in our
experiment.

The Tourist Finder performs two important interactions:

1. With the Twitter REST API: to query about user’s location. As each gathered tweet
is accompanied with the user id that have originated that tweet, we can query
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Twitter (via REST API) about the user’s specified location in his own Twitter pro-
file. In that way, our platform obtains a list of users and their locations.

2. With the DBpedia REST API: to query the set of keywords that identifies a city or
region of the world. With the origin’s dataset, this module builds up an ontology
based on /) automatic queries to identify a set of keywords related to a particu-
lar city/place of the world, this is done thanks to the DBpedia API (which for this
specific case returned us a complete list of all the Populated Places, such as cities,
towns or villages, in the Catalonia Region), and 2) a semi-automatic classifier that
automatically extracts a set of unrecognized keywords (not identified by the pre-
vious process), and that, needs manual interaction to be able to identify when a
location input is clearly undefined (e.g. “somewhere in the world”, “in this planet”,
“Gaga’s Heart”, etc). Note that, since the location parameter in Twitter is an input to
be entered by the user, an inherent truthfulness error probability will always exist.

After these two steps the Tourist Finder will be able to classify all the users in one of
the following categories:

1. Locals: all users with a location parameter within Catalonia region.

2. Tourists: all users with a location parameter outside Catalonia.

3. Unknown: all users with no location or location undefined (location not recog-
nized).

5.3 City Rays

This module is in charge of actually analyzing the data obtained from the gathered
Tweets and extract knowledge out of them. It is also in charge of analyzing temporal and
geospatial analysis. It is capable of extracting average behaviours in different temporal
ranges, combining the information obtained from the Tourist Finder module, and it also
performs spatial clustering techniques. This module however can be easily extended
with new functionalities (e.g. spatio-temporal analysis).

6 Geostatistical Analysis

As previously specified, the experiment lasted for three uninterrupted weeks from Feb
20th (00:00:00) 2012 to March 11th (23:59:59) 2012. Table 2] describes the date ranges
covered by each of the experiment weeks and its corresponding identifier. Week 1 and
Week 3 are the control cases, although we understand that both weeks might be slightly
affected by the event.

During these three weeks we gathered around 250,000 tweets from the Twitter
Streaming API (generated by 15,911 different users), where the 43.10% of them con-
tained the GPS coordinates associated to the user’s geolocation when posting those
tweets.

Figure[2lshows the total number of different Twitter Users (that tweeted at least once)
in Barcelona with respect to those whose Tweet’s contained specific geopositions. It is
easy to observe the behavioural variation during Week 2. We hypothesize that the peak
reached the first day of Week 2 is affected by the studied event (the MWC). Moreover,
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Table 1. Experiment Weeks Identifiers and Coverage

Week Id. Initial Date End Date Exp. Category
Week 1 02/20/2012 02/26/2012  Control Case
Week 2 02/27/2012 03/04/2012 Subject of Study
Week 3 03/05/2012 03/11/2012  Control Case

we can observe that the ratio of Geolocated tweets remains constant at around 40%
during the three weekdd as it can be seen in Figll This is an interesting result that lead
us to think that the individual behavioural trends with respect to geo-positioning are not
affected by the external event.
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Fig. 2. Twitter Users and Geopositioned Users

However, we were interested in observing the specific trends of the event attendees.
To do so, we extract the tweets that contained any information related to the event that
for the sake of readability will referred as #MWC (although it refers to a set of hashtags
and keywords related to the event such as, #MWC2012, #MWC12, MWC, "Mobile
World Congress", etc).

Figure[Blcompares the amount of different users per day that used at least once one of
the #MWC related hashtags in a geolocalized tweet with those that did not geolocalize
the tweet. We can observe that the event possesses a strong geolocalized facet wrt the
average city trends shown in Fig. 2l since users actively provided their geoposition when
they tweeted about this event. Moreover, we can observe that the curve reaches its peak
during the event (as predicted by [[18]]), showing an initial activation effect two days
previous to the event.

2 We would like to remark that this ratio improves the the state of the art analysis performed in
the literature, where the most successful identified case worked with a dataset that presented
at geopositioning ratio of the 0.41%.
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Fig. 4. Week comparison of Geopositioned Users

In order to assure the geoposition character of the event, we extract the average daily
pattern of the amount of the different geopositioned twitters (users that tweeted with
the specific geolocation at least once in a period of time) and compare the results of the
three different weeks. In Figure ] we can observe the substantial difference observed
during Week 2. This result combined with the previous result lead us to hypothesize
that users interested in the MWC event were also active geopositioning users, which
can therefore provide us with relative information about their behavior within the host
city.
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In order to know more about the type of users that are influencing the city during the
event, the Tourist Finder module help us to determine the origin of users. We focus only
on the geopositioned users. Figure[3 shows how during the event, the number of Tourists
increases up to the point of exceeding the number of Locals during the opening day.
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Fig. 5. Geopositioned Users Origin’s Distribution

7 Geospatial Clustering Analysis

After a detailed comparative analysis of clustering algorithms with spatial data [19], we
opt for DBScan, rather than other well-known clustering algorithms such as CLARANS,
EM or k-means. The DBScan Algorithm [20] is a clustering algorithm that posses a
number of characteristics that differentiates it from the other standard algorithms in the
literature and makes it the ideal candidate for our scientific scope:

1. It is based in the concept of density reachability, producing satisfying results iden-
tifying arbitrarily shaped clusters.

2. The number of clusters is not given a priori.

3. The algorithm tolerates noise, allowing for some data points not to be assigned to
any cluster.

Table 2. DBScan e-sensitivity Results

Epsilon m. # Clusters Noise
0.025 2000 m. 7 63
0.0125 1000 m. 46 229
0.00625 500 m. 273 1248
0.0025 200 m. 1385 6899
0.00125 100 m. 2773 17223
0.000625 50 m. 3452 31298
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Fig. 6. e-Sensitivity

The DBScan is sensible to two input parameters: the minimum amount of points (intu-
itively fixed to 5 for the results presented), and the € value. The € value determines the
minimum distance amongst point to be part of a cluster, and therefore, also determines
the granularity of the cluster (higher values of e results in coarser clusters).
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(a) Downtown Barcelona Areas of Interest

(c) Clusters obtained in Week 2
Fig.7. Geospatial Clustering Results

Determining a priori the correct value of e is problem dependent and almost unfea-
sible for the type of scenario we face. Therefore we perform a search space of this pa-
rameter. For the complete dataset gathered from the 3 weeks, we can observe in Table D]
that with lower values of € the number of clusters increases, and therefore the number
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of noise generated. As the bounding box that we defined included some surroundings
towns of Barcelona, we can see how certain values of € (¢ = 0.0125 or ¢ = 0.00625)
create clusters that differentiate cities, although the whole city of Barcelona remain as
one unique cluster, being hard to determine the areas of interest. When we apply lower
values of € (e = 0.00125), we start detecting realistic clusters to be considered in a
city such as Barcelona (e.g. in Figure [6(a)] we can see how the Ramblas are perfectly
clustered, as well as Plaza Espafia). However, with smaller levels of € (¢ = 0.000625)
the clusters become very granular (e.g. in Figure focused in Plaza Espafia, we can
see different clusters for the different pavilions and surrounding areas). Determining the
correct value of € becomes an interesting problem to be solved, although for our initial
experimental set we use empirically obtained values.

Having empirically tested the effects of different values of € in our dataset, we de-
cided to use ¢ = 0.00125. This value represents a distance of 100m, which in the city
of Barcelona has special sense, as it is the regular measure of one block in Eixample
neighborhood (dominating a substantial area of the city-center).

The clusters generated in each of the three weeks are substantially different in the city
after executing the DBScan algorithm (with e = 0.00125). Figure[Z]shows a snapshot of
these results, accompanied with a reference guide of the city of Barcelona (in Fig. [7(a)).
We can easily observe that in the control-case weeks the clusters generated in the city
(partially shown in Fig[7(b)) would be part of the Urban Chronotype of the city, showing
the clusters of activity in the city in its normal state. However, we can spot how a
substantial cluster appears in the Plaza Espafia area (host of the MWC) in Fig.

8 Conclusions and Future Work

In this work we have presented a modular social sensing architecture for urban environ-
ments. This architecture is fed with information obtained from the Streaming Twitter
API, and has resulted satisfactory since we have obtained a 40% of the generated tweets
with specific coordinates. This architecture can be seen as a low-cost sensor of the city,
and allow us to construct the urban chronotype. This urban chronotype serves to com-
pare the current behavior of the city and try to detect anomalous behaviour in the city in
near real-time. However, before taking a real-time approach, we have used a controlled
scenario that have an impact in the city, such as the Mobile World Congress, which in
the 2012 edition had around 65.000 participants.

Along this paper we have shown the behavioural patterns of the city in its normal
state and during the event, where we can see trends in the amount of users, geospatial
information generated or distribution of the population depending their origin. The dif-
ferences between the control case weeks and the event week are substantial enough to
determine the success of our urban social sensor.

Moreover, we have used clustering algorithms to extract the areas of high-activity
in the city. Amongst the existing clustering algorithms we opted using the DBScan
algorithm, even though, it is extremely sensible to the e value. Unfortunately, there are
no existing techniques to approximate the value of € for specific problems.

As future work, we will extend the DBScan algorithm, by profiting from the nature
and context of the information that we are handling and improve the efficiency of it.
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Specifically, there is some urban information that is publicly available in the form of
open data (such as the average cost of housing square meter or the population density
per neighborhood). We plan to dynamically adapt the € value with respect to the the
average population density of the dataset; in that way, when one instance is selected to
be evaluated, the adapted algorithm will obtain the neighborhood or city to which that
instance pertains and then obtain the population density to dynamically adapt the value
of e: coarser when evaluating points out of the observed city and, fine grained when
evaluating points within the city.

Moreover, we plan to evaluate the efficiency of our platform when facing real-time
detection of anomalous behaviour within the city, which will imply the adaptation of
the algorithms to perform in real-time.

Finally, and as part of our long-term research, we will evaluate the mobility patterns
of those active users, considering each of their geolocalized tweets as digital footprints
that can be evaluated as part of a track. Combined with the classification of the user’s
origin we will be able to extract mobility patterns within the city depending on the users
origin.
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Abstract. This work develops upon the concepts of Sentient City — living in a
city that can remember, correlate, and anticipate — and Citizen Sensor Networks.
We aim at technologies to interconnect people, allowing them to actively observe,
report, collect, analyse, and disseminate information about urban events. We are
investigating new methods and technologies to enhance administrators’ capabil-
ities in urban planning and management. We are proposing a platform to instru-
ment citizens and cities, interconnect parties, analyse related events, and provide
recommendation and feedback reports. The solution encompasses four types of
elements: (i) mobile applications for intentional and non-intentional reporting of
events; (ii) enhanced analytic models to centralize information, analyse the data,
identify trends and operation patterns, and provide insightful information to de-
cision makers; (iii) advanced social simulations to anticipate “what if”” scenarios
for infrastructure planning; and (iv) interfaces for monitoring, feedback, and rec-
ommendation. This research builds upon the IBM Smarter Cities project, part of
the IBM Smarter Planet program. The outcomes of this research yield signifi-
cant social contributions. By using it, administrators can make reliable decisions
that will impact social services, traffic, energy and utilities, public safety, retail,
communications, and economic development.

1 Introduction

Sentient City [[12] promotes the concept of living in a city that can remember, correlate,
and anticipate situations. Supporting this concept, Citizen Sensor Networks, described
in [13]], aims at technologies to interconnect people, allowing them to actively observe,
report, collect, analyse, and disseminate information about urban events.

We are investigating new methods and technologies to enhance a capability in urban
planning and management. We aim at a solution that will help city administrator’s to
answer questions like:

— How to manage the flow of people and things in a city?

How to get citizens engaged to and aware of cities affairs?

How to guide people in the city under extraordinary situations, such as large-scale
events and natural disasters?

How to identify economic activities and the process to boost their development?
How to provide a useful feedback to citizens?

For instance, IBM Intelligent Operation Centerdl support the centralization of critical in-
formation from multiple sensors that control the city, providing advanced collaboration,

'Ref:[http: //www-01.1ibm.com/software/
industry/intelligent-oper-center/

J. Nin and D. Villatoro (Eds.): CitiSens 2012, LNAI 7685, pp. 57-b6] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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deep investigations based on analytics tools, and executive dashboards support for city
operations. San Francisco 31 b2 provides a Twitter channel that accepts inbound requests
for information, services, notifications, and feedback. Rio de Janeiro’s Citizen Support
CentraBl provides mobile and web solutions for on-spot reporting of issues like broken
public lights, road potholes, damaged vegetation, irregular parking, request for trash re-
moval, and others.

We are proposing a Platform for Citizen Sensing in Sentient Cities to instrument
citizens and cities. It provides the tools to interconnect parties, analyse related events,
provide reports, and simulate possible development scenarios. It also supports the inter-
faces to recommendation systems that will help in decision-making and coordination.
The long-term goals established for this project are:

1. Development of mobile applications to provide the public interface for intentional
and non-intentional reporting, monitoring, and feedback, as well as the back-end
services required to support them.

2. Conception of analytic models for filtering reports based on correlation of observa-
tion data, variations of local context, and variations of user profile.

3. Formulation of analytic models for evaluating the level of impact and priority of
reports based on sentiment analysis of the accompanying text, as well as image
analysis ran over an optionally accompanying photograph.

This research builds upon the IBM Smarter Cities project, part of the IBM Smarter
Planet program. The analytic models represent innovations being introduced in this
research. They advance the state-of-the-art in analysing and correlating data in Citizen
Sensing solutions.

This paper is structured as follows. Section [2] provides an overview of related tech-
nologies and previous works. Section [3lintroduces our proposal for a Platform for Cit-
izen Sensing in Sentient Cities. Section [l presents results that demonstrate the support
to interrelate data and decision making. The paper concludes with Section

2 Background

In this section, we analyse the concepts and state-of-the-art in the topics of Citizen
Sensing, Social Analytics, and Social Simulation.

Figure [l provides an overview of the elements in generic Citizen Sensing solutions.
First, there are the (i) Sensors to collect information from the real world. They are the
entry points to “feel the pulse” of life in the city. The implementation of standard sensor
platforms and open interfaces will greatly facilitate the deployment of citizen sensing
solutions. The works in [3l11]] emphasise the importance of ubiquitous sensors ele-
ments, arguing that this technology supports major breakthrough in the areas of Human
Dynamics and Crowd Coordination.

There are two types of sensors that can be applied to different scenarios: (a) Inten-
tional Sensors require end-user intervention, providing an interface for data entry; for
instance, users tweeting in San Francisco 311 and reporting issues in Rio de Janeiro’s

2 Ref:lhttp://s£311.0rg/
3Ref:http: //www.1746.ri0.g0v.br/
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Fig. 1. Concept of Citizen Sensing Environment

Citizen Support Central; and (b) Non-Intentional Sensors collect data from the environ-
ment automatically; for instance, tracking systems that collect GPS information period-
ically, weather monitors, and others.

Second, there are (ii) Simulations, which are required to develop models to antici-
pate events and generate “what if”” scenarios. The more information they entail in the
model of the world, the more refined will be the simulation. We are seeking solutions
in terms of traffic simulation, as e.g. [[15], [6], and [9], including solutions focused on
data extrapolation techniques such as [[1]] and [2].

Third, there are the (iii) Central Repository and (iv) Analytic Models. They provide
the functionality to store, index, group, summarize, analyse, and cross-relate informa-
tion. They deliver the solutions for business intelligence, making sense on the collected
data beyond pure reactive and historical analysis. There is prior art showing the im-
portance of such tools such as in [10] and [4]. These elements play central roles in
commercial systems such as the IBM Intelligent Operation Centres [S8]].

Finally, there are the (v) Interfacing Elements, which provide access to data in the
(iii) Central Repository and result from the (iv) Analytic Models. These solutions usu-
ally focus on visualization for ticketing systems, alerts, and reporting interfaces. A sur-
vey of existing information visualization is presented in [14]. More advanced systems
provide recommendation interfaces, as for example [7]. Even more sophisticated, there
are the interfaces to simulations required by solutions that provide “what if” scenarios.

In analysing the state-of-the-art, we concluded that current solutions focus on resolv-
ing only parts of the problem, such as on data collecting and analytic models. Therefore,
opportunities exist to propose an all-encompassing solution for intelligent city moni-
toring and decision recommendation. This comprehensive solution must integrate the
elements for sensing, simulation, central repositories, analytics, and visualization.

Next, we outline our proposal.
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3 Proposal

We are proposing a Platform for Citizen Sensing in Sentient Cities that entails the el-
ements for (i) sensors; (ii) data processing and augmentation; (iii) flexible data repos-
itories; (iv) innovative methods for data analysis; and (v) extended interface. Figure
depicts the system architecture. The solution advances the state-of-the-art in urban plan-
ning and management by providing:

— End-to-end Solution for Citizen Sensing and social engagement, that can be scaled
to cities of any size and applied to coordinate large events (e.g. crowd gatherings,
sports games), emergency relief coordination, infrastructure planning, traffic mon-
itoring, and others.

— Enhanced Analytic Models to identify trends and operational patterns in social in-
teractions, anticipate emerging situations impacting society, and provide insightful
information to decision makers.

— Advanced Social Simulations to be able to simulate interactions between the popu-
lation and city infrastructure, supporting the anticipation and composition of “what
if” scenarios.

— Recommendation Systems that leverage from these technologies and work closely
with city leaders and deliver recommendations on how to make the city smarter and
more effective.

The solution is being architectured to scale to cities of any size. It will be applied to de-
liver solutions to the complex scenarios involving the coordination of large events (e.g.
crowd gatherings, sports games), emergency relief coordination, infrastructure plan-
ning, traffic monitoring, and others.

The elements of the solution are detailed next.

Open Models
Ticket Interface
events
2 E = o =
Simulation % ‘ | F b2 Open Analytics | |
= J | Fl —_— |
= 2 | 7
& 0 Visualizati
Sensors L 2 e s aon | Analytics
o ASR — 5| P — Reports
\mg Analytics . Recommendation
Txt Analytics |
(i) Sensors (i) Data Augmenters (iii} Data Repository  (iv) Analytics Models (v} Extended Interface
* Collect data * Augment collected data, e.g. = Support to flexible = Methods to * Provide methods for
* Adds Location, * ASR for Voice annotations data structures classify, correlate, visualization and
Picture, Voice * Image Analytics for analysing * Method for and predict data extended analysis
Annotation, Text patterns in photos being indexing and * Returns compiled upon collected and
Annotation, and uploaded classification information inferred data
others * Text Analytics for analysing * Support to
patterns in provided Recommendation
annotations Systems

Fig. 2. System Architecture



A Platform for Citizen Sensing in Sentient Cities 61

(I} Select I (i) Collect | {ii) Report and share
Citizens salect what type of ¢ The Maobile Application provides The report is uploaded to the server
urban event they want to report. a reporting interface containing and, if configured, added to social nets
picture, location, cassification, promating citizen engagament,
and annodation. monitzning, and social participation.

Fig. 3. Mobile Citizen Sensors

Sensors Module. We are providing a configurable Mobile Sensor Application to sup-
port intentional and non-intentional Citizen Sensors. Figure Bldepicts the current proto-
type for the (i) Sensors Module. The Citizen Watcher application (in Portuguese, “Ver
a Cidade”) allows for citizens to report urban situations on the spot using their own
smartphone devices. Examples of possible reports involve: aggression to urban vege-
tation, fauna, requests for gardening, reports of inaccessible areas, floods, traffic, road
potholes and others.

The Mobile Sensor Application is freely available from regular mobile application
stored] and connect to the (iii) Data Repository module through regular mobile Internet
connection and open interfaces.

Using this platform, municipalities can easily promote the use of Mobile Citizen
Sensing. The reports will be uploaded to customized Cloud Services providing open
Web and mobile access to the data.

Data Modules. There are two sets of functional modules for (ii) Data Augmenters and
(iii) Data Repositories, accessible through a open interface.

The (ii) Data Augmenters provide methods to augment received data as, for instance,
by adding contextual information and converting data formats. In this module, we are
incorporating methods for voice recognition to support voice annotation. Voice annota-
tions are transcribed on the server by using IBM Voice Recognition technology.

Both voice and transcriptions are stored in the (iii) Data Repository, forming a
database of rich annotations. This can be used to run text analytics on citizen’s moods
whilst reporting the events, allowing for extended analysis of the reports. Moreover,

* Note: only an iOS version is available at the moment. We intend to produce an Android version
soon and, possibly, a Windows Mobile version in the short term.
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we are including solutions for image recognition and image analytics that provide the
pre-classification of the user generated annotations. This combination of technologies
provide a key contribution to the overall solution, making it more pervasive and easy to
use.

The (iii) Data Repositories implement the data store, indexing, and organization. In
our architecture, this component is implemented upon IBM DB2 pureXML technol-
ogy, providing methods for flexible data structures supporting data input from different
sensors and simulations.

Analytics Modules. This model provides the methods to classify, correlate, and pre-
dict information upon the data stored in the (iii) Data Repositories. It is composed of
analytic models based on data being collected and simulation for urban scenarios. In
Section ] we are presenting an illustrative scenario of the application of analytic mod-
els in the context of Smarter Cities.

Analytic models for Smarter Cities is a new concept and still field for research.
For that, we are implementing a number of innovative models for both (i) report-
ing analytics, such as standard reports, ad-hoc reporting and alerts; and (ii) predictive
analytics, for statistical analysis, forecasting, extrapolation, predictive modelling, and
optimization.

In that regard, we are researching on methods and techniques for filtering reports
based on correlation of observation data, variations of local context, and variations of
user profile. Context can be defined by additional information that may be used to aug-
ment reports, such as time, location, and surrounding events, while user profiles are
categorized in terms of end-users’ demographics, psychographic information, and sta-
tistical analysis of previous contributions made to the platforrrﬁ.

Additionally, we are investigating on models for evaluating the level of impact and
priority of reports based on sentiment analysis of the accompanying text, as well as im-
age analysis ran over an optionally accompanying photograpfﬁ. This solution provides
a pre-classification of the user generated annotations, in which the severity of certain
observations can be recognized based on the pictures being uploaded along with the
reports.

Finally, we are including open interfaces for analytics and visualization. It will allow
for third-party developers and the public in general to have access to (public) data and
create their own analysis and reports. We see openness and free access as pivotal in
this platform. We believe that, by promoting free access, it will boost collaboration and
analysis from different points of view. This approach will contribute to both (i) the sense
of transparency and social inclusion and (ii) further development of analytic models for
Smarter Cities.

Simulation Module. This module allows for the creation of prediction and “what if”
scenario simulations. For instance, we are developing simulations to predict scenarios
for early warning systems. This is based on previous work like [5]], aiming at solutions
for the coordination of large-scale events. The objective is to understand the likely prob-
lems that could occur and be prepared to respond. The environment encompasses the

3 IBM patent pending.
% IBM patent pending.
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description of city’s infrastructure, population behaviour, crowd dynamics, law enforce-
ment, emergency units, and others. We are implementing a bottom-up approach where
we are modelling individuals’ behaviour and their group attitude.

We are proposing agent-based simulations, where a population is instantiated with a
number of general parameters according to culture and environmental conditions. These
parameters will indicate which are the valued priorities of the people and, therefore,
create certain preference orderings for actions given the current conditions. We will
also model how the actions influence all the environment parameters and thus change
the world and the context of the agents to make decisions.

In this line of research, we intend to establish how natural social groups, norms,
and regulations can be used to provide some centrally controlled mechanisms to guide
“realistic” crowd behaviour. For instance, a group of people with the purpose of going
to a football stadium for a soccer match will not be easily deterred from its path, but
people coming out from the match might be easily guided.

The simulations will be calibrated by using real data from areas where the population
is well-known (using statistical data), e.g. what is the average income, unemployment
rate, etc. All these parameters influence the value priorities. The outcomes of the simu-
lation can then be compared with those in reality, e.g. how much garbage is produced,
how do people dispose of their garbage, how much water is used, how many people
own cars and use them every day, etc.

The inherent support to simulations in the composition allows for the creation of
next-generation analytics solution that goes from “understand what has happening and
inform” to “understand what is likely to happen and optimize”.

Next, we describe case scenarios where we apply the proposed technology to coor-
dinate resources and anticipate events.

4 Illustrative Scenarios

Let us consider a scenario where citizens using the Mobile Sensor module provide in-
tentional reports for (i) garbage on the streets, (ii) areas of inundation, and (iii) traffic
jams. The observations are collected by citizens and uploaded to the Data Repository,
including the report, a text annotation, a photo, and the location. In this scenario, the
proposed platform provides important and non-trivial insights that can be applied in the
prediction of traffic conditions.

In this context, Figure[d presents the data collection performed in a same area for the
period of 15 days. Markers on the maps pinpoint the counters for each occurrence. The
graphs on the right side present the variation of occurrence counters during the time
period.

The analysis is as follows. On the third day, only a few garbage reports have been
registered. Thus far, neither traffic jams nor floods have been reported. This observations
suggests that garbage alone does not have an influence on congestions.

On the eighth day, the number of garbage occurrences increased. In addition, some
spots of road inundation have been reported. In this circumstance, traffic jams started
to be registered, specially around the road inundation locations. Hence, one can infer,
based on both common sense and on analysis of the data, that the number of occurrences
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Fig. 4. Example of application based on the platform

of traffic jam is linearly proportional to reports of road inundation, but it is not related
to garbage in the streets.

However, as we can see in the snapshots of the thirteenth day, the number « of flood
observations increased and the number of traffic reports clearly had a superlinear growth
in x. Therefore, the original conclusion is not precise. Modelling traffic as a function of
rain may still be the correct approach, but if a decent formulation cannot be identified,
cross relation of variables may bring some important insights. In particular, in the pre-
sented scenario, we can see that the number of garbage reports also grew significantly
in the time period. If a large amount of garbage accumulated on the streets, it is possible
that culverts have become clogged, leading to a scenario where floods were more likely
to occur.

This fact suggests that garbage occurrence may be relevant in the context of traffic
jam prediction, and therefore one should also consider the possibility of modeling traffic
jams as a function of flood and garbage occurrences.

Finally, it is interesting to notice that, if data suggests a strong dependence between
garbage, rain, and traffic jams in a certain area, it may indicate infrastructure issues in
the regions (e.g. culverts need maintenance, garbage collection has not been adequately
performed in the area, etc.). We conclude that the extended analytic capabilities pro-
vided by the Platform for Citizen Sensing in Sentient Cities provide useful information
for city administrators to identify trends and operational patterns beyond the obvious.
This allows for anticipating emerging situations impacting society, and provides in-
sightful information to decision makers.

5 Conclusions

We are creating a decision-support system for urban planning and management that
provided important tools and methods for city administrators. The proposed solution
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encompasses sensors, data processing and augmentation, flexible data repositories, in-
novative methods for data analysis, extended interface, and simulation support. We are
creating a solution that can be scaled to cities of any size, applied to the coordination
of large events (e.g. crowd gatherings, sports games), emergency relief coordination,
infrastructure planning, traffic monitoring, and others.

We presented the application of extended analytic capabilities to provide useful infor-
mation in a scenario where citizens use the Mobile Sensor module to report (i) garbage
on the streets, (ii) areas of inundation, and (iii) traffic jams. The analysis allows for
understanding the cross-relation of events. It implied that there is a strong dependence
between garbage, rain, and traffic jams in a certain area, that may indicate infrastructure
issues in the regions. This sort of analysis is valuable for decision makers, justifying the
implementation of the proposed platform by the municipality.

We foresee the application of the proposed technology to provide analysis in different
areas of interest, as for example:

— Accessibility Applications: 1f people with disabilities are equipped with
non-intentional sensors, it is possible to identify locations that were frequented
by them and, more important, locations that were not. This data may be used by
municipalities for the identification of inaccessible places.

— City Occupation Analysis: The solution can estimate the volume of people present
in a certain area in a certain time span. Based on this information, it is possible to
identify which regions are under-occupied at certain periods of time, what is the
profile of the group of citizens that come to these places, and others.

— Infrastructure Needs: It is possible to determine the paths followed by citizens. If
the platform is enriched with data describing which transportation vehicles the per-
son used, it is possible to discover how people go from one place to the other, their
origins and destinies and the timestamps of these events. With this information,
governments may able to identify potential improvements in infrastructure and ser-
vices related to public transportation.

As this work continues to develop, we are targeting to incorporate data available from
external sources to the (iv) Analytic Models. For example, data can be imported from
Open Data repositoriesﬂ and social networks, such as Facebook and Twitter (e.g. a citi-
zen posting a status about his neighbourhood being affected by road inundations when-
ever it continuously rains for more than a couple of hours).

Finally, we stress that the outcomes of this research yield significant social contri-
butions. Being able to broadly coordinate resources and anticipate events, city admin-
istrators can make reliable decisions that will impact social services, traffic, energy and
utilities, public safety, retail, communications, and economic development.

Acknowledgment. We would like to thank Christine Robson for the early implemen-
tation of IBM Creek Watch and her assistance in porting her project to the broader
application being proposed. In addition, to Frank Dignum for his help in outlining the
models to be applied for the simulations we intend to conduce in this work.

7 Ref: http://datacatalogs.org/
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Abstract. Pedestrian quantity estimation receives increasing attention
and has important applications, e.g. in location evaluation and risk anal-
ysis. In this work, we focus on pedestrian quantity estimation for event
monitoring. We address the problem (1) how to estimate quantities for
unmeasured locations, and (2) where to place a bounded number of sen-
sors during different phases of a soccer match. Pedestrian movement is
no random walk and therefore characteristic traffic patterns occur in the
data. This work utilizes traffic pattern information and incorporates it
in a Gaussian process regression based approach. The empirical analysis
on real world data collected with Bluetooth tracking technology during
a soccer event at Stade des Costiéres in Nimes (France) demonstrates
the benefits of our approach.

Keywords: Pedestrian Quantity Estimation, Trajectory, Gaussian Pro-
cess Regression, Graph Kernels, Sensor Placement.

1 Introduction

Major public events such as soccer matches, concerts and festivals attract thou-
sands or even millions of visitors. On the one hand this offers interesting business
opportunities for event organizers, advertisement companies and street marketers.
On the other hand it also creates a growing financial risk for the organizers due to
huge expenses, and safety risks for the guests themselves. Understanding move-
ment behaviour and identification of attractors and distractors gives insights on
visitor preferences and motivations during a particular event. This can help in
avoiding risks by better management of visitor flows. Various locations and at-
tractions can be ranked by their popularity, safety or frequency, and measures
against over-crowding can be taken immediately or for future events.

Sensor technologies that are currently in use to measure people quantities
automatically are surveys, video surveillances, GPS, and Bluetooth scanners.
Whereas the first solution (surveys) is expensive and hardly representative due to
the non-random sampling among all visitors, the second one (video surveillance)
depends on weather, brightness and density of the people and does sometimes
require special scaffoldings to carry the cameras. GPS finally is not available
everywhere, e.g. indoors and in urban canyons. In this paper we perform our tests

J. Nin and D. Villatoro (Eds.): CitiSens 2012, LNAI 7685, pp. 67-80] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. 3D Sensor Placement at Stade des Costieres, Nimes (France) 05/08/2011

on a Bluetooth tracking dataset collected during a soccer match at the Stade
des Costieres, Nimes (France) [I]. The data was collected using 17 Bluetooth
beacons [2] at various locations in the stadium (Figure [).

This work addresses the question where a fixed number of automatic pedes-
trian quantity sensors (i.e. Bluetooth beacons) is to be located during a mass
event in order to get an adequate estimate on the movement of the visitors within
the site. Our approach addresses the following questions:

— How can pedestrian quantities be estimated from a relatively small number
of empirical measurements?

— At which places should a constrained number of pedestrian quantity sensors
be located?

Often, available data for investigating these questions is limited to a small num-
ber of measurements and some prior knowledge, e.g., floor plan sketches or knowl-
edge on preferred routes by local domain experts. Incorporating prior knowledge
is thus essential to address the above challenges. However, so far there are few
approaches that explicitly take into account the movement patterns, although
pedestrians generally show some move preferences [3H6], especially in closed en-
vironments, e.g., sport stadiums.

In this paper we address both, pedestrian quantity estimation and sensor
placement in the case where movement patterns are provided as background
knowledge (Section 3) and the acquisition of movement patterns from Bluetooth
observation data (Section 4). The paper is structured as follows. Section 2 dis-
cusses related work and gives an introduction to episodic movement data and its
analysis. In Section 3 we introduce our Bayesian method (Gaussian processes).
Section 4 highlights the application to the real world dataset. We conclude in
Section 5.

2 Related Work

Bluetooth monitoring has found a number of interesting applications in recent
years. Besides event monitoring, also other successful applications of Bluetooth
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tracking technology are described in the literature. In [7] various scanners were
placed at Dutch train stations to record transit travellers. Accurate location
and tracking of objects within complex facilities is another important research
topic [§]. Bluetooth tracking is also used to monitor a sample of visitors [I8,9]
and extract their route choices [Il[10]. The work presented in [11] uses Bluetooth
tracking to record people in a public transportation network, whereas [12] gives
a general overview on possibilities using Bluetooth tracking technology. In a few
works time-geography and movement patterns are addressed as well [9[13].

Bluetooth tracking is based on collecting episodic movement data (EMD) [9].
In GPS-less environments episodic movement data is the major representation
of pedestrian mobility. Differently from outdoor pedestrian quantity estimation,
continuous tracking technologies such as GPS cannot be used in many closed
environments due to the lack of a GPS signal in buildings and/or expensive
deployment of the hardware. Instead, recently developed alternative technologies
such as light beams, video surveillance, and Bluetooth meshes record episodic
movement data or its location-based-aggregate, presence counts, at low expenses.
Episodic movement data is represented by tuples < o,p,t > of moving object
identifier o, discrete location identifier p and a time stamp t. The location-based-
aggregate, presence counts, for time interval At, is also known as number of
visits, quantity or traffic frequency. It is defined as NV (p, At) = | < o,p,t >,t €
At|. The number of moves among two locations p; and p; is similarly defined
as NM(pi,p;, At) = | < o,pi,pj,t >,t € At]. Other prominent examples of
episodic movement data are spatio-temporal activity logs, geo-tagged photos,
cell based tracking data and billing records.

Episodic movement data poses great challenges for existing data mining algo-
rithms based on (linear) interpolation between data points. For example, speed
and movement direction cannot be directly derived from episodic data; trajec-
tories may not be depicted as a continuous line; and densities cannot directly be
computed. The reason is that there are normally unmeasured locations between
two measurements that cannot be reliably inferred by linear or other parametric
interpolation.

Though this data is thus difficult to use for individual movement or path
analysis, it still contains rich information on group movement on a coarser level.
Our approach is to aggregate movement in order to overcome some of the un-
certainties present at the individual level. Deriving the number of objects for
spatio-temporal areas and transitions among them gives interesting insights on
spatio-temporal behavior of moving objects. As a next step to support ana-
lysts, [9] proposes clustering of the spatio-temporal presence and flow situations
(see Figure B)). In this figure the colour shading, which supports a visual un-
derstanding and analysis of the flows, results from Sammon‘s mapping [I4]. To
be more precise, the two-dimensional clustering of the flow situations (vector
among all sensors) is mapped on a colour plane. As a result, similar flows get
similar colours, and difference between flows corresponds to difference between
colours. The different stages of the match are visible, and are subject for data
partition in Section 4.
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3 Pedestrian Quantity Estimation with Movement
Patterns

Although pedestrians show systematic behavior and move preferences, espe-
cially in closed environments, e.g., stadiums, concert halls or trade fairs, few
approaches systematically take into account the trajectory patterns for analysis.
However, incorporating prior knowledge on pedestrian movement is essential to
address the two questions posed above (see section 1). Existing traffic volume
estimation methods, e.g., k-nearest neighbour [I5,[16] and standard Gaussian
process regression [I7], do not take into account this form of expert knowledge
and thus may not effectively provide accurate estimations, e.g. in case of side
corridors.

To estimate the traffic volume at unmeasured locations, we propose in [18] a
nonparametric Bayesian method, Gaussian Processes (GP) with a random-walk
based trajectory kernel. The method explores not only the commonly used infor-
mation known from the literature, e.g. traffic network structures and recorded
presence counts NV at some measurement locations, but also the move prefer-
ences of pedestrians (trajectory patterns) collected from the sensors. As firstly
introduced in [I8], we provide here a brief discussion on the GP approach for
quantity estimation and sensor placement. Consider a traffic network G(V,E)
with IV vertices and M edges. For some of the edges, we observe the pedes-
trian quantities, denoted as y = {ys := NV (05, At) : s = 1,...,5}. Addi-
tionally, we have information about the major pedestrian movement patterns
T ={T1,Ts, ...} over the traffic network, collected from the local experts or the
tracking technology (e.g. Bluetooth). The pedestrian quantity estimation over
traffic networks can be viewed as a link prediction problem, where the predicted
quantities associated with links (vertices) are continuous variables.

In the literature on statistical relational learning [19L20], a commonly used
GP relational method is to introduce a latent variable to each vertex, and to
model the values of edges as a function of latent variables of the involved ver-
tices, e.g. [2122]. Although these methods have the advantage that the problem
size remains linear in the size of the vertices, it is difficult to find appropriate
functions to encode the relationship between the variables of vertices and edges
for different applications.

The observed pedestrian quantities (within a time interval At) are conditioned
on the latent function values with Gaussian noise €;: y; = f; +¢;, € ~ N(0,02) .
As mathematical form and parameters of the function are random and unknown,
fi is also unknown and random. For an infinite number of vertices, the function
values {f1, f2,...} can be represented as an infinite dimensional vector. Within
a nonparametric Bayesian framework, we assume that the infinite dimensional
random vector follows a Gaussian process (GP) prior with mean function m(x;)
and covariance function k(z;, ;) [23]. In turn, any finite set of function values
f={fi:i=1,..,N} has a multivariate Gaussian distribution with mean and
covariances computed with the mean and covariance functions of the GP [23].
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Without loss of generality, we assume zero mean so that the GP is completely
specified by the covariance function. Formally, the multivariate Gaussian prior
distribution of the function values f is written as P(f|X) = N (0, K), where K
denotes the N x N covariance matrix, whose 7j-th entry is computed in terms of
the covariance function. If there are vertex features x = {x1,...,xn} available,
e.g., the spatial representation of traffic edges, a typical choice for the covariance
function is the squared exponential kernel with isotropic distance measure.

Since the latent variables f are linked together into an edge graph G, it is
obvious that the covariances are closely related to the network structure: the
variables are highly correlated if they are adjacent in G, and vice versa. Therefore
we can also employ graph kernels, e.g. the regularized Laplacian kernel, as the
covariance functions:

K =[B(L+1/a®)] ", 1)

where a and [ are hyperparameters. L denotes the combinatorial Laplacian,
which is computed as L = D — A, where A denotes the adjacency matrix of the
graph G. D is a diagonal matrix with entries d; ; = Zj A

Although graph kernels have some successful applications to public trans-
portation networks [I7], there are probably limitations when applying the
network-based kernels to the scenario of closed environments: the pedestrians in
a train station or a shopping mall have favorite or commonly used routes, they
are not randomly distributed on the networks. In a train station, the pedestrian
flow on the main corridor is most likely unrelated to that on the corridors leading
to the offices, even if the corridors are adjacent. To incorporate the information
of the move preferences (trajectory patterns, collected from the local experts or
tracking technology) into the model, we explore a graph kernel inspired with the
diffusion process [24]. Assume that a pedestrian randomly moves on the edge
graph G. From a vertex i he jumps to a vertex j with nf ; possible random walks
of length k, where nf ; is equal to [AF]; ;. Intuitively, the similarity of two ver-
tices is related to the number and the length of the random walks between them.
Based on diffusion process, the similarity between vertices v; and v; is defined

as
oo )\k .
D A
k=1

where 0 < A < 1 is a hyperparameter. All possible random walks between v; and
v; are taken into account in similarity computation, however the contributions of
longer walks are discounted with a coefficient A\¥ /k!. The similarity matrix is not
always positive semi-definite. To get a valid kernel, the combinatorial Laplacian
is used and the covariance matrix is defined as [24]:

O \k
K:[ ALk

; (2)

ij

s(v,v5) =

1l =exp(AL) . (3)
k=1




72 T. Liebig, Z. Xu, and M. May

On a traffic network within closed environment, the pedestrian will move not
randomly, but with respect to a set of trajectory patterns and subpatterns de-
noted as sequences of vertices, e.g.,

T1:1J1—>’U3—>1J5—>1}6,
T2:U2—>U3—>U4, . (4)

Each trajectory pattern 7, can also be represented as an adjacency matrix in
which Ai,j =1iff v; = v; € Ty or v; < v; € T,. The subpatterns are sub-
sequences of the trajectories. For example, the subpatterns of T are {v; —
U3, U3 — Vs, V5 — Vg, V1 — U3 — Us,U3 — U5 — vg}. Given a set of trajectory
patterns 7 = {T4,T», ...}, a random walk is valid and can be counted in similar-
ity computation, if and only if all steps in the walk belong to 7 and subpatterns
of T. Thus we have

0o A . 0o AE A
$(vi,v5) = [Z X Ak K = lz 1l Lk] = exp(AL)
k=1 ij k=1
A=Y, Pi—D_A 5)

where D is a diagonal matrix with entries d” =3 ; /Alw-.

For pedestrian quantities f,, at unmeasured locations u, the predictive distri-
bution can be computed as follows. Based on the property of GP, the observed
and unobserved quantities (y, f,)? follows a Gaussian distribution

~ 9 ~
AR iron =
|:fu:| ’ Ku,u Ku,u ’ ( )

where K’uu is the corresponding entries of K between the unmeasured vertices
u and measured ones u. [A(%u, Ku,uy and kuu are defined equivalently. I is
an identity matrix of size |u|. Finally the conditional distribution of the unob-
served pedestrian quantities is still Gaussian with the mean m and the covariance
matrix X

m = K’uu(K’uu + 021)*1 y

Y= Ku,u - Ku,u(Ku,u + 02[)71 Ku,u .

Besides pedestrian quantity estimation, incorporating trajectory patterns also
enables effectively finding sensor placements that are most informative for traffic
estimation on the whole network. To identify the most informative locations Z,
we employ the exploration strategy, maximizing mutual information [25]

argmax H(V\Z) — H(V\Z | 7) . (7)
ICV
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It is equal to finding a set of vertices Z which maximally reduces the entropy of
the traffic at the unmeasured locations V\Z. Since the entropy and the condi-
tional entropy of Gaussian variables can be completely specified with covariances,
the selection procedure is only based on covariances of vertices, and does not
involve any pedestrian quantity observations. To solve the optimization problem,
we employ a poly-time approximate method [25]. In particular, starting from an
empty set Z = (), each vertex is selected with the criterion:

ve < argmax H.(v|Z)— Hc(v |Z), (8)
veEV\T

where Z denotes the vertex set V\(Z Uv). Hc(z|Z) := H(xz|Z') denotes an
approximation of the entropy H(x|Z), where any element z in Z' C Z satisfies
the constraint that the covariance between z and x is larger than a small value
€. Within the GP framework, the approximate entropy H¢(z|Z) is computed as

1
H(z|Z)= 5 1n27reai‘z,

2 > ST =1 §
O—:L’\Z’ = KI,I - Km,Z’KZ’,Z’KJ/”Z' . (9)

The term K’x 7 is the corresponding entries of K between the vertex z and a set
of vertices Z'. IA(“L and K 7.z are defined equivalently. Given the informative
trajectory pattern kernel, the pedestrian quantity observations at the vertices se-
lected with the criterion (®]) can well estimate the situation of the whole network.
Refer to [I8] for more details.

4 Real World Application

In this section, we test our approach on a dataset collected through Bluetooth
tracking technology [I]. The analysis is inspired by the workflow presented in [13].
Instead of applying two phases we conduct our experiment in three consecutive
phases.

— The field study phase is performed during (1) survey design and (2) data
collection.

— The second visual analysis phase is conducted within the (3) data prepara-
tion, aggregation and visual analysis.

— In the knowledge discovery phase we conduct the (4) data mining step.

Next, each of the steps is described and experiments to the previously described
sensor placement strategy are performed.
4.1 Field Study Phase

For data collection a mesh of 17 Bluetooth sensors has been deployed within a
soccer stadium (Stade des Costieres, Nimes at France) during a soccer match on
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05.08.2011. The three-dimensional sensor placement is depicted in Figure 1. All
Bluetooth enabled devices (e.g. smartphones or intercoms) that pass at one of
the sensors (more precisely its footprint) trigger the creation of a datalog entry
consisting of the timestamp, the sensor identifier (which denotes the position),
the radio signal strength and a hashed identifier for this particular device [26].

The range of the sensors is approximately 15 meters, thus there remain un-
observed regions in the stadium as well as overlapping areas. Whenever a Blue-
tooth enabled (i.e. visible) mobile device traverses multiple sensors, it becomes
re-detected. In this way, transition times as well as movement patterns can be
reconstructed. However, the recorded data is episodic (see Section 2 for specifics
on Episodic Movement Data) as it provides uncertainties on continuity, accuracy
as well as coverage [9].

We recorded 47,589 data points from 553 different devices at 17 distinct loca-
tions. The average number of distinct visited sensor locations is 4.37, the median
number is 2. The recorded movements have an average duration of 3 hours and
25 minutes. In total, about 14 percent of the visitors, 553 of 3898 (this offi-
cial visitor number does not contain the people which worked there), have been
recorded during the period of the match; thus we expect the dataset to be large
enough to allow inferences from the sample to the whole population even for less
frequent flows.

4.2 Visual Analysis Phase

The recorded Bluetooth tracking dataset contains sequence movement patterns,
which can for example be extracted using the Teiresias algorithm [27], which was
firstly applied to episodic movement data in [28]. Application of the algorithm
reveals that the most frequent pattern with more than one location starts at the
main entrance and ends at a tribune (depicted in Figure JA). The movement
in the stadium thus is not a random walk but aims at a target. These individ-
ual movement preferences cause correlations among the sensor readings. Next,
we visually explore the correlations contained in the soccer dataset [I]. The vi-
sual analysis of movement dependencies among discrete regions is subject of our
previous work presented in [29,29]. There, the contained dependencies are rep-
resented by a Spatial Bayesian Network which connects the different regions by
directed edges and associated conditional probability tables. In result, queries
for co-visits of spatial regions given arbitrary (positive or negative) evidences
can be answered. Next, we apply this method [30] to the presented dataset and
study the contained movement preferences in detail (Figure ).

For visualization of the three-dimensional dependencies, we created a Voronoi
Dirichlet tessellation of a three-dimensional stadium model. Materials to the
resulting geometries (colour and opacity) are assigned according to the proba-
bility distribution computed by the Spatial Bayesian Network. Figure [2] depicts
the results of the Spatial Bayesian Network for four different queries. Red colours
indicate a high visit probability; blue colours indicate a low probability. The yel-
low arrows in the picture mark the points of positive evidence. The picture A
(in the upper-left corner) depicts the probability distribution given the evidence
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that the sensor at the ground floor (sensor 34 for comparison with Figure 1) has
been visited. It is remarkable that the probability on this side of the stadium is
high and low in most of the other parts. The places in the other tribunes (at the
bottom of the pictures) that possess a relative high probability as well as the
VIP rooms and thus visited by the catering staff and prominent visitors from all
tribunes after the match ended.

In the next step we examine the impact of the staff and prominent guests by
change of evidence to a restricted entry within the Spatial Bayesian Network.
Results are depicted in picture B. All paths that have been used by the catering
crew and safety deputies are inked in red which denotes a high probability of
movement. The shops possess a relatively high probability. They were located
in the uppermost floor of the two towers in the left side of the picture and also
in the VIP lounges. Safety deputies helped us during data collection, thus it can
be seen to the right that they visited sensor location three (top of the upper left
tower, compare Figure[2]) in order to check its presence. In the bottom of Figure[2]
we combine multiple points of evidence within the query. To the left (picture C)
is a visualization of the combined probability of the visitors at the entry to the
major tribune and to the VIP entry. The visitors selected by this query distribute
among the major tribune and within the VIP rooms. By further addition of
evidence at sensor location three, the places considered so far reach their highest
conditional probability. Most likely this untypical movement pattern depicted in
picture D was our movement for maintenance of the sensors. The tribune to
the left shows a very low probability as it could not be traversed. The tribune
on the right was open for traversing before the match began. Thus, our visual
analysis reflects these circumstances and helps to understand movement behavior
contained in the dataset.

After visual analysis of the recorded spatial movement correlations our fur-
ther visual analysis focuses on the temporal analysis and the preparation of the
dataset for the data mining (i.e. sensor placement step). Since episodic movement

- ' I
(! visit probability

Fig. 2. Visual representation of the spatial correlations in the soccer dataset, yellow
arrow denotes the evidence of the query
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arrival ‘ ‘

(b) Clustering of flow situations over time

Fig. 3. Temporal analysis of presence and flow situations

data contains uncertainties on individual movement, the proposed approach in [9]
is the spatio-temporal aggregation of presence and moves. This results in pres-
ence and flow situations which denote for a time interval At the total number of
visits for each discrete location as well as the total number of moves among pairs
of locations. Thus, in contrast to the existing workflow for Bluetooth tracking
data analysis, the soccer dataset [I] is divided into three consecutive time inter-
vals (arrival, match, departure) derived from the clustering of presence and flows
(Figure Bl). In this picture the lines represent the number of persons per scanner
(Figure 3a) or the numbers of persons per link among two locations (Figure 3b).
The background colouring of the Figure utilizes Sammons mapping [I4] and was
discussed in Section 2. Based on the achieved visual analysis of the flow data (de-
picted in Figure[3) the time-stamps for splitting are (14:00, 20:00, 21:45, 22:00).
These time intervals correspond to the three different consecutive phases of the
match: arrival of the visitors, match and the departure after the match. Note
that in Figure 3b (which analyses the moves of the visitors) even the break of
the match is visible. Movement of the stadium visitors differs in each of these
time spans from its successive time interval (indicated by different colours in
Figure 3b). During the match there is very low movement of the visitors. Thus,
we perform our sensor placement experiments for the safety critical phases of
arrival and departure.
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(b) departure dataset

Fig. 4. MAE for random (grey boxplots) and trajectory pattern kernel based sensor
placement (black dots) for different number of sensors

4.3 Knowledge Discovery Phase

The Gaussian process based sensor placement algorithm (Section [3) is applied
to the two previously separated datasets (arrival and departure of the visitors).
Thus, the recorded movement sequences of the visitors (studied in Figure 2)
are considered as movement patterns. All of the recorded patterns are treated
equally (we remove duplicates) without any weighting. The recorded counts of
visits per sensor are subject for quantity estimation. This is also an important
difference from our work presented in [18] where we model counts of flows.

The quantity estimation is performed with different numbers of sensors, start-
ing from 17 up to 2. In each test we apply our sensor placement algorithm among
the predefined locations chosen in the given dataset. The performance of the
placement is then compared to random sensor placement (run 35 times each).
The quantity estimation error is measured in mean absolute error MAE. Fig-
ure M depicts the performance for different numbers of sensors. The placement
of 17 sensors (to the left) equals to the case were all 17 previously placed sensors
(contained in the dataset) are used. In the next step, one of the sensors is omit-
ted. The grey boxplot denotes performance for its random selection, the black
dot the performance of our kernel based placement strategy.
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The tests show that when omitting up to 6 of the applied sensors (35%) in
the sensor mesh, our placement still outperforms random placement and has an
acceptable absolute prediction error of 80 persons (2% of the total number of
3,898 visitord]).

5 Conclusion and Summary

The paper addressed the visitor quantity estimation in an event monitoring
scenario under constraints (i.e., a bounded number of sensors). Thus we tackled
the following two challenges (1) pedestrian quantity estimation from a relatively
small number of empirical measurements, and (2) placement of the constrained
number of quantity sensors. We proposed a novel method to determine where a
fixed number of automatic pedestrian quantity sensors is to be located during a
mass event in order to get an adequate estimate on the presence of the visitors
within the site. Note that we considered here counts of presence, instead of counts
of moves, which is subject to [1§].

Our proposed method incorporates trajectory patterns for automatic sensor
placement and quantity estimation. Real world experiments at a soccer stadium
dataset show that our method holds potential for automatically determined sen-
sor number reduction.

Future work may focus on reduction of communication costs among the sensor
network, inclusion of mobile sensors (e.g. mobile Bluetooth sensors [31]) and
creation of a dynamic pedestrian model.

Acknowledgments. The work was supported by the European Project Emer-
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Abstract. Sensor networks may become a key element in a smart city in order
to collect and provide information to its citizens. In this paper, we propose a new
mobile phone sensing application, Incidencies 2.0, that helps users notify and
stay informed about the incidents of the public rail network in the Barcelona
metropolitan area. The application takes advantage of the widespread use of
smartphones combined with their sensing capabilities to gather sensory data from
the environment and then send the sensed information back to a central data col-
lection facility using cellular network technology. Data retrieved from the appli-
cation provided by real users allows us to make a first analysis on the potentials
of this new sensor network paradigm.

1 Introduction

Smart cities use technology and network infrastructure to improve economic and po-
litical efficiency and enable social, cultural and urban development. Though there are
many factors involved within a smart city, their citizen engagement and the necessity of
sensors to monitor the city’s activities are becoming key concepts towards a successful
deployment.

There is an undeniable need for sensor networks in a smart city to collect and pro-
vide information to its citizens. Sensor networks have become one of the most active
areas in networking research over the last decade, providing overwhelming potential
for information collection and processing in a wide range of environments. The state of
the art approaches in sensor networking include a limited number of static devices, usu-
ally wirelessly connected, spanned over a pre-determined geographical area gathering
evanescent information of the environment surrounding them.

Nevertheless, we can not overlook the increasing popularity and huge potential of
smartphones to build a new generation of sensor networks, targeting daily life activities
of individuals and the environment surrounding them. Indeed, modern smartphones be-
sides being sophisticated computing platforms, include a wide range of capabilities, like
computing (CPU, data storage,...), communication (UMTS, WiFi, Bluetooth) and sens-
ing (positioning -GPS-, motion -accelerometer-, image -camera- , audio -microphone-).
In addition, smartphones development is exploding, and competition between Apple
and Google expands over 74% of the market share with approximately 149 millions of
devices sold during the 4th quarter of 2011 according to Gartner, Inc. [1]].

* This work has been partially supported by the Spanish Government through project TIN2010-
15764 N-KHRONOUS and the UAB grant PIF 472-01-1/E2010.

J. Nin and D. Villatoro (Eds.): CitiSens 2012, LNAI 7685, pp. 81-p3] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Therefore, we can take advantage of the widespread use of smartphones combined
with their sensing capabilities to gather sensory data from the environment and then send
the sensed data back to data collection facilities using cellular network technology. Fur-
thermore, it might be useful to have individuals participating in the sensing tasks. Sur-
rounding environment detection, information processing, or great communication skills
are just some of the qualities that individuals posses. Therefore, we can take advantage
of both available sensors in a smartphone and the smartphone’s owner intelligence to
acquire better knowledge on long-lasting features of the landscape. Users can provide
additional information to sensor readings, such as natural language description of the en-
vironment or location-tagged images, thereby provisioning researchers with a substantial
wealth of data. When relying on users to act as sensors we could refer to them as smart
sensors, and we will refer to this type of sensor networks as smart sensor networks (SSN).

SSN can help overcome many of the limitations of existing proposals in wireless sen-
sor networks, which require physical deployment and customized node management,
in addition to complex communication protocols. However, the new opportunities and
benefits offered by modern smartphones as sensing devices come at a price. Bringing
together geographically and sociologically unrelated individuals to create a community
that performs tasks for a greater good brings up front new challenges and security is-
sues that might have a strong impact on the overall performance of the network. Sensor
network managers, now have to deal with potential sabotage (intentional or uninten-
tional) from the smartphones users. How to derive trust in the sensor readings provided
by a crowd of volunteer individuals becomes an important research question in these
environments. Moreover, to engage as many users to participate in the sensor network’s
sensing tasks is a major challenge since usually, device owners are reluctant to share
their valued resources if no direct benefits are perceived.

In this paper, we present Incidencies 2.0,a SSN applicatiotﬂ that allows users to notify
and keep abreast of any incident that affects the rail public transport network nearby
Barcelona. Although the application is built on top of a general framework that may allow
more general sensing tasks, we would like to evaluate the correctness of our framework
by developing a real, specific and useful application for that framework that will provide
us with real user data in order to analyse the possibilities of a real deployed SSN.

The paper is organized as follows. In Sect. 2l we review the existing proposals in
which users take part as sensors entities. Section[3lintroduces a new sensing application,
identifying its main functionalities. In Sect. ] we present the architecture and modular
design of the proposed framework. The data obtained from the proposed platform is
analysed in Sect.[3 Finally, Sect. 6l concludes the paper.

2 State of the Art

Smart sensor networks have a large number of potential applications. However there are
just a few proposals that leverage the idea of having sensing tasks relayed to consumer-
owned smartphones, and the majority were developed for experimental purposes.

The SSN application spectrum ranges from C'O3 emission monitoring [[7] to patient
health monitoring systems where smartphones are used in combination with wireless

! http://www.1incidencies.org
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(bio) sensors to monitor a patient’s vital signs [10], passing through a longer list of
location-based services, such as traffic accidents detection and situational awareness
provisioning to first responders [[13]], traffic conditions monitoring [13], or real-time trail
network update for hikers and mountaineers [[14]. In addition, a built-in GPS receiver
and an accelerometer can be used to identify the transportation mode of an individual
(i.e. walking, running, biking, or in motorized transport), as described by Reddy et al.
[12].

Furthermore, smart sensor networks can provide support in emergency scenarios or
environmental disasters as A. Gahran explained in an article on how citizens living in
the Gulf Coast region could use their smartphones sensors, such as GPS and cameras,
to enter data on the ecological impact of the Gulf oil spill, providing specialists with
first hand information of this disaster [8]. This information was latter used to generate
impact analysis and provide recommendations.

As for general purpose urban sensing network architecture, the MetroSense project
[3] is worth mentioning. MetroSense offers a network architecture for urban-scale
people-centric sensing, leveraging existing urban infrastructure and human mobility to
opportunistically sense and collect data “about people and for people”. Some applica-
tions include BikeNet [5]] and SkiScape [4], developed as sample studies to demonstrate
the usefulness of the platform.

Practically all proposals in people-centric sensing applications face the problem of
data reliability. Although some approaches have been studied, such as game theory-
based mechanisms, where data pollution detection is combined with punishment strate-
gies [2l11], or entropy dynamics measuring in a descriptive distribution over the course
of a game [6], they all assume that one can infer a relationship graph among the mem-
bers of the sensor network, or there exist a tamper proof hardware providing a ~’ground
truth” for data validation. Alternatively, reputation-based strategies seem to provide a
promising solution. Nevertheless, all the sensing applications studies fail to provide a
robust data validation mechanism.

3 Application Overview

All existing proposals in smart sensor networks and related areas, such as ad hoc net-
works, lack a model of users behaviour. Instead, they all assume that users will behave
in a pre-determined manner, and they measure the network’s performance, or make hy-
pothesis based on this assumption. However, individuals are normally passionate and
many times act in an unpredictable way. In order to break with this tradition, we devel-
oped a sensing application and a framework to facilitate the implementation of a real-
time incident reporting system focused on the rail network services of the metropolitan
area of Barcelona, where users in possession of a smartphone running Google’s An-
droid or Apple’s iOS will act as smart sensors and information providers. Although the
application is focused on the rail network services, it is developed on top of a framework
that is highly scalable, allowing the implementation of an incident reporting system in
other environments, such as traffic or urban furnishing damages.
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Fig. 1. Incidencies 2.0 common features

The application follows a client/server paradigm in which end-users will be provided
with a smartphone sensing application that will provision them with a tool to easily
notify the occurrence of a new event, such as a delayed train. Once the user enters
all the information, it will be transmitted using the smartphone’s network connection
to a central data collection facility. Then, the information passes through a validation
process, it is stored into the database and is made publicly available to all the devices
having the sensing application installed.

3.1 Incident Notification

Incideéncies 2.0 allows users to notify new incidents and stay up to date of the incidents
that are currently going on, through the client application installed on their smartphones.

From the main menu of the client application, users are allowed to report a new
incident as shown in the left-hand side of Fig.[Il If a user chooses to report a new rail
network incident, he or she must provide information about the rail network service
and station where the incident is taking place, the event that caused it, an evaluation of
the incident’s severity. Optionally, a textual description can also be added. On the other
hand, if the user chooses to report an incident of any other type, he or she will be asked
introduce a description, which is now mandatory, and make an evaluation of the event’s
severity. Once the user introduced all the information, it is sent jointly with the current
date and time and the user’s GPS position, if available, to the Incident Management
Center (IMC).

In addition to report a new incident, users can confirm incidents already reported
by other participants in the sensor network. In the confirmation process, users are al-
lowed to specify an optional comment or description, which is included in the incident
information and can be later viewed in the detailed description of the incident.
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Fig. 2. Incidencies 2.0 incidents visualisation options

3.2 Incident Visualisation

Incideéncies 2.0 provides to all application users the information of all the incidents
that are taking place in a precise moment of time, offering various visualisation modes
through the client application that the users have installed on their smartphones (Fig.2).

Incidents can be seen as markers on a map where different colors and different icons
are used to distinguish between different types of incidents. Users can select a map
marker by tapping on that marker, which will open an alternate menu that offers the
possibility to access more information about that incident, or to upload new informa-
tion regarding it. This feature provides users with a quick and effective way of con-
sulting current incidents in a given region. However, users that usually travel using the
rail network system, tend to take just one railway line or a combination of a few of
them. Thereby, they should be able to filter the existing incidents according to their
preferences. To satisfy this requirement, Incidencies 2.0 allows users to select a specific
railway line and see only the incidents affecting that line as a list (central part of Fig. D).
Tapping on one incident in the list will bring to front a detailed view about that incident,
from which the user can upload new information or consult the incident’s location on
the map. If the user combines different railway services or lines, the application gives
the possibility to define up to three favourite lines to follow (right-hand side of Fig.[2),
so that the user can have a quick access only to the information that might have an
impact on his or her quotidian travels.

4 Application Architecture

As we have already mention, Incidéncies 2.0 has been developed through a more general
framework that follows a client/server architecture with a smartphone sensing applica-
tion on the client side and the Incident Management Center as the server application.
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4.1 The Smartphone Sensing Application

We have developed a sensing application that runs on both Android and iOS-based
devices. It implements a data gathering module, which relies on the smartphone’s owner
as a sensor using its GPS receiver, the current time and date, and a data visualisation
module, which connects with the IMC to retrieve all existing incidents.

The Android version of the application was developed using the Android SDK and
the Java programming language, while the iPhone version was developed as a native
i0OS application, based on the Cocoa Touch framework and using the Objective-C pro-
gramming language. Both versions interact with the device’s localisation services to
retrieve the smartphone’s current GPS position, and with the Google Maps API to offer
a map-based visualisation service. Furthermore, the application takes advantage of the
device’s Internet connection to send the collected data back to a central server.

4.2 The Incident Management Center (IMC)

The IMC is the central part of the framework and it is responsible of processing, validat-
ing, and storing the incident notifications provided by end-users. It follows a modular
design and it is composed of the following five modules (interrelated as shown in Fig.3)):

. Incident Definition Module (IDM)

. Incident Reception and Triage Module (IRTM)
. Data Validation Module (DVM)

. Public Relationship Module (PRM)

. Data Storage Module (DSM)

DN AW =

Incident Definition Module (IDM). A type of incident is described by an XML cod-
ification schema and a set of attributes (i.e. available information regarding the inci-
dent) and actions associated with the incident. Although at present time, the application
framework focuses on incidents in the rail network services, it is able to deal with new
types of incidents through a request sent to the Incident Definition Module specifying
the XML codification schema of the new type of incident, along with the attributes and
actions associated with it.

Incident Reception and Triage Module (IRTM). The IRTM is the front-end interface
of the IMC, allowing end-users to communicate with the central servers to report a new
incident or retrieve the existing ones. It also performs a triage phase to check if the type
of incident reported or requested is supported by the platform, that is, if it has been
previously registered through the Incident Definition Module. In addition, this module
is responsible for delivering information about on going incidents, as requested by end-
users, and for managing confirmations.

After the received notifications passed the triage stage, the information is forwarded
to the Data Validation Module, where it runs through a data validation process.

Data Validation Module (DVM). The DVM provides a validation scheme for the in-
coming notifications based on the users’ reputation and collective knowledge. However,
how to derive trust from the information collected by a crowd of volunteer individuals is a
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Fig. 3. Modular design of the Incident Management Center

major challenge in people-centric sensing applications. It is not straightforward to assess
if a notification received from a user is valid and corresponds to a real event happening at
that precise moment, or on the contrary, it provides dishonest or counterfeit information.
In Subsect. 4.3l we provide some ideas on how to achieve such data validation.

Public Relationship Module (PRM). Incidéncies 2.0 relies on end-users to provide
incident notifications and this information is made publicly available for all the other
users having the application installed. However, by nature, individuals are selfish and
they are not inherently motivated to collaborate in the sensing tasks unless direct bene-
fits are perceived from their participation. Then, selfish users will only consult currently
active incidents, but will refuse to provide incident notifications. Therefore, the PRM
must provide and manage the incentives that should be provided to end-users to stim-
ulate their cooperation. The PRM could certainly exploit data from the IRTM or the
DVM, such as reputation or user behaviour and query patterns to design cooperation
protocols that better adapt to the user’s needs.

Data Storage Module (DSM). After the incident notifications are processed and val-
idated, the information has to be stored in a database, so it can be retrieved and used
in the future by the other modules, or statistically analysed. The database scheme was
implemented following a relational database model and using the MySQL database
manager system. The design respects a modular scheme, so that new types of incidents
can be easily incorporated and stored into the database.

The information stored into the database includes users’ credentials and reputation
value, the different incident notifications and confirmations, and also the queries per-
formed by the users. In addition, the database must reflect the results of the validation
process, results that are stored jointly with the incident notification scheme.
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4.3 Reliable Data Readings

Data validation can be performed through a reputation system and collective knowl-
edge to ensure the reliability of the incident notifications sent by the users. The user’s
reputation provides a measure of his or her credibility within the system. Thereby, the
incident notifications received from users with a high reputation value, exceeding a
given threshold, will be considered as valid. On the other hand, if the user does not ben-
efit from high credibility within the community, different observations from different
users of the same incident will help establish the validity of the incident if a pre-defined
number of observations is accounted. Collective knowledge is handled by the applica-
tion framework through the client application, offering the ability to confirm incidents
previously notified by other users. Therefore, if a pre-define threshold of confirmations
is reached, then the incident will be considered as valid, and at the same time the repu-
tation of the users that observed that incident will be increased.

At the beginning, each user starts with a neutral reputation score. They can increase
their reputation by participating in the validation process of an incident, either notifying
the incident or confirming it.

Computing User’s Reputation Scores. We need to quantify the reputation of a user
and attune the threshold from which a user is considered to have a sufficiently high
reputation value to be granted with total credibility. The past interactions with a given
user determine up to a certain degree the future behaviour of the user. For example, if
a user always reports valid incidents, it is most likely that the next time it reports an
incident it would be a valid one.

We take a Bayesian system approach as described in [9]. The reputation score can
be computed based upon the beta probability density function parameter tuple (cv, [3),
where « and 3 represent the valid incident notifications sent by an user and the uncon-
firmed ones respectively. The beta PDF f(p|«, ) can be expressed using the gamma

function I as:
F(a + 6) a—1

Fayr(@? =27 (1

f(pla, B) =

where0 <p <1, a>0, 8>0.
The probability expectation value of the beta distribution is given by:
@

E@%:a+ﬁ-

When there is no information about the past action of a certain user, the a priori distri-
bution is the uniform beta PDF with & = 1 and § = 1. Then, if r valid incidents and
s unconfirmed incidents are observed, the a posteriori distribution is the beta PDF with
a =1+ 1and S = s+ 1. The modeled PDF expresses the uncertain probability that
in the future the user will send valid incident notifications. For example, if a user sends
7 valid incident notifications and 1 that can not be verified, the probability expectation
value according to Z) is E(p) = 0.8. This can be interpreted by saying that the relative
frequency of reporting a valid incident notification in the future is somewhat uncertain,
and that the most likely value is 0.8.

However, it is effortful to compute the threshold value for a high reputation score for
one user since it strongly depends on context-dependant factors, such as the number of

)
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previous incident notification received from the users or the total number of incident
notification in the system. One possible solution would be to publish the incident to-
gether with a reputation index associated with the user who notified it. Nevertheless,
this approach requires a further explanation for users about the meaning and usage of
the reputation score.

Collective Knowledge Management. The validation process of an incident notifica-
tion received from a user with a lower reputation value than the defined threshold, must
combine confirmations from other users, and also notifications that refer to the same
incident. Counting confirmations is straightforward since these refer to an existing inci-
dent in the database. However, in order to verify that different notifications correspond
to the same incident we must verify that those notifications make reference to the same
public transport service, the same railway or subway line, the same station, and they
were caused by the same event. The necessary information to determine if two notifica-
tions correspond to the same incident is completely dependant on the type of incident,
and the characteristics that make two notifications refer to the same incident object must
be passed along with the incident type definition.

When a new incident notification is received, the first step is to check if it makes
reference to an existing incident in the database. If the result from the previous query is
positive, then we must verify if the notification corresponds to an unconfirmed incident
or to a valid one. In the former case, we have to add the notification to the number
of confirmations of this incident and validate it if the number exceed the pre-define
threshold. In this case, we must also update the user’s reputation accordingly. In the later
case, we will increase the number of confirmations by 1 and update the user’s reputation,
but no change will take place in the incident’s state. In addition, the validation scheme
must take into account that all incidents have a limited lifetime or time-to-live (TTL).
So, only those incidents that have a positive remaining TTL must be considered to
review if an incoming notification corresponds to an existing incident in the database.

As in the reputation case, it is hard (if even possible) to determine a threshold value
for the number of confirmations required to validate an incident since it strongly de-
pends on context-dependant parameters, such as the total number of smart sensors or
the density of users around the incident’s area. Once again, a possible solution would be
to publish the number of confirmations associated with an incident and let the user de-
cide the validity of the information. As in the reputation score case, further explanation
for users is required regarding the meaning and usage of the added information.

5 Application Data Analysis

Incideéncies 2.0 is currently in use in the Barcelona metropolitan area and the obtained
data allows us to draw some analysis regarding the usage of such platform.

5.1 General Application Usage

At present time, the application has more than 3400 users registered in its database and
they have performed more than 25000 queries since February the 1st, 2012. Although
the application is freely available both in the Android market and in the Apple Store,
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Fig. 4. Number of active users by operating system

the user distribution between platforms is not uniform, having a 74, 7% of users using
an Android device and 25, 3% an iPhone.

In order to properly analyse the time evolution of the application usage, we define an
active user at a particular time as the one that has performed at least one query in the
previous month. Using this definition, Fig. ] draws the time evolution of active users.
We can see that the number of active users soared after the application was presented
in a news conference, but then it fell steadily before stabilizing at around 500 active
users per month. On the other hand, Fig. [S|shows the stability of the users in the sensor
network. Notice that the drop out rate mainly affect new users, which means that the
time users need to evaluate the utility of the application is short. This fact is important
regarding the Validation Module, based on reputation, since the performance of this
kind of measures improves for long term users.

5.2 Quantification Benefits of SSN

In this section, we provide some data retrieved from the application that demonstrate
empirically the potential of Smart Sensor Networks.

One of the advantages of a SSN is the speed at which a sensor network can be
deployed. In Table [Tl we present the data deployment of Incidéncies 2.0. Notice that in
less than 36 hours we were able to deploy more than 890 sensor nodes in the Barcelona
metropolitan area without any economic costd.

On the other hand, SSN deployment allows a wide geographical spread following
the patterns of population density. Figure[6lshows the geographical distribution of active
users at the moment of writing this paper in the surroundings of Barcelona metropolitan
area.

2 Users were aware of the application through the mass media (after a news conference we did)
plus the viral effect of social networks.
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Fig. 5. Stability of the users in the sensor network

Table 1. Number of total accumulated installs by time intervals

Days

Hour February the 5th February the 6th February the 7th

06:00 306 310 794
10:00 306 326 890
14:00 307 405 1001
18:00 307 571 1113
22:00 310 688 1202

Furthermore, sensor maintenance can be efficiently managed in a Smart Sensor Net-
work. Traditional sensor networks entail a difficult process for software/firmware node’s
update process that is even harder in the case of wireless sensor networks due to the
limitation of the transmission channel. However, SSN handle such process in a more
simple way. For instance, 20 days after the massive deployment of our application, we
add more features to allow users to sense new events. Such modification was deployed
to the sensor nodes using the standard process of application upgrades defined in the
Android market and Apple Store. Table 2| shows the update rate of the sensor nodes. It
is to be mentioned that there were 982 active users at the time of the upgrade release.
Notice that within less than a month more than 80% of the Android nodes and more
than 69% of the iPhone nodes were updated and ready to use the new functionalities
included for sensing new events. Even though the update process is straightforward,
users can choose whether to upgrade the sensing application or not, or might not even
be aware of the new release. Thereby, the latency of the update process might be higher
compared to the latency of updating the nodes of a WSN.
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Fig. 6. Geographical deployment of sensor nodes (image showing aprox. 750 square kilometers
around Barcelona)

Table 2. Percentage of updated sensor nodes by operating system

Days
OS Feb. the 22nd  Feb. the 29th Mar. the 14th  Mar. the 21st
Android 13,8% 47,5% 72,4% 80,2%
iPhone 0% 29,8% 64,7% 69,8%

6 Conclusion and Further Research

We believe that citizen-centring mobile sensing is becoming an important research area
providing many interesting challenges from architectural to security and privacy spe-
cific. The wide spread and use of smartphones unfolds great potential to effectively
map human-centring sensing tasks to end-user controlled smartphones. However, the
architecture to support this kind of sensor networks bear little resemblance to the tra-
ditional wireless sensor network architecture discussed in the literature to date. In this
paper, we have presented Incidencies 2.0, a citizen-centric mobile sensing platform that
allows individuals to report incidents in the railway transport services of the metropoli-
tan area of Barcelona. The data obtained from the application shows us that it is possible
to deploy a SSN in a very short period of time (almost 900 nodes in 36 hours) obtaining
a wide geographic spread of nodes following the population geographic distribution.
Nonetheless, this new vision of sensor networks raises complex privacy-related issues,
that we intend to analyse and bring under discussion in further research.
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