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Preface

This volume contains the research papers presented at the 9th International
Conference on Distributed Computing and Internet Technology (ICDCIT 2013)
held during February 5–8, 2013, at Bhubaneswar, India. The conference was
organized by the Kalinga Institute of Industrial Technology (KIIT) University,
Bhubaneswar, India (www.kiit.ac.in). The research papers submitted were put
through an intensive review process and out of 164 papers only 40 papers were
selected for presentation on the basis of reviews and comments. Each paper was
reviewed by at least one Program Committee member.

The conference had another three constituting events: the Third Students
Research Symposium, the Third Industry Symposium, and the Second Project
Innovation Contest. All these events were very successful in meeting their respec-
tive objectives. The volume also contains papers contributed by invited speak-
ers: Amos Korman, Anwittaman Datta, Jukka K. Nurminen, Salil Kanhere, and
Srini Ramaswamy. The contributions from these speakers were thankfully ac-
knowledged.

Many contributed to the success of this conference. Achyuta Samanta, the
Founder of KIIT University, is thanked for patronizing this conference series
from its beginning. R.K. Shyamasundar, the General Chair, is also thanked for
his support at various stages of the conference. He was instrumental for the
success of this conference series. The support of the Advisory Committee was
immense and their help is gratefully acknowledged. The services of the Program
Committee members and reviewers is also thankfully acknowledged. Financial
help, the infrastructural facility provided by KIIT, and the services of the Orga-
nizing Committee are again sincerely acknowledged. The students Bubli Sagar
and Supriya Vaddi of the University of Hyderabad, who helped in the prepa-
ration of these proceedings, are gratefully appreciated. Our special thanks to
Hrushikesha Mohanty and D.N. Dwivedy for making everything possible. Lastly,
the editorial board would like to thank Springer for publishing these proceedings
in its Lecture Notes in Computer Science series.

November 2012 Chittaranjan Hota
Pradip Srimani
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Theoretical Distributed Computing Meets

Biology: A Review

Ofer Feinerman1,� and Amos Korman2,��

1 The Weizmann Institute of Science, Israel
feinermanofer@gmail.com

2 CNRS and University Paris Diderot, France
amos.korman@liafa.univ-paris-diderot.fr

Abstract. In recent years, several works have demonstrated how the study
of biology can benefit from an algorithmic perspective. Since biological
systems are often distributed in nature, this approach may be particularly
useful in the context of distributed computing. As the study of algorithms
is traditionally motivated by an engineering and technological point of
view, the adaptation of ideas from theoretical distributed computing to
biological systems is highly non-trivial and requires a delicate and careful
treatment. In this review, we discuss some of the recent research within
this framework and suggest several challenging future directions.

1 Introduction

1.1 Background and Motivation

Nature serves as inspiration for scientists in all disciplines and computer science
is, certainly, no exception. The reverse direction, that of applying studies in com-
puter science to improve our understanding of biological organisms, is currently
dominated by the field of bioinformatics. A natural question to be asked is thus
the following: how can we apply our knowledge in other aspects of computer
science to enhance the study of biology? This direction of research may become
particularly fruitful in the context of distributed computing, since indeed, bio-
logical systems are distributed in nature (e.g., cells are composed of proteins,
organs of cells, populations of organisms and so on).

It is important to note that distributed computing is traditionally studied
from an engineering and technological point of view where the focus is on the
design of efficient algorithms to solve well defined problems. Analyzing algo-
rithms as used in the biological world requires a different point of view, since
the setting is usually unknown, as are the details of the algorithm and even the
problem that it aims at solving. Hence, the adaptation of ideas from theoretical
distributed computing to biological systems is highly non-trivial and requires

� Supported by the Israel Science Foundation (grant 1694/10) and by the Clore Foun-
dation.

�� Supported by the ANR projects DISPLEXITY and PROSE, and by the INRIA
project GANG.

C. Hota and P.K. Srimani (Eds.): ICDCIT 2013, LNCS 7753, pp. 1–18, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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a delicate and careful treatment. In many cases, such a study would require
a collaboration between biologists that empirically investigate the phenomena,
and computer science theoreticians who analyze it. The hope is that despite their
enormous complexity, some aspects of biological systems can still be captured by
relatively simple abstract models which can be analyzed using distributed com-
puting techniques. In this case, the potential benefit of this direction of research
would be huge, not only in terms of understanding large biological systems but
also in enriching the scope of theoretical distributed computing.

The synergy between distributed computing and experimental biology is being
tightened by methodological advances on both sides. On the distributed comput-
ing side, the last twenty years have been very fruitful in terms of advancing our
fundamental understanding on topics such as dynamic networks, mobile agents,
population protocols, and network computing in general. These advances may
indicate that the field of distributed computing has reached the maturity level
of being useful also for the context of understanding large biological systems.
Since distributed computing addresses the relations between the single entity
and the group from the theoretical perspective, experimentally, there is a need
to simultaneously probe these two scales. Indeed, from the biological side, the
main experimental challenge lies in being able to follow large numbers of identi-
fied individuals within behaving populations. The sheer size of these ensembles
has, for many years, made this a formidable task. However several technological
advances, and above all the huge increase in the availability of computing power,
have brought this goal to within our reach.

1.2 Recent Technological Advances in Experimental Biology

Examples for the observation of large population are numerous and span various
methodologies and biological systems. Fluorescence tagging methods provide de-
tailed information of the internal state of cells in terms of both protein levels
and fast phosphorylation dynamics. Coupled with microscopy or FACS measure-
ments systems, fluorescence can be used to simultaneously and quantitatively
measure ten or more such different internal variables over populations of mil-
lions of cells [27]. A second example comes from the field of neuroscience where
there has been a growing emphasis on recording from large neuron populations
of behaving animals. The relevant techniques include light-weight tetrodes and
multi-electrode arrays [53] as well as the use of activity sensitive fluorescent pro-
teins [10]. Cooperating biological individuals often engage in collective motions.
The availability of high-resolution cameras and strong computers together with
image processing analysis make these movements tractable. Here, too, examples
are many ranging from immune cells moving within the body [29], cells within
growing plants [45], birds in flocks [7], fish in schools, and ants within their
colonies. Recent tagging technology has been applied to allow for long-term in-
dividual tracking of all members within a group (see Figure 1 and [42]). Another
interesting example lies in the ability to measure and quantify population hetero-
geneity and specifically map the spread of behavioral thresholds of individuals
to different stimuli [42,55].
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Fig. 1. A. a photo of a tagged carpenter ant worker. B. walking trajectories obtained
from automatically tracking tagged ants.

Tracking all individuals within a group leads to the accumulation of huge
data sets. On the one hand, this detailed provides us with the rich and detailed
information that is required to test theoretical hypothesis. On the other hand,
enormous datasets are difficult to manage towards the extraction of relevant
information. This challenge has sparked the development of high-throughput
automated ethonomics [8].

Experimental manipulations offer a great tool towards deciphering the data
we collect and deciding between alternative hypotheses. Traditionally, such ma-
nipulations were administered at the level of the group. More recently, several
methodologies for manipulating specific individuals within the group have been
described. The most striking example is probability the ability to excite neurons
by directed illumination which has opened up the field of opto-genetics [10] .
Automated manipulation of the trajectories of specific individuals within groups
have been demonstrated both in the context of fish and ant colonies [43].

1.3 Bringing the Two Disciplines Closer

Many fields have contributed to biology but we believe distributed computing
can bring a new and fresh perspective. To elaborate more on that, we first discuss
an interesting difference in the way the notion of amodel is typically perceived by
natural scientists and by computer scientists. In a sense, when it comes to settings
that involve multiple individual entities (e.g., network processors, mobile agents,
sensors, robots, etc.), computer scientists distinguish themodel (sometimes called
also setting), which includes a description of the environment and the restricted
capabilities of the individuals, from the algorithm, which includes the course of
actions which individuals follow. In a way, this corresponds to the distinction
between hardware and software. For example, the topological space in which
entities operate as well as their memory capacity are considered to be part of
the model, and the particular way in which the entities utilize their memory is
part of their algorithm. In contrast, researchers in the natural sciences typically
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do not make this distinction and treat all these components together as part of
the model. We believe that the point of view which makes a distinction between
the model and the algorithm can benefit the study of natural phenomena for
several reasons.

Although life is highly plastic and evolvable one can still make distinctions
between factors that constrain a living system and courses of actions that may
be employed within such constrains. A simple example involves physical con-
straints such as quantum shot noise that defines a lower bound for any light
perception be it biological [6] or artificial. Other examples are more subtle and
include the distinction between the different time scales inherent to an evolution-
ary process. One can clearly classify slow evolving features as constraints within
which fast evolving can be tuned [30]. Similarly, evolution is not a reversible
process so that historical evolutionary decisions may constrain organisms for
prolonged periods of times, this may even lead to evolutionary traps [44] which
may be perilous for species survival. These internal “hardware” constraints to-
gether with environmental constraints are analogous to the computer scientific
“model”. Faster evolving parameters as well as actual cognitive, behavioral deci-
sions are analogous to an “algorithm”. We therefore believe that the distinction
between these two terms promises a novel and relevant perspectives which can
benefit the biological sciences. Theoretical computer science, and theoretical dis-
tributed computing in particular, can contribute in this direction.

Recently, several works have utilized methods from distributed computing to
improve our understanding of biological systems . It is our belief, however, that
all current achievements are very preliminary, and that this direction of research
is still making its first steps. Indeed, one important issue to note in this respect,
is that, currently, all corresponding works suffer from an (arguably inherent) gap
between the analyzed setting and the “real setting”, that is, the one apparent in
nature. In each particular case, bridging this gap (or even just slightly reducing
it), is a challenging task that must be a combined effort of both field biologists
and theoreticians.

In this review, we describe four frameworks that aim to incorporate distributed
computing with biological phenomena. In the following sections, we shall discuss
the frameworks in detail, list current results, explain their potential impact on
biology, and suggest future research directions. The four frameworks are divided
according to the extent in which the model or the algorithm are assumed to
be “known” (or “given”). That is, even though the biological setting is never,
actually, known; assumptions regarding the model or algorithm can actually
facilitate different lines of investigation.

1.4 The Four Frameworks

Before dwelling into the details, let us first list the frameworks and discuss them
briefly. The frameworks are segregated using the distinction between model and
algorithm as described above. At this point we would like to stress that our
classification of papers into the four frameworks below is, to some extent, (as
many other classifications) a matter of opinion, or interpretation.
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1. “Unknown” algorithm and “unknown” model. Here, both the model
and the algorithm are, mostly, absent, and two approaches have been con-
sidered to handle this complex situation.

(a) Surmising. This classical approach aims at understanding some par-
ticular phenomena that has been empirically observed. The approach
involves coming up with (somewhat informed) guesses regarding both
the model and the algorithm, together with their analysis. The assumed
model and algorithm typically do not claim to represent reality accu-
rately, but rather to reflect some aspects of the real setting. The dis-
tributed computing experience would come handy for allowing the guess-
ing of more involved and efficient algorithms and for enhancing their rig-
orous analysis. This type of study was conducted recently by Afek et al.
[2] concerning the fly’s brain, where the phenomena observed was that a
variant of the Minimum Independent Set (MIS) problem is solved during
the nervous system development of the fly.

(b) Finding dependencies between parameters. This new framework
aims at obtaining knowledge regarding the model by connecting it to
the output of the algorithm, which is typically more accessible exper-
imentally. The framework is composed of three stages. The first stage
consists of finding an abstract setting that can be realizable in an exper-
iment, parameterized by an unknown parameter a (e.g., the parameter
can be the number of possible states that entities can possibly possess).
The second stage involves analyzing the model and obtaining theoretical
tradeoffs between the parameter a and the performance efficiency of the
algorithm; the tradeoffs are obtained using techniques that are typically
associated with distributed computing. Finally, the third stage consists
of conducting suitable experiments and measuring the actual efficiency
of the biological system. The idea is, that using the tradeoffs and the ex-
perimental results on the efficiency of the algorithm, one would be able
to deduce information (e.g., bounds) regarding the parameter a. A first
step to demonstrate this framework was recently made by the authors
of this review [20], in the context of foraging strategies of ants.

2. “Known” algorithm and “unknown” model. This framework corre-
sponds to the situation in which the algorithm is already fairly understood,
and the challenge is to find a simple and abstract setting that, on the one
hand, somehow captures some essence of the “real” setting, and, on the other
hand, complies well with the given algorithm to explain some empirically ob-
served phenomena. We are not aware of any work in the framework of biology
where this framework was employed. However, the work of Kleinberg [31] on
small world phenomena can serve as an example for this framework within
the context of sociology.

3. “Unknown” algorithm and “known” model. In the context of large
biological ensembles, this framework fixes an abstract model consisting of
multiple processors (either mobile, passively mobile, or stationary) operating
in a given setting. Two approaches are considered.
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(a) Complexity analysis. Here, the complexity of the abstract model is
analyzed, aiming at bounding the power of computation of the proces-
sors as a group. In all cases studied so far, the model seems to represent
a very high level abstraction of reality, and the resulting computational
power is typically very strong. Furthermore, known complexity results
are obtained on models that seem too far from reality to be realized
in experiments. Hence, this line of research currently not only does not
involve experimental work, but also does not seem to be related to such
experiments in the near future. As the focus of this review is on con-
nections between theoretical work in distributed computing and exper-
imental work in biology, we decided to only briefly discuss this line of
research in this review.

(b) Guessing an algorithm. Here, again, the aim is to provide an explana-
tion to some observed phenomena. The model is given to the researchers,
and the goal is to come up with a simple algorithm whose analysis com-
plies with the phenomena. For example, Bruckstein [9] aims at explaining
the phenomena in which ant trails seem to be relatively straight. The
paper relies on a fairly reasonable model, in which ants can see their
nearest neighbors, all ants walk in one direction and in the same speed.
Then the paper contributes by providing an algorithm whose outcome
is straight lines.

4. “Known” algorithm and “known” model. This framework assumes a
model and algorithm that have been substantiated to some extent by empir-
ical findings. The efficiency of the algorithm is then theoretically analyzed,
as is, with the goal of obtaining further insight into system function. The
corresponding study is currently very limited: to the best of our knowledge,
its merely contains works analyzing bird flocking algorithms.

1.5 Other Related Work

Computer science and biology have enjoyed a long and productive relationship
for several decades. One aspect of this relationship concerns the field of bioin-
formatics, which utilizes computer science frameworks to retrieve and analyze
biological data, such as nucleic acid and protein sequences. The field of natural
computing is another aspect of this relationship; this field brings together nature
and computing to encompass three classes of methods: (1) simulating natural
patterns and behaviors in computers, (2) potentially designing novel types of
computers, and (3) developing new problem-solving techniques. (For detailed
reviews, see e.g., [11,33,40].)

The motivation for the latter class of methods is to provide alternative so-
lutions to problems that could not be (satisfactorily) resolved by other, more
traditional, techniques. This direction of research is termed bio-inspired com-
puting or biologically motivated computing [12,37], or computing with biological
metaphors [50]. Swarm intelligence, for instance, refers to the design of algo-
rithms or distributed problem-solving devices inspired by the collective behavior
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of social insects and other animal societies. This sort of work is inspired by bi-
ology but not bound by biology, that is, it doesn’t have to remain true in the
biology context. Examples of this approach can be found, e.g., in the book by
Dorigo and Stutzle [16] which describes computer algorithms inspired by ant
behavior, and particularly, the ability to find what computer scientists would
call shortest paths. Another example of this approach comes in the context of
applications to robotics. Swarm robotics, for example, refers to the coordination
of multi-robot systems consisting of large numbers of mostly simple physical
robots [17].

The reverse direction, that of applying ideas from theoretical computer sci-
ence to improve our understanding of biological phenomena, has received much
less attention in the literature, but has started to emerge in recent years, from
different perspectives. An example for such an attempt is the work of Valiant
[51] that introduced a computational model of evolution and suggested that Dar-
winian evolution be studied in the framework of computational learning theory.
Several other works (which are discussed in the following sections) took this di-
rection by applying algorithmic ideas from the field of distributed computing to
the context of large and complex biological ensembles.

At this point, we would like to note that in several works both directions of
research co-exist. However, since the topic of this review focuses on implying
ideas from distributed computing to biology, then, when discussing particular
works, we shall focus our attention on this direction of research and typically
ignore the bio-inspired one.

2 “Unknown” Model and “Unknown” Algorithm

This framework corresponds to the situation in which both model and algorithm
are, to some extent, absent. Roughly speaking, two approaches have been con-
sidered to handle this complex situation. The first approach is classical in the
context of science. It concerns the understanding of a particular phenomena that
has been observed experimentally, and consists in guessing both a model and an
algorithm to fit the given phenomena. The second approach aims at improving
our understanding of the connections between model and/or algorithmic param-
eters, and to reduce the parameter space by finding dependencies between pa-
rameters. Furthermore, when coupled with suitable experiments, this approach
can be used to obtain bounds on parameters; which may be very difficult to
obtain otherwise. Let us first describe the more classical approach.

2.1 Surmising

This approach concerns a particular phenomena that has been observed empir-
ically. After some preprocessing stage, consisting of high level observations and
some data-analysis, the main goal is to come up with (informed) guesses for both
a model and an algorithm to fit the given phenomena. In other words, the model
and algorithm are tailored to the particular phenomena. Note that this guessing



8 O. Feinerman and A. Korman

approach is hardly new in biology, and in fact, it is one of the more common
ones. However, it is far less common to obtain such guesses using the types of
reasoning that are typically associated with distributed computing. Indeed, the
distributed computing experience would come handy here for two main reasons:
(1) for allowing the guessing of more involved efficient algorithms and (2) for
enhancing their rigorous analysis. This was the case in the recent study by Afek
et al. [2] concerning the fly’s brain, where the phenomena observed was that a
variant of the Minimum Independent Set (MIS) problem is solved during the
development of the nervous system of the fly.

MIS on the fly: Informally, the classical Maximal Independent Set (MIS) prob-
lem aims at electing a set of leaders in a graph such that all other nodes in the
graph are connected to a member of the MIS and no two MIS members are con-
nected to each other. This problem has been studied extensively for more than
twenty years in the distributed computing community. Very recently, Afek et al.
[2] observed that a variant of the distributed MIS problem is solved during the
development of the fly’s nervous system. More specifically, during this process,
some cells in the pre-neural clusters become Sensory Organ Precursor (SOP)
cells. The outcome of this process guarantees that each cell is either an SOP or
directly connected to an SOP and no two SOPs are connected. This is similar
to the requirements of MIS. However, the solution used by the fly appears to
be quite different from previous algorithms suggested for this task. This may
be due to the limited computational power of cells as compared to what is as-
sumed for processors in traditional computer science solutions. In particular, in
the ”fly’s solution”, the cells could not rely on long and complex messages or on
information regarding the number of neighbors they have.

Afek at al. suggested an abstract (relatively restrictive) model of computation
that captures some essence of the setting in which flies solve the SOP selection
problem. For this abstract model, the authors were able to develop a new MIS
algorithm that does not use any knowledge about the number of neighbors a
node has. Instead, with probability that increases exponentially over time, each
node that has not already been connected to an MIS node proposes itself as an
MIS node. While the original algorithm of Afek et al [2] requires that nodes know
an upper bound on the total number of nodes in the network, a new version of
this algorithm [1] removes this requirement.

The algorithms in [1,2] are motivated by applications to computer networks,
and hence primeraly follow the bio-inspired approach. Nevertheless, it is interest-
ing to note that some aspects of these algorithms are consistent with empirical
observations. Indeed, in [2] the authors used microscopy experiments to follow
SOP selection in developing flies, and discovered that a stochastic feedback pro-
cess, in which selection probability increases as a function of time, provides a
good match to the experimental results; such a stochastic feedback process is
also evident in the corresponding algorithms. Hence, these works also follow the
direction of research which is the topic of this review.
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2.2 Finding Dependencies between Parameters

In contrast to the previous approach, this approach does not focus on under-
standing a particular phenomena, but instead aims at understanding the un-
derlying connections between the model and/or algorithm ingredients. Indeed,
a common problem, when studying a biological system is the complexity of the
system and the huge number of parameters involved. Finding ways of reduc-
ing the parameter space is thus of great importance. One approach is to divide
the parameter space into critical and non-critical directions where changes in
non-critical parameters do not affect overall system behavior [22,26]. Another
approach, which is typically utilized in physics, would be to define theoretical
bounds on system performance and use them to find dependencies between dif-
ferent parameters. This approach may be particularly interesting in the case
where tradeoffs are found between parameters that are relatively easy to mea-
sure experimentally and others that are not. Indeed, in this case, using such
tradeoffs, relatively easy measurements of the “simple parameters” would allow
us to obtain non-trivial bounds on the “difficult parameters”. Note that such
theoretical tradeoffs are expected to depend highly on the setting, which is by
itself difficult to understand.

Very recently, a first step in the direction of applying this approach has been
established by the authors of this review, based on ideas from theoretical dis-
tributed computing [20]. That work considers the context of central place for-
aging, such as performed by ants around their next. The particular theoretical
setting, involving mobile probabilistic agents (e.g., ants) that search for food
items about a source node (e.g., the nest) was introduced in [21] and has two
important advantages. On the one hand, this setting (or, perhaps, a similar
one) is natural enough to be experimentally captured, and on the other hand,
it is sufficiently simple to be analyzed theoretically. Indeed, in [20] we establish
tradeoffs between the time to perform the task and the amount of memory (or,
alternatively, the number of internal states) used by agents to perform the task.
Whereas the time to perform the task is relatively easy to measure, the number
of internal states of ants (assuming they act similarly to robots) is very difficult
to empirically evaluate directly.

As mentioned in [20], the natural candidates to test this framework on would
be desert ants of the genus Cataglyphys and the honeybees Apis mellifera. These
species seem to possess many of the individual skills required for the behavioral
patterns that are utilized in the corresponding upper bounds in [20,21], and
hence are expected to be time efficient.

It is important to note that it is not claimed that the setting proposed in [20]
precisely captures the framework in which these species perform search (although
it does constitute a good first approximation to it). Indeed, it is not unreason-
able to assume that a careful inspection of these species in nature would reveal
a somewhat different framework and would require the formulation of similar
suitable theoretical memory bounds. Finding the “correct” framework and cor-
responding tradeoffs is left for future work. Once these are established, combining
the memory lower bounds with experimental measurements of search speed with
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varying numbers of searchers would then provide quantitative evidence regard-
ing the number of memory bits (or, alternatively, the number of states) used by
ants. Furthermore, these memory bits must mainly be used by ants to assess
their own group size prior to the search. Hence, such a result would provide
insight regarding the ants’ quorum sensing process inside the nest.

3 “Known” Algorithm and “Unknown” Model

This framework corresponds to the situation in which the algorithm is already
fairly understood, and the challenge is to find a simple and abstract model that,
on the one hand, somehow captures some essence of the “real” setting, and, on
the other hand, complies well with the given algorithm to explain some empiri-
cally observed phenomena. Although this framework could be applied within the
framework of biology we are not aware of any such work. Nevertheless, to clarify
the usefulness of this framework, we describe works on small world phenomena
and their applicability to sociology.

Small World Phenomena: It is long known that most people in social networks
are linked by short chains of acquaintances. The famous “six degrees of separa-
tion” experiment by Milgram [38] implied not only that there are short chains
between individuals, but also that people are good at finding those chains. In-
deed, individuals operating with only local information are expected to find
these chains by using the simple greedy algorithm. Kleinberg [31] investigated
this small world phenomena from a distributed computing point of view, and
came up with an extremely simple abstract model that, on the one hand, some-
how captures some essence of the “real” setting, and, on the other hand, complies
well with a greedy algorithm to explain the small world phenomena.

The model consists of a two-dimensional grid topology augmented with long-
range connections, where the probability Pr(x, y) of a connecting node x with a
node y is some (inverse proportional) function of their lattice distance d(x, y),
that is, Pr(x, y) ≈ 1/d(x, y)α, for some parameter α. This abstract model does
seem to represent some essence of social networks, where it is reasonable to
assume that each person has several immediate acquaintances and fewer “long
range acquaintance”, and that it is less likely to have a long range acquaintance
if this acquaintance is “far away” (in some sense). Kleinberg [31] then studied
distributed greedy algorithms that resemble the one used by Milgram: for trans-
mitting a message, at each step, the holder of the message must pass it across
one of its (either short or long range) connections, leading to one who minimizes
the distance to the destination. Crucially, this current holder does not know the
long range connections of other nodes. The algorithm is evaluated by its ex-
pected delivery time, which represents the expected number of steps needed to
forward a message between a random source and target in a network generated
according to the model. It turns out that when the long-range connections follow
an inverse-square distribution, i.e., the case α = 2, the expected time to deliver
a message is small: polylogarithmic in the number of nodes. The setting was fur-
ther analyzed proving that the exponent α = 2 for the long range distribution
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is the only exponent at which any distributed algorithm on the grid can achieve
a polylogarithmic time delivery.

Following [31], several other works investigated extensions of this model, in
what has become a whole area of research (see [23] for a survey). In particular,
Fraigniaud and Giakkoupis proved [24] that all networks are smallworldizable,
in the sense that, for any network G, there is a natural way to augment G with
long-range links, so that (a minor variant of) greedy routing performs in 2

√
log n

steps. Before, [25] proved that this bound is essentially the best that you can
expect in arbitrary networks. In addition, Chaintreau et al. [14] studied how the
Kleinberg’s harmonic distribution of the long-range links could emerge naturally
from a decentralized process. It appears that if individuals move at random and
tend to forget their contact along with time, then we end up with connections
between individuals that are distributed harmonically, as in Kleinberg’s paper.

4 “Unknown” Algorithm and “Known” Model

In the context of large biological ensembles, this framework fixes an abstract
model consisting of multiple processors (either mobile, passively mobile, or sta-
tionary). Two approaches are considered. The first approach analyzes the com-
putational power of such models, and the second suggests simple algorithms that
can potentially operate within model constraints and explain known phenomena.

4.1 Computational Aspects

The fundamental question of what can be computed by biological systems is
fascinating. One of the aspects of this question concerns, for example, the com-
putational power of ants. It is quite evident that the computational abilities of
the human brain are much more impressive than those of a typical ant colony,
at least in some respects. A basic philosophical question is whether this com-
putational gap is a consequence of the different physical settings (e.g., in the
case of ants, this includes the physical organization of ants and their individual
limitations), or because it was simply not developed by evolution as it wasn’t
necessary for survival. To put it more simply: is the reason that an ant colony is
not as smart as a human brain because it cannot be or because it doesn’t need
to be?

While we are very far away from answering such a question, some very initial
steps have been taken in this direction. Various abstract models which loosely
represent certain settings in nature are suggested and their computational power
is analyzed. Broadly speaking, in all such previous works, the analyzed model
appears to be very strong, and is often compared to a Turing machine. It is
important to note, however, that, as a generalization, the motivations for some
of the suggested models in the literature come only partially from biology, and
are affected equally by sensor networks and robotics applications. Indeed, in all
cases studied so far, the model seems to represent a very high level abstraction of
reality, and in particular, seems too far from reality to be realized in experiments.
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Hence, this line of research currently not only does not involve experimental
work, but also does not seem to be related to such experiments in the near
future. As the focus of this review is on connections between theoretical work
in distributed computing and experimental work in biology, we decided to only
briefly discuss corresponding computational results.

Population Protocols: The abstract model of population protocols, introduced
by Angluin et al. [3], was originally intending to capture abstract features of com-
putations made by tiny processes such as sensors, but it was observed also that
it may be useful for modeling the propagation of diseases and rumors in human
populations as well as stochastically interacting molecules. The question of what
can be computed by population protocols has been studied quite thoroughly.
Specifically, perhaps the main result in the setting of population protocols is
that the set of computable predicates under a “fair” adversary is either exactly
equal to or closely related to the set of semilinear predicates [4]. The model was
shown to be much more powerful under a (uniform) random scheduler, as it can
simulate a register machine. For a good survey of population protocols, refer
to [5].

A related model was studied by Lachmann and Sella [34], which is inspired
by task switching of ants in a colony. The model consists of a system composed
of identical agents, where each agent has a finite number of internal states. The
agent’s internal state may change either by interaction with the environment or
by interaction with another agent. Analyzing the model’s dynamics, the authors
prove it to be computationally complete. A result in a similar flavor was obtained
by Sole and Delgado [49].

Ant Robotics: Ant robotics is a special case of swarm robotics, in which the
robots can communicate via markings [54]. This model is inspired by some
species of ants that lay and follow pheromone trails. Recently, Shiloni at el.
showed that a single ant robot (modeled as finite state machine) can simulate
the execution of any arbitrary Turing machine [46]. This proved that a single
ant robot, using pheromones, can execute arbitrarily complex single-robot algo-
rithms. However, the result does not hold for N robots.

Hopfield Model: The celebrated Hopfield model [28] uses intuition from the field
of statistical mechanics and neuroscience to provide intuition for associative
memory in the brain. The model includes a learning stage at which a large
number of distributed memories are imprinted onto a neuronal network. This
is achieved by a very simple learning algorithm that fine tunes the connections
(synapses) between the neurons. Once the memories are set, they can be retrieved
by employing simple dynamics which is inspired by actual neuronal dynamics.
Namely, neurons are modeled to be in one of two states as inspired by the all-
or-none nature of action potentials; Second, neuronal dynamics are governed by
local threshold computations as inspired by the actual physiological membrane
thresholds. Formed memories are associative in the sense that partial memories
are enough to reconstruct the full ones. The model was shown to be highly robust
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to failures such as connection, or neuronal deletions. Further, it has been proven,
that this model for neuronal networks is computationally complete [47].

The Hopfield model is not only biologically inspired but also inspires biolo-
gists. It would be fair to say, that much of our intuition for distributed informa-
tion storage and associative memories in the brain derives from this model. On
the other hand, the Hopfield model is very far from being biologically accurate
and as such it is not as useful as one might expect in the modeling of actual
micro-circuits in the brain.

Distributed Computing on Fixed Networks with Simple Processors: Recently,
Emek et al. [18] introduced a new relaxation of the Beeping model from [1,2],
where the computational power of each processor is extremely weak and is based
on thresholds. Despite the weak restrictions of the model, the authors show
that some of the classical distributed computing problems (e.g., MIS, coloring,
maximal matching) can still be solved somewhat efficiently. This shows that the
power computation of such a model is high, at least by judging it from the point
of view of tasks typically associated with computer networks.

4.2 Guessing an Algorithm

Here, again, the goal is to provide an explanation to some observed phenomena.
The model is given to the researchers, and the goal is to come up with a simple
algorithm whose analysis complies with the phenomena. For example, Bruckstein
[9] aims at explaining the phenomena in which ant trails seem to be relatively
straight. The paper relies on a fairly reasonable model, in which ants walking
from their nest towards a food source initially follow a random, convoluted path
laid by the first ant to find the food. The model further includes the reasonable
assumption that an ant on the trail can see other ants in its proximity. The paper
goes on to suggest a simple algorithm in which each ant continuously orients her
direction toward the ant walking directly in front of her. It is shown that this
algorithm results in a “corner-cutting” process by which the ant trail quickly
converges to the shortest distance line connecting the nest and the food source.

5 “Known” Algorithm and “Known” Model

This framework concerns the analysis of specific algorithms operating in par-
ticular given models. The corresponding study currently includes works on bird
flocking algorithms. In these cases, the specific algorithms and models studied
are supported by some empirical evidence, although this evidence is, unfortu-
nately, quite limited. The main objective of this framework is to have a better,
more analytical, understanding of the algorithms used in nature. Nevertheless,
potentially, this framework can also be used to give some feedback on the valid-
ity of the proposed algorithm. Indeed, on the one hand, some positive evidence
is obtained if the (typically non-trivial) analysis finds the algorithm feasible
and/or explaining a certain phenomena. On the other hand, proving its unfeasi-
bility, e.g., that it requires unreasonable time to be effective, serves as a negative
feedback, which may lead to disqualifying its candidature.
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Bird Flocking Algorithms: The global behavior formed when a group of birds are
foraging or in flight is called flocking. This behavior bares similarities with the
swarming behavior of insects, the shoaling behavior of fish, and herd behavior
of land animals. It is commonly assumed that flocking arises from simple rules
that are followed by individuals and does not involve any central coordination.
Such simple rules are, for example: (a) alignment - steer towards average head-
ing of neighbors, (b) separation - avoid crowding neighbors, and (c) cohesion -
steer towards average position of neighbors (long range attraction). With these
three simple rules, as initially proposed by Reynolds [41], computer simulations
show that the flock moves in a “realistic” way, creating complex motion and in-
teraction. The basic flocking model has been extended in several different ways
since [41]. Measurements of bird flocking have been established [19] using high-
speed cameras, and a computer analysis has been made to test the simple rules
of flocking mentioned above. Evidence was found that the rules generally hold
true and that the long range attraction rule (cohesion) applies to the nearest
5-10 neighbors of the flocking bird and is independent of the distance of these
neighbors from the bird.

Bird flocking has received considerable attention in the scientific and engi-
neering literature, and was typically viewed through the lens of control theory
and physics. Computer simulations support the intuitive belief that, by repeated
averaging, each bird eventually converges to a fixed speed and heading. This has
been proven theoretically, but how long it takes for the system to converge has
remained an open question until the work of Chazelle [13]. Using tools typically
associated with theoretical computer science, Chazelle analyzed two classical
models that are highly representative of the many variants considered in the
literature, namely: (a) the kinematic model, which is a variant of the classical
Vicsek model [52], and (b) the dynamic model [15]. Chazelle proved an upper
bound on the time to reach steady state, which is extremely high: a tower-of-twos
of height linear in the number of birds. Furthermore, it turns out that this up-
per bound is in fact tight. That is, Chazelle proved that with a particular initial
settings, the expected time to reach steady state is a tower-of-twos of height.

That lower bound is, of course, huge, and no (reasonably large) group of
real birds can afford itself so much time. At first glance, it may seem as if this
result already implies that real birds do not perform the considered algorithms.
However, for such an argument to be more convincing, several assumptions need
to modified to suit better the setting of real birds. The first issue concerns the
notion of convergence. As defined in [13], reaching a steady state, means that the
system no longer changes. Of course, birds are not expected to actually achieve
this goal. It would be interesting in come up and investigate some relaxation
to this notion of convergence, that would correspond better to reality. Second,
it would be interesting to prove lower bounds assuming the “average initial
setting”, rather than the worst case one.
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6 More Future Directions

Generally speaking, the direction of applying ideas from theoretical distributed
computing to biology contexts is currently making its first baby steps. Hence,
this direction is open to a large variety of research attempts. We have described
several research frameworks to proceed in. Particular suggestions for future work
using these frameworks can be found by inspecting some of the examples men-
tioned in the survey by Navlakha and Bar-Joseph [40] on bio-inspired computing.
In particular, as mentioned in [40], two important examples of problems com-
mon to both biological and computational systems are distributed consensus
[36] and synchronization [35,48]. In biology, consensus has an important role in
coordinating populations. Fish, for instance, must be able to quickly react to
the environment and make collective decisions while constantly being under the
threat of predation. Synchronization is apparent in fireflies that simultaneously
flash [39,56] and pacemaker cells in the heart [32]. We believe that the vast
literature and advancements concerning synchronization and consensus in the
context of theoretical distributed computing may also be used to enhance the
understanding of corresponding biological phenomena.
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Abstract. The recent wave of sensor-rich, Internet-enabled, smart mo-
bile devices such as the Apple iPhone has opened the door for a novel
paradigm for monitoring the urban landscape known as participatory
sensing. Using this paradigm, ordinary citizens can collect multi-modal
data streams from the surrounding environment using their mobile de-
vices and share the same using existing communication infrastructure
(e.g., 3G service or WiFi access points). The data contributed from mul-
tiple participants can be combined to build a spatiotemporal view of
the phenomenon of interest and also to extract important community
statistics. Given the ubiquity of mobile phones and the high density of
people in metropolitan areas, participatory sensing can achieve an un-
precedented level of coverage in both space and time for observing events
of interest in urban spaces. Several exciting participatory sensing appli-
cations have emerged in recent years. For example, GPS traces uploaded
by drivers and passengers can be used to generate realtime traffic statis-
tics. Similarly, street-level audio samples collected by pedestrians can be
aggregated to create a citywide noise map. In this talk, we will provide a
comprehensive overview of this new and exciting paradigm and outline
the major research challenges.

Keywords: Participatory Sensing, Mobile Crowdsourcing, Urban
Sensing.

1 Introduction

In recent times, mobile phones have been riding the wave of Moore’s Law with
rapid improvements in processing power, embedded sensors, storage capacities
and network data rates. The mobile phones of today have evolved from merely
being phones to full-fledged computing, sensing and communication devices. It
is thus hardly surprising that over 5 billion people globally have access to mobile
phones. These advances in mobile phone technology coupled with their ubiquity
have paved the wave for an exciting new paradigm for accomplishing large-scale
sensing, known in literature as participatory sensing [1], [2]. The key idea behind
participatory sensing is to empower ordinary citizens to collect and share sensed
data from their surrounding environments using their mobile phones.
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Mobile phones, though not built specifically for sensing, can in fact readily
function as sophisticated sensors. The camera on mobile phones can be used as
video and image sensors. The microphone on the mobile phone, when it is not
used for voice conversations, can double up as an acoustic sensor. The embedded
GPS receivers on the phone can provide location information. Other embedded
sensors such as gyroscopes, accelerometers and proximity sensors can collectively
be used to estimate useful contextual information (e.g., is the user walking or
traveling on a bicycle). Further, additional sensors can be easily interfaced with
the phone via Bluetooth or wired connections, e.g., air pollution or biometric
sensors.

Participatory sensing offers a number of advantages over traditional sensor
networks which entails deploying a large number of static wireless sensor de-
vices, particularly in urban areas. First, since participatory sensing leverages
existing sensing (mobile phones) and communication (cellular or WiFi) infras-
tructure, the deployment costs are virtually zero. Second, the inherent mobility
of the phone carriers provides unprecedented spatiotemporal coverage and also
makes it possible to observe unpredictable events (which may be excluded by
static deployments). Third, using mobile phones as sensors intrinsically affords
economies of scale. Fourth, the widespread availability of software development
tools for mobile phone platforms and established distribution channels in the
form of App stores makes application development and deployment relatively
easy. Finally, by including people in the sensing loop, it is now possible to design
applications that can dramatically improve the day-to-day lives of individuals
and communities.

A typical participatory sensing application operates in a centralized fashion,
i.e., the sensor data collected by the phones of volunteers are reported (using
wireless data communications) to a central server for processing. The sensing
tasks on the phones can be triggered manually, automatically or based on the
current context. On the server, the data are analyzed and made available in
various forms, such as graphical representations or maps showing the sensing
results at individual and/or community scale. Simultaneously, the results may
be displayed locally on the carriers’ mobile phones or accessed by the larger
public through web-portals depending on the application needs.

In this talk we will provide a comprehensive overview of this exciting and new
paradigm. Section 2 will provide an overview of innovative participatory sensing
applications that have been proposed in literature. Section 3 will provide a de-
tailed discussion on the key research challenges posed by participatory sensing
and focus on novel approaches to deal with the same. Finally, Section 4 will
conclude the article.

2 Innovative Participatory Sensing Applications

The emergence of the participatory sensing paradigm has resulted in a broad
range of novel sensing applications, which can be categorized as either people-
centric or environment-centric sensing. People-centric applications mainly focus
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on documenting activities (e.g., sport experiences) and understanding the be-
havior (e.g., eating disorders) of individuals. In contrast, environment-centric
sensing applications collect environmental parameters (e.g. air quality or noise
pollution). In this section, we present an overview of a few representative appli-
cations within each category.

2.1 People-Centric Sensing Applications

People-centric sensing uses the sensor devices integrated in mobile phones to
collect data about the user. In the following we present some examples.

Personal Health Monitoring. In personal health monitoring, mobile phones
are used to monitor the physiological state and health of patients/participants
using embedded or external sensors (e.g., wearable accelerometers, or air pollu-
tion sensors). For example, DietSense [3] assists participants who want to lose
weight by documenting their dietary choices through images and sound samples.
The mobile phones are worn around the neck of the participants and automat-
ically take images of the dishes in front of the users. The images document the
participants’ food selection and allow for an estimation of the food weight and
waste on the plates. Moreover, the mobile phones capture the participants’ con-
text during their meals by recording time of day, location, and sound samples to
infer potential relationships between the participants’ behavior and their context
(e.g., having lunch in a restaurant or eating chips late at night on the sofa). All
captured data are uploaded to a personal repository, where the participants can
review them to select/discard the information to be shared with their doctors
and nutritionists.

Calculating Environmental Impact. PEIR (Personal Environmental Impact
Report) is a system that allows users to use their mobile phone to determine
their exposure to environmental pollutants [4]. A sensing module installed on
the phone determines the current location of the user as well as information
about the currently used mode of transportation (e.g., bus vs car), and transfers
this information to a central server. In return, the server provides the users with
information about the environmental impact of their traveling in terms of car-
bon and particle emissions. Additionally, the server estimates the participants’
exposure to particle emissions generated by other vehicles and fast food restau-
rants while commuting. The latter may be useful for health conscious users
who may want to avoid the temptation of stopping by such restaurants. The
mode of transport is inferred using accelerometer readings, while the route trav-
elled is extracted from the captured location traces. Additional input parameters
and models are considered for determining the environmental factors, such as
weather conditions collected by weather stations, road traffic flow models, and
vehicle emission models.
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Monitoring and Documenting Sport Experiences. BikeNet [5] presents a
system for monitoring bicycling experiences of the participants. BikeNet draws
a fine-grained portrait of the cyclist by measuring his current location, speed,
burnt calories, and galvanic skin response. Multiple peripheral sensors are used
to obtain this information: Microphone, magnetometer, pedal speed sensor, incli-
nometer, lateral tilt, GSR stress monitor, speedometer/odometer, and a sensor
for CO2 concentration. The peripheral sensors form a body area network and
interact with the mobile phone over a wireless connection. The captured data
can be reviewed by the cyclists themselves, but can also be merged with other
participants’ data or combined with additional parameters, such as air qual-
ity and traffic properties, in order to construct complete maps for the cycling
community.

Enhancing Social Media. A large pool of applications utilizes data captured
by sensors to enrich the contents shared in social media, such as blogs, social net-
works, or virtual worlds. CenceMe [6] integrates virtual representations of the
participants’ current state and context in social networks and virtual worlds.
Based on multimodal information (acceleration, audio samples, pictures, neigh-
boring devices, and location) captured by the mobile phone, context informa-
tion is inferred in various dimensions, including the user’s mood, location, and
habits, as well as information about the currently performed activity and the
environment. The inferred information is then posted as status message in social
networks or translated into the virtual representation of participants in virtual
worlds.

Price Auditing. PetrolWatch [7] presents a system for automatic collection of
fuel prices using embedded cameras in phones. The mobile phone is mounted on
the passenger seat of a car and faces the road to automatically photograph fuel
price boards (using GPS and GIS) when the vehicle approaches service stations.
The pictures are then uploaded to a central entity, which is responsible for image
processing and price extraction. The brand of the service station is first inferred
from the capture location in order to reduce the image processing complexity,
as price boards of different brands differ in colors and dimensions. Assisted by
this information, computer vision algorithms extract the fuel prices, and uploads
them to the database. Users can query the system to determine the cheapest fuel
that is available in their area of interest.

2.2 Environment-Centric Sensing Applications

In environment-centric scenarios, the mobile phones capture information via
their embedded sensors and additional peripheral sensors about the surroundings
of the participants. In contrast to most people-centric sensing scenarios, the
captured data are mainly exploited at a community scale, e.g., to monitor the
evolution of environmental parameters like air quality, noise, road and traffic
conditions in cities, or to detect socially interesting events.



Participatory Sensing 23

Air Quality Monitoring. In Haze Watch [8], mobile phones were interfaced
to external pollution sensors, in order to measure the concentration of carbon
monoxide, ozone, sulphur dioxide, and nitrogen dioxide concentration in the air.
In comparison to meteorological stations, the mobile phones may collect less
accurate measurements. However, their inherent mobility allows observing un-
predictable events (e.g., accidental pollution), which cannot be detected by static
stations and provide large spatial coverage. The mobile phones can thus comple-
ment static high-fidelity data captured by traditional meteorological stations by
providing finer-grained readings. The timestamped and geotagged measurements
are then uploaded to a server to build maps, which aggregate the readings of all
participants and are accessible by the public. Individual measurements may also
be displayed on the participant’s mobile phone.

Monitoring Noise and Ambiance. Microphones in mobile phones can be
configured to measure the surrounding noise level and give insights about the
nature of contextual events. In EarPhone [9], the noise levels are used to monitor
noise pollution, which can e.g. affect human hearing and behavior, and build rep-
resentative pollution maps accessible to either specialists to understand e.g. the
relationships between noise exposition and behavioral problems for the general
public.

Monitoring Road and Traffic Conditions. The mobile phones can be ex-
ploited to document road and traffic condition. In Nericell [10], the embedded
accelerometer, microphone, and positioning system (GPS or GSM radio) are
used to detect and localize traffic conditions and road conditions, e.g., potholes,
bumps, or braking and honking (which are both implicit indicators of traffic con-
gestion). The application integrates the provided information about the surface
roughness of the roads, the surrounding noise, and the traffic conditions into
traffic maps, which are available to the public.

3 Key Research Challenges

Since participatory sensing relies on existing networking and sensing infrastruc-
ture, the key challenges are associated with handing the data, i.e., data analysis
and processing, ensuring data quality, protecting privacy, etc. We now present
a short overview of the key research challenges posed by this new and exciting
paradigm. We also discuss some recent work in overcoming these challenges.

3.1 Dealing with Incomplete Samples

Since a participatory sensing system relies on volunteers contributing noise pol-
lution measurements, these measurements can only come from the place and
time where the volunteers are present. Furthermore, volunteers may prioritize
the use of their mobile devices for other tasks. Or they may choose to collect
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data only when the phone has sufficient energy. Consequently, samples collected
from mobile phones are typically randomly distributed in space and time, and
are incomplete. The challenges thus is to recover the original spatiotemporal pro-
file of the phenomenon being monitored from random and incomplete samples
obtained via crowdsourcing. In [9], the authors have developed an innovative
approach to deal with this issue using the technique of compressive sensing, in
the context of a noise monitoring application.

3.2 Inferring User Context and Activities

Inferring the surrounding context (e.g., is the user in a party or a quiet room)
and activities (is the user walking, running, traveling by car, etc) undertaken by
the phone carrier is of interest in various participatory sensing applications (see
for example Section 2.1). This is usually achieved using data collected by one or
more embedded sensors in the phone which include accelerometers, microphone,
GPS, etc. At the high-level, this is essentially a machine learning problem, since
we want to the phones to be embedded with the smarts to recognise human
activity. The typical approach adopted is to make use of supervised learning [6].
This involves the following three steps. The first step is to collect properly la-
belled sensor data for the various categories of interest (i.e. training). The second
step involves identifying important features from this training data, which can
uniquely identify each category (i.e. fingerprints). The final step is to choose
an appropriate classification algorithm (e.g., support vector machines, neural
networks, etc), which can be used to achieve accurate classification.

3.3 Preserving User Privacy

Current participatory sensing applications are primarily focused on the collection
of data on a large scale. Without any suitable protection mechanism however, the
mobile phones are transformed into miniature spies, possibly revealing private
information about their owners. Possible intrusions into a user’s privacy include
the recording of intimate discussions, taking photographs of private scenes, or
tracing a user’s path and monitoring the locations he has visited. Many users
are aware of the possible consequences, and may therefore be reluctant to con-
tribute to the sensing campaigns. Since participatory sensing exclusively depends
on user-provided data, a high number of participants is required. The users’ re-
luctance to contribute would diminish the impact and relevance of sensing cam-
paigns deployed at large scale, as well as limiting the benefits to the users. To
encounter the risk that a user’s privacy might be compromised, mechanisms to
preserve user privacy are mandatory. The authors in [11] present a comprehensive
application independent architecture for anonymous tasking and reporting. The
infrastructure enables applications to task a mobile device using a new tasking
language, anonymously distribute tasks to mobile devices and collect anonymous
yet verifiable reports from the devices.



Participatory Sensing 25

3.4 Evaluating Trustworthiness of Data

The success of participatory sensing applications hinges on high level of par-
ticipation from voluntary users. Unfortunately, the very openness which allows
anyone to contribute data, also exposes the applications to erroneous and mali-
cious contributions. For instance, users may inadvertently position their devices
such that incorrect measurements are recorded, e.g., storing the phone in a bag
while being tasked to acquire urban noise information. Malicious users may de-
liberately pollute sensor data for their own benefits, e.g., a leasing agent may
intentionally contribute fabricated low noise readings to promote the proper-
ties in a particular suburb. Without confidence in the contributions uploaded
by volunteers, the resulting summary statistics will be of little use to the user
community. Thus, it is imperative that the application server can evaluate the
trustworthiness of contributing devices so that corrupted and malicious con-
tributions are identified. Recent work [12] proposes a novel reputation system
that employs the Gompertz function for computing device reputation score as a
reflection of the trustworthiness of the contributed data.

3.5 Conserving Energy

Note that, the primary usage of mobile phones should be reserved for the users’s
regular activities such as making calls, Internet access, etc. Users will only vol-
unteer to contribute data if this process does not use up significant battery so
as to prevent them from accessing their usual services. Even though, most users
charge their phones on a daily basis, it is thus important that participatory
sensing applications do not introduce significant energy costs for users. Energy
is consumed in all aspects of participatory applications ranging from sensing, pro-
cessing and data transmission. In particular, some sensors such as GPS consume
significantly more energy that others. As such, it is important for participatory
applications to make use of these sensors in a conservative manner. In [13], the
authors present an adaptive scheme for obtaining phone location by switching
between the accurate but energy-expensive GPS probing to energy-efficient but
less accurate WiFi/cellular localization. Similar approaches can be employed for
duty-cycling other energy-hungry sensors.

4 Conclusion

In this talk, we introduced a novel paradigm called participatory sensing for
achieving large-scale urban sensing by crowdsourcing sensing data from the mo-
bile phones of ordinary citizens. We provided an overview of some of the exciting
applications that have been proposed by the research community using this new
idea. These range from collecting and sharing people-centric data to monitor-
ing environmental parameters. We presented an overview of the key research
challenges posed in implementing real-world participatory sensing systems and
briefly discussed some of the existing solutions.
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Abstract. Energy consumption is a critical aspect of mobile applica-
tions. Excessive drain of battery is one of the key complaints of hand-
held device users and a success bottleneck for many mobile applications.
This paper looks at energy-efficiency from the application development
point of view and reviews some answers to questions like what are the key
principles in energy consumption in mobile applications and what kind of
software solutions can be used to save energy? These issues are discussed
in particular in the context of 3G cellular communication. Applications of
the ideas are illustrated in energy efficient mobile peer-to-peer systems;
BitTorrent and Kademlia DHT.
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computing.

1 Introduction

Energy consumption is a critical aspect of mobile applications. Excessive drain
of battery is one of the key complaints of handheld device users and a success
bottleneck for many mobile applications. In the ICT field users and developers
are used to rapidly increasing performance. While this is true, e.g. for CPU,
Internet bandwidth, and hard disk size, the same does not apply to the battery
capacity. Over the past decade the battery capacity growth has only been a few
percentages per year. Therefore the demand and supply of battery power do not
match. New applications and services increase energy spending and the battery
technology is not able to keep up. Therefore new solutions to use the battery
power in a smarter way are needed. Otherwise the energy spending starts to
seriously limit the innovative possibilities to use the mobile devices.

Multiple approaches can be applied to handle the energy consumption prob-
lem. For instance, users would simply recharge their mobile devices more often.
New, less intrusive recharging solutions, such as wireless charging, may help
here but the problem is likely to still remain. Alternatively, because the battery
power per a volume unit is not growing fast enough, the devices would use big-
ger batteries. For those devices that are bigger in physical size, such as tablet
computers, this might be a valid option. However, people still seem to like small
or slim devices limiting the room available for the battery. Periodically hopes
also rise that some new battery technology, e.g. based on nano technology, would
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make a fundamental leap in battery performance. Unfortunately, nothing has re-
ally materialized on this area that would be widely available for the consumers.
Finally the component technology in the devices is improving and new compo-
nents spend considerable less energy for the same performance as older ones.
This is definitely useful and benefits the end users. However, it alone may not
be adequate for the increasing demand and therefore the smarter user of the
available battery power is an important research direction to complement the
hardware improvements.

In this paper the focus is on application level mechanisms. Most of the ideas
can be implemented in the mobile applications, sometimes the ideas could also
be implemented as middleware solutions on the mobile devices, as proxies at the
network side, or as changes in the server behavior in data centers. According
to our experience, in this way, it is possible to gain rather high energy sav-
ings, often several tens of percentages. The disadvantage of the application level
mechanisms is that they only work for a certain application or a class of appli-
cations. Component level improvements, and other low-level changes, are often
influencing a large set of applications, but typically the improvements are more
modest.

Most of our observations apply to all kinds of handheld devices using different
kinds of networks for their communication. However, in most cases our target and
experimentation platform has been 3G cellular network. In this we differ from the
bulk of prior research which has used WiFi. While both of these technologies are
important we feel that the emphasizing cellular networking is important because
it is the predominant network that mobile phones use ubiquitously. Moreover,
its energy consumption presents a bit different kinds of problems than what is
experienced with WiFi.

This paper is a rather personal view on energy-efficient distributed computing
research. It draws most of its examples from the work I have been doing on energy
efficiency first at Nokia Research Center and later at Aalto University. It does
not attempt cover all the developments on this fast moving, expanding area but
aims to highlight some of the key aspects that influence energy spending and
show via examples how those can be taken advantage of when implementing
energy-efficient distributed applications.

The example applications are mostly from peer-to-peer (P2P) solutions. P2P
is a good playground to test these ideas because it highlight many of the problems
present also in other distributed solutions. Moreover, with P2P it is sometimes
possible to test the solutions as part of really huge systems. For instance, the
Kademlia DHT (described more closely in Section 8) has allowed us to test the
behavior of our mobile application in a setting with over one million peers.

The rest of this paper is divided into three main sections. First, we review some
key principles of mobile energy consumption and briefly look at the empirical
methodologies to study the area. In the following sections we show how these
principles can be used to create energy efficient solutions first for BitTorrent-like
content sharing solutions and then for distributed hash tables (DHTs). Finally,
in the short conclusions section we summarize the key observations.
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2 Principles of Energy Consumption

2.1 How to Measure Mobile Energy Consumption?

The research on energy efficient mobile applications has a strong empirical com-
ponent. Of course, theoretical studies are possible but often the interactions and
influencing factors are so complex that without experimentation it is hard to
come up with any conclusive findings or improvements. Therefore, a key part of
the research is measurements with different devices and with different solutions.

For the energy consumption measurements at least four approaches seem to
be available:

1. The easiest approach is simply to utilize the phone battery indicator. Because
this is a very crude way, in most cases, the measurement accuracy is not
enough for relevant results.

2. A much better approach is to utilize a power metering application in a mobile
device. The nice aspect of these is that you only need to install an application
to the device, no additional hardware is needed. The most accurate results
can be gained by a power metering app that measures the energy consump-
tion directly from the energy and power management chipset that controls
the battery operation. Nokia Energy Profiler [1] is the only application in
this category. Unfortunately it only works with the older Symbian phones;
for the current generation no such application exists. Because this kind of
application requires access to the low-level hardware of the device it is very
difficult, or impossible, to create such an application without the support of
the phone manufacturer.

3. The other power metering application category is model based such as the
PowerTutor for Android devices [2]. In these the application measures perfor-
mance counters, such as CPU utilization or network use, and uses a model to
derive from these primary measures an estimate for the power consumption.
Unfortunately, the quality of the models limit the accuracy of this approach.
Moreover, the resolution of this approach can be insufficient to study very
rapid changes in energy consumption.

4. Finally, the widely available but a bit complicated approach is to use an
external power meter. We, for instance, have used Monsoon power meter
which is able to act both as a power source and at the same time record
the spent power. This approach works nicely for devices with replaceable
batteries. Unfortunately, the trend towards non-replaceable batteries, headed
by Apple iPhone, is making this approach harder. Sometimes it is possible
to physically open the device with special tools but this is clearly risky and
requires further expertise.

2.2 Where Energy Is Spent in Mobile Devices?

When considering mobile device as a miniature computer the first assumption is
that the CPU is an important consumer of electricity and major savings could
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be achieved by saving the amount of computation an application does. However,
this assumption is false in general. An early analysis of mobile video streaming
[3] showed that the communication spends almost half of the total energy, user
interface has the the second biggest share and only less than 20% of energy is
spent in the processing. More recent analysis, e.g. [4], indicate that close to 50%
of the daily energy consumption is spent on GSM and the share of CPU is less
than 20%. Of course the division between different components varies depending
on the application. A stand-alone application would not spend much energy on
communication but, on the other hand, most of the interesting, widely used
mobile applications tend to do quite a lot of communication.

As a conclusion influencing the communication energy consumption seems to
provide the biggest paybacks. In many applications it is not possible to influence
the amount of data that has to be transferred but quite a bit of energy savings
can be gained by organizing the communication in an energy-efficient fashion. A
number of ways to do that are available, most of them relying on some kind of
reshaping of the traffic. In many cases the reshaping in completely invisible to
the end user. In other cases it may cause additional delays and it is up to user and
application characteristics how much performance degradation is acceptable.

The trend towards larger display sizes and higher display resolutions is also
likely to increase the energy consumption share of the user interface. However,
influencing the user interface energy consumption at the application level is
difficult. The solutions often depend on the display technology and require careful
analysis how the user experiences them. In the rest of the paper we assume the
user interface of the application will remain intact and we only focus on the
communication and computation side.

2.3 The Higher the Bitrate the More Energy Efficient

An important observation in mobile phone power consumption is that a higher
bitrate increases the energy-efficiency of a data transfer. Measurements in [5]
show that especially for 3G cellular the power consumption of TCP data transfer
is almost constant having only a weak dependency on the bitrate. Only when
the bitrate drops to zero, meaning that there is no communication, the device
is able to enter a sleep state with very low power consumption. An extensive
set of measurements for WiFi power consumption [6] with three different mobile
phone models shows very similar results for 802.11g WLAN.

Figure 1, based on the measurements data of [5] , illustrates how the energy
consumption per bit varies as a function of communication speed. The shape
of the curves clearly shows that the higher the bitrate the more energy-efficient
the communication is. This suggests that in order to save battery we should try
to arrange the data transfer activity in a way that the mobile device is able to
experience as high bitrates as possible. Sample measurements, which naturally
depend on the used device models and the test environment, show that as bit
rate grows by 100 kB, the power consumption only increases by 0.3 W in WLAN
and by 0.04 W in 3G cellular. An important exception to this linear dependency
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Fig. 1. Power consumption per bit as a function of communication speed

is the case when there is no communication which allows the wireless interface
to enter an idle power-saving state.

E = tidlePidle + tactivePactive + Eoverhead (1)

Equation 1 shows a simple energy model where E is the overall energy consump-
tion of a peer. Pidle and Pactive are the idle and active state power consumptions,
and tidle and tactive are the times the peer spends in idle and active states. In the
equation we assume that power consumption in active state is constant and not
influenced by the bitrate (in reality the power consumption grows slightly as a
function of bitrate and a more complicated model should take this into account).
To give an indication of the magnitude of these values a measurement with Nokia
N95 with 3G cellular gave the values Pactive = 1.3W and Pidle = 0.07W.

Eoverhead is the additional energy spent when transferring between idle and
active states. As we see in section 2.5 this term can be very large in 3G cellular
systems. In WiFi and the future cellular systems Eoverhead is far smaller but
still a significant component. Therefore one important consideration is to avoid
excessive changes between the states.

Equation (1) and the major power consumption difference between the active
and idle states can be used to derive goals to minimize the energy consumption.

– The device should spend as little time as possible in active state.
– When in active state it should use the maximum bit rate for communication.
– To minimize Eoverhead the number of state changes should be minimized.

Clearly spending time in idle state is desirable for the energy consumption.
However, in idle state there is no activity and no data transfer so in order to do
useful work the device should be in active state. For energy-efficient behavior,
the device should thus alternate between the two states. In active state, it should
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perform a communication burst with very high data rate, and between the bursts,
it should remain in idle state. Furthermore, the communication bursts should be
long enough to avoid excessive Eoverhead. These goals are often contradicting. If
we minimize the time the device spends in active state it can result into increase
in Eoverhead.

The above model is quite simple and focuses only on the most essential parts.
Other studies, especially for WiFi, have proposed more detailed models for com-
munication energy consumption [6].

In comparison to communication, the CPU energy consumption is more flexi-
ble. Modern processors widely use dynamic voltage and frequency scaling (DVFS)
which allows more fine grained control of energy spending. If the computational
needs are low the processor can execute in a slower but more energy efficient
mode. Analoguous ideas for modulation scaling, e.g. [7], have been proposed also
to wireless communication but they are not yet widely available in commercial
products.

2.4 Parallel Data Transfers Saves Energy

When multiple services are running on the same mobile device, they typically
schedule their activities independently without considering the other applica-
tions and services. Figure 2 shows an example of a case when the mobile phone
is using email service, a photo upload service, and the user is making or receiving
some phone calls. The active periods of different applications are marked with
rectangles. Email service is an example of a periodic service. It checks period-
ically (with interval δemail) if new mail has arrived. If new mail has arrived it
is downloaded to the mobile phone. The length of the activity period varies as

Fig. 2. Example sequence of events of three applications: email, photo upload, and voice
call. Combined (trivial) shows the case where communication is started immediately
for each application. Combined (delayed) shows the case where the communication is
delayed to the time of the next voice call.
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a function of the number and size of the email messages. Photo upload is an
example of a user (or application) triggered activity. User takes a photo and the
system uploads it to a photo sharing service. The uploading activity is started
by a user action (shooting the picture or decision to store it). Finally, voice
call activities are started at arbitrary time points either by the user or by calls
coming in from the network.

When we analyze the combined effect of these three services as depicted on
the line Combined (trivial) in Figure 2, we can see that when the starting times
of these activities are chosen independently from each other, they occupy a large
part of the time axis. This means that whenever any single application is active
and transferring data, the radio of the mobile phone has to be powered on. As
a result the energy consumption of the combined use case is high. However, if
we have a possibility to delay the communication of the mobile services we can
improve the situation. The line Combined (delayed) of Figure 2 shows the case
when we delay the data transfer of non-urgent communications (email and photo
upload activities in the example). Instead of following application specific sched-
ules we put the data transfer needs into a wait-list and whenever a user makes
or receives a voice call we activate the data transfers of the waiting services. As
can be seen from Figure 2 the time when there are no ongoing data transfer
activities is much longer when the delayed combination of different services is
done.

Although the example shows the email and photo upload services as examples
it should be easy to realize that there are a number of applications where such a
combination makes sense. Other examples of non-urgent communications include
calendar updates, software upgrades, twitter feeds, and backups. In fact, the
more services the user is running on his device the higher the potential benefit
from their smart combination. Building on the idea of Figure 2 it seems promising
to schedule the data transfer of mobile services so that as much of the data
transfer activities are taking place at the same time. A very simple mechanism
to achieve this is to delay the data transfer of non-urgent services until a time
when the user is having a phone call.

To evaluate the saving potential we experimented with downloading a 2 MB
email attachment separately and during a voice call [5]. Figure 3 shows the chart
of an example measurement with 3G. The x-axis of the chart shows the time
and the y-axis the power consumption.

The chart shows the energy consumption in three different cases:

– The light gray/orange curve shows the energy consumption when only a
voice call is active. In the early part 15-80 s the voice call is active and the
display light is on. When the display light is switched off at 80s the energy
consumption drops from 1.5 W to 1.2 W.

– The dark grey/blue curve shows the energy consumption when the phone is
downloading content. As the figure shows the energy consumption is rather
similar than in the case of voice call. When the display light is on the power
consumption is around 1.5 W (20-90 s and 110-115 s). When the display
light is off the power consumption is around 1.2 W
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Fig. 3. Power consumption when a) a voice call is active, b) a data download is active,
and c) both voice call and data download are active at the same time

– The thick gray/green curve shows a case when both voice call and data
download are active simultaneously. The energy consumption is around 1.7
W and 1.4 W when the display light is on and off respectively.

We can see from the combined curve than when data download is performed
during a voice call the power consumption is only slightly higher than what the
voice call would anyhow require. In this measurement the extra power is only
10%. Likewise we can see that the data transfer time increases when done during
voice call but the increase is not very big, only 12%. As a result if we do the
data transfer during a voice call we are able to perform the same activity with
only 23% of the energy that it would take without the voice call.

Transferring data during a cellular voice call is particularly energy efficient
because voice requires a constant low bitrate data transfer both to and from the
mobile phone. Because voice has to be sent continuously it is not a possible to
power down the radio into an idle state. However, the radio interface of a mobile
phone is able to handle a much larger bandwidth than what is needed for the
voice. Whether this bandwidth is used or not does not have a major effect on
the energy consumption. Therefore for the most energy efficient activity it makes
sense to use as much of the available bandwidth as possible if the radio in any
case is active.

2.5 The Head and Tail Energies Can Be Surprisingly Long

Another important observation related to mobile communication is that activa-
tion of the wireless interface before data can be transferred and its deactivation
after the data transfer, require time and energy. The amount of these head and
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tail energies varies with different communication technologies. Especially the tail
energies are large in cellular data networks. The exact values are controlled by
the network operators and vary from operator to operator. One study in US
found that in 3G it takes over 12 seconds before the radio interface returns to
idle state after the end of data transfer (in comparison to 6 s in 2nd generation
GSM, and less than 1 s in WiFi) [8]. This suggests that we should send the data
in fewer and larger bursts to minimize the burst specific overheads.

Fig. 4. 3G RRC state machine with
CELL DCH, CELL FACH, CELL PCH
states
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Figure 4 shows the different states in the 3G cellular radio resource controller
state machine. Major data transfers are done in CELL DCH state and once the
last bit has been sent the T1 timer starts to run. Only after T1 and the following
T2 timers have expired the mobile device is back in the IDLE state (or in terms
of energy consumption similar CELL PCH state). The energy consumption of
these states is visible in Figure 5 indicating both a big difference in the power
consumption in different states and the slow shift back to idle state.

3 BitTorrent Energy Consumption

BitTorrent is one of the prime content sharing mechanisms in P2P networks. In
addition to its wide and dubious to download pirated content, the technology and
its derivatives are increasing used also for commercial applications. When imple-
menting BiTorrent on mobile phones (SymTorrent for Symbian and MobTorrent
for J2ME phones1) it became clear that the capabilities of mobile phones are
perfectly adequate for this kind of applications but, at the same time, the energy
spending of the application turned out to be an important concern. In the fol-
lowing we discuss some ways how to improve the energy efficiency of BitTorrent
on battery powered devices.

1 Available as open source at http://amorg.aut.bme.hu
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3.1 Being Selfish Is Bad for Energy Consumption

An obvious idea to increase the energy-efficiency of BitTorrent on a mobile device
is to target a very selfish behavior. However, it turns out that this approach is not
very useful. The tit-for-tat mechanism of BitTorrent rewards with high download
speeds those peers who are actively uploading data to others. As explained in
Section 2.3, a higher download speed is good for the energy-efficiency. Therefore
peers which upload content to others experience higher download speeds and, as
a result, a more energy-efficient operation.

Besides, the additional power needed for uploading at the same time as down-
loading is on-going is not excessive. In our early experiment [9] we compare the
case when the mobile peer supports uploads to others (full peer) and the case
where it is only working as a downloading client (client only). Obviously the
power consumption is higher in the full peer mode since uploading content to
others consumes additional power. However, the additional power needed to
serve others is different in the active download phase and in the following pas-
sive phase. In the active phase only around 0.2 W extra power is needed for
full peer operation. After the download has been completed, working as a full
peer requires 0.4 W additional power. The difference comes from the fact that if
there is no traffic the radio can be powered down. The need to serve other peers
does not allow this to happen. The conclusion from these measurements is thus
that acting as a full peer is feasible as long as active downloading is ongoing.
Uploading to others requires only about 25% extra power but this is likely to be
compensated by the faster download speed after which the phone can enter the
energy-friendly idle state. Note that after the download is completed the phone
should no longer serve others because this increases the power consumption by
about 200%.

Naturally, the pressure to serve others is also good for the operation of the
whole system (swarm in the BitTorrent terminology) because free-riders would
otherwise damage the performance of all downloaders. If the swarm consists of
both energy-sensitive peers (e.g. mobile devices) and regular peers (with access
to power grid) it could be possible to offset the selfish behavior of energy-sensitive
peers if their number is small enough. In some use cases, e.g. in music down-
loading the same content is reasonable both for mobile and regular peers and in
this case the mobile peers could take advantage of the stronger power of regular
peers. In other cases, e.g. video where the resolution needs of mobile and regular
peers are likely to be very different, this is not likely to be the case because com-
pletely different files would be used. The mobile swarm would be almost fully
consisting of energy-sensitive devices and therefore it is essential that they also
contribute to the operation.

3.2 Bursty BitTorrent Communication

Section 2.3 highlighted the fact that energy can be saved by transferring the
data faster because then the peers can spend more time in idle state. In this
section we discuss how such thinking can be applied to BitTorrent.
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Standard BitTorrent transfers content via a request-response mechanism: peers
are constantly requesting pieces of the data from each other, and serving the re-
quests whenever they have free upload slots. The peers that are currently served
are selected by the tit-for-tat mechanism [10], which favors peers actively con-
tributing to the swarm. In terms of energy efficiency, the main problem is that
if the available upload bandwidth of the sender is lower than the download ca-
pacity of the receiver, the receiver may not be able download at full speed. This
is especially true for recently connected peers, which will receive even less band-
width because of the tit-for-tat mechanism. Mobile devices, which often cannot
accept incoming connections and generally have slower network connections, are
even more likely to be stuck at slow download speeds.

One idea to ensure that a mobile peer gets data fast is to create a schedule of
data transfer intervals. In this way the mobile peers could alternate between high
bitrate active states and completely idle states. This has to be done carefully so
that the modified system does not penalize the operation of the regular peers and
provide unfair advantage to the mobile peers. To experiment with this concept
we developed a BurstTorrent protocol that treats the energy-limited and the
regular peers in a different way [11].

The key requirements for the system can be summarized as follows:

– The energy consumption of energy-limited peers must be less compared with
using standard BitTorrent. The download time for energy-limited peers can
be longer.

– Regular peers must not be penalized; they must receive the content in about
the same amount of time as with standard BitTorrent.

– Preserve compatibility with standard BitTorrent as much as possible. Peers
not supporting the protocol and regular peers still use standard BitTorrent
to transfer data between each other.

The proposed protocol uses the concept of scheduled transfers. An energy-limited
peer, which is downloading content from a BitTorrent swarm, negotiates time
intervals with regular peers when the regular peers would promise to use all
the necessary resources to send content to the downloading peer with the agreed
speed. This way it can be ensured that when an energy-limited device is in active
state, it receives data at full speed.

Regular peers maintain an upload schedule in which they store points of time
when data is needed to be sent to limited peers. Similarly to this, energy limited
peers use a download schedule to calculate times when they can request new
pieces of data. Scheduled transfers require regular peers to control and regulate
their upload speed. They need to be able to reserve a portion of their bandwidth
at certain times for the scheduled uploads. Nevertheless, this can be implemented
relatively easily with a flow control mechanism, holding back packets to regular
peers if the upload speed to energy limited peers is lower than required. If a
regular peer cannot transfer at the agreed speed, the schedule can become cor-
rupted, which can result in loss of energy, but it has only a temporary effect and
does not ruin the whole transfer process.
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Fig. 6. Simulation results with 50% of the peers being energy-limited

We analyzed how BurstTorrent compares with normal BitTorrent using two
different strategies for the energy-limited peers: energy-limited peers only down-
loaded content (free rider cases) and energy-limited peers also uploaded to reg-
ular peers during the active periods (serving cases).

The results depicted in Figure 6 show that the simple and obvious strategy
where energy-limited peers are free-riders using standard BitTorrent is bad. In
all measures they experienced worse performance than the energy-limited peers
which were able to contribute by uploading.

As expected, in terms of energy consumption, BurstTorrent clearly outper-
formed standard BitTorrent. In the 50% energy-limited case, it achieved 64%
less power consumption in the serving mode and 52% in the free rider mode.
The downside of the energy saving was the download time that was 54% longer
for serving peers and 50% longer for free-riders in comparison to standard Bit-
Torrent.

With BurstTorrent the serving strategy was superior to the freeriding Burst-
Torrent in all attributes. This shows that the tit-for-tat mechanism works effec-
tively with BurstTorrent as well. Even if the free-riding strategies are worse in
comparison with serving strategies, we cannot ignore them since it can be that
energy-limited devices are not able to upload because of the operator policies or
other limitations. In those cases BurstTorrent is able to effectively reduce the
energy consumption. However, the negative side-effect is that the download time
of the regular peers increases dramatically.

Regarding the download time of regular peers, there was a 2% to 10% increase
in the case of BurstTorrent free rider compared with standard BitTorrent free
rider. However, if uploading was enabled, regular peers achieved shorter down-
load times with BurstTorrent than with standard BitTorrent. This is mainly
because energy-limited peers using BurstTorrent do not upload to each other
but only to regular peers.
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Table 1. Measurement results of downloading a 25MB torrent

Method Energy (J) Download time (S) Avg. download speed (KB/s)

SymTorrent 672 465 58
CloudTorrent 248 189 189

Although this approach seems to work nicely in the simulated environment
it has the main problem that it requires a change in the BitTorrent protocol.
Therefore, it is not compatible with the existing BitTorrent communities and
having enough incentives to change all existing BitTorrent client applications
to support this kind of approach is prohibitively difficult. A much easier way
from the deployment perspective is to develop energy-efficient solutions that
only require local changes in a client. In the next section we discuss one such
idea.

3.3 Using the Cloud

The cloud computing is easily seen as a way to reduce the load of the mobile
devices, e.g. by offloading part of the work to the servers in the cloud. It is easy to
understand that such approach makes sense in a CPU intensive calculation but
could the similar approach also make sense in peer-to-peer content downloading.
It turns out that is makes a lot of sense and reduces the energy consumption
considerably [12].

In order to evaluate the concept of using a centralized proxy for providing
energy-efficient access to content shared via BitTorrent to mobile devices, we
created a cloud-based BitTorrent proxy and compared its performance with
SymTorrent, a native BitTorrent client for Symbian-based mobile phones. The
cloud-based BitTorrent proxy, referred to as CloudTorrent, consists of two main
parts: a phone application communicating with the cloud and a server hosting
the remote BitTorrent client. All communication between the server and the
client is carried out via HTTP connections. On the server side, we use uTorrent,
which is a popular free PC BitTorrent client with most of its functions available
via an HTTP-based API.

Downloading content using CloudTorrent is performed in two steps. First the
server side uses the BitTorrent protocol to download the content to the Cloud-
Torrent server. Once the torrent download is completed, the content is trans-
ferred to the phone via an HTTP connection. We compared the performance
of native BitTorrent client (SymTorrent) and the proxy-based approach (Cloud-
Torrent) with a series of measurements. We used Nokia N82 phones, 3G data
connection, and an Amazon EC2 instance with at least 10 Mb/s uplink capacity.
In the test case, a 25 MB size torrent was downloaded to the phone using the
two methods.

The measurements results are depicted in Table 1. The download time is the
total time from the invocation of the download to the time the full content has
arrived to the mobile. The average download speed, on the other hand, focuses
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only on the speed experienced by the mobile device: in the proxy case the HTTP
file transfer from the server to mobile and in the SymTorrent case the aggregate
download speed from different peers.

CloudTorrent outperformed SymTorrent both in terms of energy consumption
and in download time. The difference in energy consumption can mainly be
attributed to difference in download speeds; CloudTorrent was able to reach
much higher, and thus more energy efficient, transfer speed than SymTorrent. In
the CloudTorrent case, the server isolated the mobile client from the limitations
and speed variations of the torrent download and provided a fast, dedicated
connection to the mobile. SymTorrent, on the other hand, received data from
several peers and suffered directly from the bandwidth limitations of the peers,
Internet bottlenecks, and competition between multiple downloaders.

Moreover, since the BitTorrent client in the cloud is able to serve its peers with
high upload speeds, the tit-for-tat mechanism increases the download speed of
the torrent. If we compare the torrent download times only (and exclude the time
transferring the file from the server to the mobile) we notice that CloudTorrent
server was able to download the torrent 88% faster than SymTorrent.

Figure 7 depicts the energy consumption and downlink bitrate curves of the
two test cases. The power consumption of using SymTorrent was almost constant
with about 2 W average. The download bitrate for the torrent was only around
50 kB/s and there was noticeable variance in the experienced rate. In the case

Fig. 7. Comparison of power consumption and downlink bitrate between SymTorrent
vs. CloudTorrent
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of CloudTorrent, there is very little communication at the beginning while the
BitTorrent client in the cloud is downloading the content. During this period
the phone is idle waiting for the content to be ready and periodically polls the
server for the progress of the download activity. Once the BitTorrent client at
the cloud has downloaded the full content (at around 75s) the server pushes the
content to the phone. During the push activity the phone is able to receive the
content with almost four times faster than what is possible with SymTorrent.
This speed difference is the major source for the energy saving.

Figure 7 also shows how the large head energy of 3G cellular communication
(discussed in Section 2.5) creates unnecessary energy consumption. In order to
know when the cloud server has completed the download, the mobile client pe-
riodically polls its status via HTTP (the spikes at 25 s and 50 s time points)
The query involves only a few bytes of data transfer, but the power consump-
tion remains at a high level for around 10 s. Obviously, polling is not the best
technology choice here and even more efficient operation could be achieved by
some kind of push protocol that would eliminate the unnecessary polling.

We have also investigated alternative solutions to the cloud hosted server,
for instance, hosting the proxy in a distributed fashion in broadband routers at
homes [13].

4 DHT Energy Consumption

DHTs (Distributed Hash Tables) are peer-to-peer systems that enable the stor-
age and retrieval of key-value pairs in a completely distributed and scalable way.
DHTs can be used in distributed storage systems, file sharing, service discovery,
and, generally, in any kind of system that requires lookup services. In principle,
their operation is simple; users simply store and retrieve key-value -pairs. How-
ever, efficiently distributing this operation to peers that may join or leave the
system frequently creates complexity. And, when mobile peers enter the picture,
doing the operation in an energy-efficient way creates yet another dimension to
deal with.

To study the load and energy consumption of being a member of a DHT we
have performed measurements with a mobile DHT client developed for Symbian
OS [14]. The application implements the Kademlia protocol [15] and connects
to the Mainline BitTorrent DHT network, which usually has around two million
concurrent users [16]. So this setting allows us to study the operation of a mobile
device as part of a really huge community.

Figure 8 shows how the number of incoming messages and energy spending
(in 15 min bins) as a function of the time since the node joined the DHT.
The incoming traffic is gradually increasing as time passes. This is due to the
mechanism Kademlia nodes use to populate their routing tables. The longer
a node stays online, the more significant position it receives in its neighbors
routing tables. Since Kademlia prefer long-living nodes to those that have been
online for only a shorter period, the addresses of these are sent to other nodes
more frequently. During the three-hour tests, more than two third of the message
traffic was the result of incoming queries initiated by other nodes in the network.
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Fig. 8. Energy consumption and # of messages in each 15 min interval for a mobile
peer in Mainline BitTorrent DHT (Kademlia) over 1 million users

In this setting a typical smart phone battery would be depleted in about 5
hours. This is clearly too short to consider serious applications, for instance, for
using DHT to keep track of the mobile phone locations in a peer-to-peer SIP
system [17].

4.1 Probabilistic Message Dropping

To reduce the energy spending on mobile nodes in a heterogeneous DHT we
investigated the idea of selectively responding to queries coming from other DHT
nodes. Processing incoming messages is the most significant factor that affects
the energy consumption of a DHT node. The key idea that by dropping incoming
request, the energy consumed by mobile nodes can be significantly reduced. Our
proposed mechanism is simple: if an incoming request is received, it is dropped
with a certain probability Pdrop. The value of Pdrop would depend on the battery
status of the node. Dropping a request in this context means that no response
is sent back to the initiator of the request. The energy saved by applying this
method is the result of two factors:

– Mobile nodes do not completely parse incoming requests, and do not send
responses.

– Due to the fact that most DHTs favor active, correctly behaving nodes, much
less requests are sent to the mobile nodes.

The latter factor is the more significant, especially in DHTs that have high
maintenance traffic, such as Kademlia. Since other nodes detect that the mobile
node is not responding, it is demoted or even removed from the routing table.

Figure 9 shows the results of the energy measurements. Changing Pdrop has
a significant effect on the consumption: dropping 50% of the incoming requests
can reduce the consumed energy by 55%. As noted before, this is mainly due to
the lower number of requests sent to the mobile node. It can also be seen that
there is no significant benefit of increasing Pdrop above 0.7.
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Fig. 9. Energy as a function of dropping probability

While this approach seems to be fine from the mobile peers energy point of
view, it raises an obvious question of what happens to the overall operation of
the DHT system if some peers start to behave in this way. To study this we
divided the nodes on the DHT into two classes characterized by their message
dropping parameter Pdrop. Fixed nodes (having plentiful energy) follow the stan-
dard protocol behavior, and reply to all incoming requests (Pdrop = 0). If we
intend to connect to existing, deployed DHTs, we can assume that the majority
of the nodes in the network are full peers. Mobile nodes have Pdrop > 0.

Although the amount of energy saved is most significant in the Pdrop = 1 case,
this behavior is acceptable only if the number of mobile nodes is relatively small,
compared to the number of fixed nodes. In a DHT where the ratio of mobile nodes
exceeds a certain level, the performance of the DHT would be greatly reduced
if all mobile nodes act as clients only. A solution for this problem is to enable
mobile nodes to reply to some of the queries sent by other nodes, but not all
of them. In this way, the mobile nodes still participate in the DHT to a certain
degree, but they also keep energy consumption at a lower level by limiting the
number of the responses. The open questions are how parameter Pdrop affects
the performance of the DHT and what the ideal value is for this parameter in a
certain DHT setup. We analyzed this by simulating the behavior of a DHT.

Figure 10 shows a plot of the expected lookup latency, E[W ], as a function of
the ratio of mobile nodes in the network, m, and the probability that a mobile
node drops an incoming request, Pdrop. The base lookup latency is 60 seconds
(which was observed in the Mainline BitTorrent DHT). It can be seen in the
graph that adding mobile nodes or increasing the dropping probability does not
have a significant impact on lookup latency as long as there are enough fixed
nodes in the network. When the ratio of mobile nodes does not exceed 30%,
operating the mobiles in client-only mode (Pdrop = 1) is even acceptable, since
it does not cause significant increase in lookup latency. This is mainly the result
of the fact that Kademlia uses parallel routing and multiple messages are sent
out in each routing step, a dropped message increases the routing latency if all
other requests fail in that particular routing step.



44 J.K. Nurminen

Fig. 10. Relationship between dropping probability (Pdrop), ratio of mobile and normal
peers (m), and expected delay E[W]

Comparing Figures 9 and 10 allows us to do some further observations. In
particular, if we choose Pdrop = 0.7) after which the energy saving in a mobile
peer starts to slow down (see Figure 9) we can see that even if half of the peers
in the DHT were mobiles the performance would still be reasonably fine.

Although this analysis is about Kademlia most of the findings can be applied
to other DHTs as well. One requirement is that the DHT has multiple replicas
for each stored value. This is important, because if a value is stored in only
one node, and this node does not answer an incoming request, then the request
would fail completely, which is unacceptable in a properly working DHT.

5 Conclusions

In this paper we have looked at the key principles of energy consumption of
mobile devices from the communication and computing point of view. Our view
has been on the software level and we have looked at solutions that can be
implemented in mobile applications, proxies, or data centers. We can identify
some characteristics that influence the energy consumption. These include

– Communication is a major energy consumer often spending 50% of energy.
Reshaping the communication pattern often results into major energy sav-
ings.

– Higher bitrate improves energy efficiency of data transfer
– Delaying non-urgent data transfers and grouping them with voice calls allows

highly energy efficient transfer of data
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– Especially in 3G cellular networks the changes between idle and active states
are very slow. Therefore transferring as much data as possible in a single
burst is recommended

We have illustrated some solutions to reduce the energy consumption by looking
at BitTorrent and Kademlia DHT systems. These peer-to-peer systems are useful
for experimentation because they present many characteristics of distributed
solutions, are widely used, and have big communities that can be taken advantage
of in large scale tests. Some of the ideas we have discussed are

– The energy benefits of altruistic behavior in peer-to-peer systems
– Changing BitTorrent protocol to transfer data in a bursty fashion on mobile

nodes
– Using the cloud to assist in content download
– Saving energy by selectively choosing which queries to react

With the increasing use of mobile, battery-powered devices the energy-efficient
operation of applications and services is a highly relevant research field. It would
be important also to spread the ideas to the developer communities because a
smart design of an application can have an important influence.
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Abstract. Given the vast volume of data that needs to be stored reli-
ably, many data-centers and large-scale file systems have started using
erasure codes to achieve reliable storage while keeping the storage over-
head low. This has invigorated the research on erasure codes tailor made
to achieve different desirable storage system properties such as efficient
redundancy replenishment mechanisms, resilience against data corrup-
tion, degraded reads, to name a few prominent ones. A problem that has
mainly been overlooked until recently is that of how the storage system
can be efficiently populated with erasure coded data to start with. In this
paper, we will look at two distinct but related scenarios: (i) migration
to archival - leveraging on existing replicated data to create an erasure
encoded archive, and (ii) data insertion - new data being inserted in the
system directly in erasure coded format. We will elaborate on coding
techniques to achieve better throughput for data insertion and migra-
tion, and in doing so, explore the connection of these techniques with
recently proposed locally repairable codes such as self-repairing codes.

1 Introduction

The ability to store securely and reliably the vast amount of data that is con-
tinuously being created by both individuals and institutions is a cornerstone of
our digital society. A study sponsored by the information storage company EMC
estimated that the world’s data would have reached 1.8 zettabytes of data to be
stored by the end of 2011.1

The massive volume of data involved means that it would be extremely expen-
sive, if not impossible, to build a single piece of hardware with enough storage as
well as I/O capabilities to meet the needs of most organizations and businesses.
A practical alternative is to scale out (or horizontally): resources from multiple
interconnected storage nodes are pooled together, and more such nodes can be
organically added as and when the demand for storage resources grows. We call
these systems Networked Distributed Storage Systems (NDSS). NDSS come in
many flavors such as data centers and peer-to-peer (P2P) storage/backup sys-
tems, which have their unique characteristics, but also share several common

1 http://www.emc.com/about/news/press/2011/20110628-01.htm
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properties. Given the system scale, failure of a significant subset of the con-
stituent nodes, as well as other network components, is a norm rather than the
exception. To enable a highly available overall service, it is thus essential to
both tolerate short-term outages of some nodes and to provide resilience against
permanent failures of individual components. Fault-tolerance is achieved using
redundancy while long-term resilience relies on replenishment of lost redundancy
over time. To that end, erasure codes have become popular to achieve system
resilience while incurring low storage overhead. Recent years have accordingly
witnessed the design of erasure codes tailor made to meet distributed storage
system needs, more specifically, a lot of work has been done to improve the
storage system’s repairability. This line of work has been surveyed in [4, 6].

This article focuses on a different aspect of erasure code design. A relatively
unexplored problem in the literature is, how does the erasure coded data come
into being to start with?

In a replication based NDSS, when a new object needs to be stored, the first
node receiving the same can forward it to another node to replicate the data,
and so on. Such a pipelined approach allows quick data insertion and replication
in the system, the load of data insertion is distributed among multiple nodes,
and a single node is not overloaded with the task.

In contrast, in an erasure coding based NDSS, traditionally, one node has the
burden to first encode the new object (after obtaining it if necessary), and then
distribute the encoded pieces to other storage nodes. The computational and
communication resources of this node thus become a bottleneck. In this paper
we summarize some recent results delving into two distinct scenarios, where
distributing the load to create erasure coded data improves the throughput of
populating the NDSS with erasure coded data.

Note that in the following, we use the term ‘source’ to mean whichever node
has a full copy of the data. It could be a gateway node that receives the data
from an end-user who ‘owns’ and uploads the same to the NDSS, or it could be
an NDSS node where the data is created locally by some application.

Migration to Archival. If the data is originally stored in the system in replicated
format, but subsequently needs to be migrated into erasure coding based archive,
then existing replicas of the data can be exploited to distribute the load of the
erasure coding process. This scenario is typical since newly arrived objects are
often stored as replicas, which ensures efficient reads and fault tolerance while the
objects are being frequently manipulated. When accesses to the objects become
rarer, they are archived using erasure coding, and the replicas are discarded.

Data Insertion. When new data is being inserted into the system, if such a data
is to be stored in NDSS directly in erasure coded format, then the computational
resources of the storage nodes can be utilized to reduce the amount of redundant
data that the source needs to itself create and inject individually to the different
storage nodes.

For these two distinct scenarios - migration to archival and data insertion
- we have devised (so far unrelated) mechanisms [7–9] to improve the system’s
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throughput. Before summarizing these approaches, we next provide a brief back-
ground of erasure codes for NDSS.

2 Background on Erasure Coding for Distributed Storage

We can formally define the erasure encoding process as follows. Let the vector
o = (o1, . . . , ok) denote a data object of k × q bits, that is, each symbol oi,
i = 1, . . . , k is a string of q bits. Operations are typically performed using finite
field arithmetic, that is, the two bits {0, 1} are seen as forming the finite field F2

of two elements, while oi, i = 1, . . . , k then belong to the binary extension field
F2q containing 2q elements. The encoding of the object o is performed using
an (n × k) generator matrix G such that G · oT = cT , in order to obtain an
n-dimensional codeword c = (c1, . . . , cn) of size n× q bits.

When the generator matrix G has the form G = [Ik, G
′]T where Ik is the

identity matrix and G′ is a k ×m matrix, m = n− k, the codeword c becomes
c = [o,p] where o is the original object, and p is a parity vector containing m×q
parity bits. The code is then said to be systematic, in which case the k parts of
the original object remain unaltered after the coding process. The data can then
still be reconstructed without requiring a decoding process by accessing these
systematic pieces.

If any arbitrary k of the cis can be used to reconstruct the original information
o = (o1, . . . , ok), then the code is said to be maximum distance separable (MDS).
For any given choice of n and k, an MDS code provides the best fault-tolerance
for up to n− k arbitrary failures.

Systematic MDS codes have thus traditionally been preferred in storage sys-
tems, given the practical advantages they provide.

Other system considerations may however prompt for non-MDS and/or non-
systematic codes as well. For instance, dependencies within small subsets of
codewords may allow for better and faster repairs [5] - which is desirable for
long-term resilience of the system, even if it marginally deteriorates the system’s
tolerance of the number of simultaneous faults. In fact, in the recent years,
repairable erasure codes have been vigorously researched [4, 6], and it continues
to be an open-end and popular topic of study. Likewise, non-systematic codes
may provide a basic level of confidentiality [3] of the stored content since an
adversary with access to any one (or very small number of) storage node(s) will
not be able to see the content.

3 Migration from Replication to Erasure Coded Archive

Often, when new data is introduced in a storage system, it is replicated (3-
way replication is a popular approach) for fault-tolerance. Furthermore, such a
replication strategy can be leveraged to support higher throughput of data access
when different applications are trying to read the same data simultaneously, or
by migrating computing tasks to a relatively less loaded subset of the replicas
instead of moving the data around. Data is often accessed and manipulated
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(a) Traditional archiving (e.g. as done in HDFS-RAID [2]).

(b) Decentralized encoding.

Fig. 1. An example of migration of replicated data into an erasure coded archive. The
squares represent storage nodes and the arrows across boxes denote data (labels indicate
the actual amount) transferred over the network. We can see how (a) requires a total
of five network transfers while (b) needs only four network transfers. The “X” symbol
denotes the replicas that are discarded once the archival finishes, and the symbol ⊗
denotes an encoding operation.

frequently when it has been acquired recently, but over time, once the need to
access it decreases, it is desirable to reduce the storage overhead by replacing
the replicas and instead archive the data using erasure coding [2]. We propose
to effectuate this migration via a decentralized encoding process, which, as we
will see later, provides significant performance boosts.

3.1 Motivating Examples

We will use Figure 1 for an illustration of an abstracted toy example of migration
of a replicated system into an erasure coded archival. Suppose that we have a
data object comprising of three parts (o1, o2, o3), and the parts oi are stored
at three different nodes each (i.e., using a 3-way replication). Traditionally, one
node (the coding node) would require (o1, o2, o3) to be collocated, based on which
it can compute some parity coefficients (p1, p2, p3), keeping p1 for itself and then
distributing p2 and p3. This will require a total of five network transfers including
the communication cost of downloading the three original parts to start with.
Alternatively, one of the nodes which already stores o2 could download o1 and
o3, from which it can compute the parity p2, and then distributes p2 to one of
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the nodes which stored o1 (respectively o3), each of which could compute parity
pieces p1 and p3 respectively using p2 and o1 (respectively o3). This process
where the existing replicas are exploited costs only four network transfers. In
both cases, the codeword (c1, . . . , c6) = (o1, o2, o3, p1, p2, p3) has been computed
and distributed over six different nodes. The remaining pieces of the original
data can be garbage collected subsequently. Also note that if each storage node
had a communication bottleneck, such that it could only upload or download
one piece in an unit time, then the centralized approach would have required
five time units for data transfer, in addition to the computation time. If p2 is
pipelined to o3 via o1 (not shown in the figure) then the decentralized approach
would take three time units for data transfer, in addition to the computation
time at the three different nodes, some of which happens in parallel.

The above toy example illustrates that there is a potential benefit both in
terms of reduced network traffic, and possibly also in terms of the time taken
to carry out a single encoding, by decentralizing the process and leveraging on
existing replicas. The example however does not reveal what the parity pieces
pis are, and what specific computations need to be carried out. In fact, as we will
see next, different strategies can be devised, depending on how many replicas
are present in the system when the migration to erasure coded archive starts,
what is the original placement of these replicas, how is the encoding process
distributed and what are the properties of the resulting codeword.

We will next give two explicit toy examples, to illustrate two types of decen-
tralized encoding. The first one ends up in a non-systematic codeword, while
the second yields a systematic codeword. The first one assumes that each piece
of the object and its replica(s) are initially placed in different nodes. The latter
assumes that some of these pieces are cleverly collocated, in order to achieve
further savings in communication. Subsequently, we will elaborate on a more
general theory of decentralized coding, along with some early results.

Example 1. Suppose that an object o = (o1, o2, o3, o4), oi ∈ F2q , of k = 4 blocks
is stored over n = 8 nodes using two replicas of o, which are initially scattered
as follows:

N1 : o1, N2 : o2, N3 : o3, N4 : o4,
N5 : o1, N6 : o2, N7 : o3, N8 : o4.

Clearly, such a setup can guarantee fault-tolerance against only a single arbitrary
failure, though some combinations of multiple failures may also be tolerated, if
one copy of each piece survives in the system. Consider that it needs to be
archived using a codeword c = (c1, . . . , c8). In this example, the resulting era-
sure coded data coincidentally has the same storage overhead as the original
replication scheme (though this is not necessary, as we will see latter when we
generalize the ideas), but will have significantly higher fault tolerance.

Unlike in Figure 1 where one node distributes its data to two other storage
nodes, in this example, since more nodes are involved, the coding process is done
in a pipelined manner, namely node 1 forwards o1ψ1, i.e. some multiple of o1,
to node 2, which computes a linear combination of the received data with o2,
and forwards it again to node 3, and so on. More generally, node i encodes the
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data it gets from the previous node together with the data it already has and
forwards it to the next node. We denote the data forwarded from node i to its
successor, node j, by xi,j , which is defined as follows:

x1,2 = o1ψ1,

x2,3 = x1,2 + o2ψ2 = o1ψ1 + o2ψ2,

x3,4 = x2,3 + o3ψ3 = o1ψ1 + o2ψ2 + o3ψ3,

x4,5 = x3,4 + o4ψ4 = o1ψ1 + o2ψ2 + o3ψ3 + o4ψ4,

x5,6 = x4,5 + o1ψ5 = o1(ψ1 + ψ5) + o2ψ2 + o3ψ3 + o4ψ4,

x6,7 = x5,6 + o2ψ6 = o1(ψ1 + ψ5) + o2(ψ2 + ψ6) + o3ψ3 + o4ψ4,

x7,8 = x6,7 + o3ψ7 = o1(ψ1 + ψ5) + o2(ψ2 + ψ6) + o3(ψ3 + ψ7) + o4ψ4,

where ψj ∈ F2q , j = 1, . . . , 7, are some predetermined values. After the nodes
have distributed their stored data, they are left to generate an element of the final
codeword ci by encoding the received data together with the locally available
data as follows:

c1 = o1ξ1,

c2 = x1,2 + o2ξ2 = o1ψ1 + o2ξ2,

c3 = x2,3 + o3ξ3 = o1ψ1 + o2ψ2 + o3ξ3,

c4 = x3,4 + o4ξ4 = o1ψ1 + o2ψ2 + o3ψ3 + o4ξ4,

c5 = x4,5 + o1ξ5 = o1(ψ1 + ξ5) + o2ψ2 + o3ψ3 + o4ψ4,

c6 = x5,6 + o2ξ6 = o1(ψ1 + ψ5) + o2(ψ2 + ξ6) + o3ψ3 + o4ψ4,

c7 = x6,7 + o3ξ7 = o1(ψ1 + ψ5) + o2(ψ2 + ψ6) + o3(ψ3 + ξ7) + o4ψ4,

c8 = x7,8 + o4ξ8 = o1(ψ1 + ψ5) + o2(ψ2 + ψ6) + o3(ψ3 + ψ7) + o4(ψ4 + ξ8),

where ξj ∈ F2q , j = 1, . . . , 8, are also predetermined values.
Note that the coding process can be implemented in a pipelined manner, and

both phases can be executed simultaneously: as soon as node i receives the first
few bytes of xi−1,i it can start generating the first bytes of ci, and concurrently
forward xi,i+1 to node i+ 1.

The end result is a non-systematic codeword (c1, . . . , c8) that has a high fault
tolerance. By selecting values of ψi and ξi that do not introduce linear depen-
dencies within the codeword, the original object o can be reconstructed from any
combination of four codeword symbols except the combination {c1, c2, c5, c6} [8].
In this specific case the symbols c1, c2, c5 and c6 are linearly dependent (this can
be checked using symbolic computations) since:

c1
[
(ψ1ξ6ξ

−1
2 + ψ5 + ξ5)ξ

−1
1

]
+ c2

[
ξ6ξ

−1
2

]
+ c5 + c6 = 0,

recalling that 2 ≡ 0 in F2q . Then, this (8,4) code has
(
8
4

)
− 1 = 69 possible

4-subsets of codeword symbols that suffice to reconstruct the original object o.
It represents a negligible degradation with respect to the fault tolerance of an
MDS code, where

(
8
4

)
= 70 such possible 4-subsets exist.
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Example 2. The second example is that of a systematic (10,6) erasure code,
which provides m = 10 − 6 = 4 blocks of redundancy (parity blocks). Consider
a data object o = (o1, o2, . . . , o6) to be stored with a replica placement policy
that stores r = 3 replicas of o, that is, three replicas of every oi, i = 1, . . . , 6
(for a total of 18 data blocks). We assume that one of the replicas of o is stored
in k = 6 different nodes, which will finally constitute the systematic part of the
codeword, c1 = o1, . . . , ck = ok. Of the (r − 1)k = 12 remaining replica pieces
left, we select a subset of � of them to be stored in the m = 4 coding nodes
that will carry out the decentralized encoding process. The assignment of these
� replicas is as follows:

N1 = {o1, o2, o3} ; N2 = {o4, o5, o6} ; N3 = {o1, o2} ; N4 = {o3, o4} ,

where Nj denotes the set of blocks stored in node j. Note that only � = 10 out of
the available (r−1)k = 12 blocks are replicated in the m coding nodes, while the
remaining two can be flexibly stored in other nodes, e.g., to balance the amount
of data stored per node. Such a collocation of multiple pieces reduces the amount
of fault-tolerance enjoyed by the data while it is stored using replication.2 Note
also that no node stores any repeated block, since this would further reduce fault
tolerance.

To describe the decentralized encoding process we use an iterative encoding
process of ν = 7 steps, in which every ψi, ξj ∈ F2q are predetermined values that
define the actual code instance. During step 1, node 1 which has N1 generates

x1 = o1ψ1 + o2ψ2 + o3ψ3

and sends it to node 2, which uses N2 and x1 to compute

x2 = o4ψ4 + o5ψ5 + o6ψ6 + x1ψ7

during step 2. After two more steps, we get:

x3 = o1ψ8 + o2ψ9 + x2ψ10

x4 = o3ψ11 + o4ψ12 + x3ψ13,

and node 4 forwards x4 to node 1, since ν = 7 > m = 4, which creates

x5 = o1ψ14 + o2ψ15 + o3ψ16 + x4ψ17

before sending x5 to node 2. For the last two iterations, both node 2 and node
3 use respectively N2, x1 and x5, and N3, x2 and x3 together, to compute

x6 = o4ψ18 + o5ψ19 + o6ψ20 + x1ψ21 + x5ψ22

x7 = o1ψ23 + o2ψ24 + x2ψ25 + x6ψ26.

2 By carrying out erasure coding of subset of pieces from different objects, one may
be able to alleviate this problem of initial fault-tolerance, while still using precisely
the same scheme.
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After this phase, node 1 to 4 are locally storing:

N1 = {o1, o2, o3, x4}
N2 = {o4, o5, o6, x1, x5}
N3 = {o1, o2, x2, x6}
N4 = {o3, o4, x3, x7}

from which they compute the final m parity blocks:

p1 = o1ξ1 + o2ξ2 + o3ξ3 + x4ξ4

p2 = o4ξ5 + o5ξ6 + o6ξ7 + x1ξ8 + x5ξ9

p3 = o1ξ10 + o2ξ11 + x2ξ12 + x6ξ13

p4 = o3ξ14 + o4ξ15 + x3ξ16 + x7ξ17.

As in Example 1, all values ψi, ξi ∈ F2q are also predetermined to optimize
fault-tolerance.

The final codeword is c = [o,p] = (o1, . . . , o6, p1, . . . , p4). There is a total
of ν blocks transmitted during the encoding process (those forwarded during
the iterative phase). In this example, ν = 7, and the encoding process requires
two block transmissions less than the classic encoding process, which requires
n− 1 = 9 blocks, thus achieving a 22% reduction of the traffic.

We will next elaborate the general theory of each of the two variations of the
decentralized codes, along with summary of some results.

3.2 Generating a Non-systematic Erasure Code

Example 1 is a particular case of RapidRAID codes [8] for k = 4 and n =
8. We next present a general definition of RapidRAID codes [8] for any pair
(n, k) of parameters, where n ≤ 2k. We start by stating the requirements that
RapidRAID imposes on how data must be stored:

– When n < 2k, two of the originally stored replicas should be overlapped
between n storage nodes: a replica of o should be placed in nodes 1 to k,
and a second replica of o in nodes from n− k to n.

– The final n redundancy blocks forming c have to be generated (and finally
stored) in nodes that were already storing a replica of the original data.

We then formally define the temporal redundant block that each node i in the
pipelined chain sends to its successor as:

xi,i+1 = xi−1,i +
∑

oj∈node i

ojψi, 1 < i < n− 1, (1)

with x0,1 = 0, while the final redundant block ci generated/stored in each node
i is:

ci = xi−1,i +
∑

oj∈node i

ojξi, 1 < i < n, (2)

where ψi, ξi ∈ F2q are static predetermined values specifically chosen to guaran-
tee maximum fault tolerance.
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3.3 Generating a Systematic Erasure Code

We will next assume that only m = n− k nodes will participate in the encoding
process (k nodes are storing the systematic pieces), as illustrated in Example
2. However, the proposed strategy also requires a carefully chosen collocation
of several distinct replica pieces within the same node that participates in the
decentralized encoding process.

Then, a total of � different block replicas are allocated (collocated) among
the m coding nodes, i.e., the content of the set Nj for each node j. For the sake
of simplicity, we assume that the � replicas are deterministically assigned in a
sequential manner as illustrated in Example 2, trying to even out the number of
blocks assigned to each node. A formal description of this allocation is provided
in Algorithm 1.

Algorithm 1. Replica placement policy
1: i ← 1
2: for j = 1, . . . ,m do
3: α ← ��/m�
4: if j ≤ (� mod m) then
5: α ← α+ 1
6: end if
7: Nj = {ol : l = (j mod k), j = i, . . . , i+ α}
8: i ← i+ α
9: end for

This assignment policy imposes some restrictions on the location of the dif-
ferent replicated blocks (block collocation), which might require changes on the
random assignment policy commonly used in NDSS. Furthermore, collocating
block replicas in a same node reduces the fault tolerance of replicated data. This
problem can be of special importance for the extreme case when � = (r − 1)k
(all replicas are stored within only m nodes), although for small values of � the
assignment policy provides some flexibility on where to assign the (r−1)k−� re-
maining replicas. However, as we will show in Section 3.5, small � values increase
the chances of introducing linear dependencies during the distributed encoding
process, reducing the resiliency of the encoded data. In this last case the negative
effects of a small � value can be counterbalanced by adopting larger ν values.
There is then a trade-off between the values � and ν, and the fault tolerance of
the replicated and encoded data.

Remark 1. In the case of � = k, there is no replica assignment policy and a
random placement can be used.

Given the replica assignment policy, the decentralized encoding process is split
into two different phases: the iterative encoding and the local encoding.

The iterative encoding consists of ν sequential encoding steps, where at each
step, each node generates and forwards a temporary redundant block. For each
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step i, where i = 1, . . . , ν, node j = (i modm) which stores the set of blocks
Nj = {z1, z2, . . . } locally computes a temporary block xi ∈ F2q as follows:

xi = z1ψ1 + z2ψ2 + · · ·+ z|Nj|ψ|Nj |, (3)

where ψi ∈ F2q are predetermined values. Once xi is computed, node j sends
xi to the next node l = (i + 1 modm), which stores locally the new temporary
block: Nl = Nl ∪ {xi}, after which, node l computes xi+1 as defined in (3) and
forwards it to the next node. The iterative process is similarly repeated a total
of ν times.

After this iterative encoding phase, each node i = 1, . . . ,m executes a local
encoding process where the stored blocks Ni (including the temporary blocks
generated during the iterative encoding phase) are combined to generate the
final parity block pi (for predetermined values of ξi ∈ F2q ) as follows:

pi = z1ξ1 + z2ξ2 + · · ·+ z|Ni|ξ|Ni|. (4)

Finally, we describe the overall distributed encoding algorithm (including the it-
erative encoding and the local encoding) in Algorithm 2. Note that values ψl and
ξl (lines 7 and 17) are picked at random. In a sufficiently large field (e.g., when
q = 16) this random choice will not introduce additional dependencies (w.h.p.)
other than the ones introduced by the iterative encoding process itself [1].

Algorithm 2. Decentralized redundancy generation

1: l ← 1
2: j ← 1
3: x ← 0
4: for i = 1, . . . , ν do � Generation of the ν temporary blocks.
5: x ← 0
6: for z ∈ Nj do � Coding operation as described in (3).
7: x ← x+ ψl · z
8: l ← l + 1
9: end for
10: j ← (i+ 1) mod m
11: Nj ← Nj ∪ {x} � Each union (∪) represents a block transfer.
12: end for
13: l ← 1
14: for i = 1, . . . ,m do � Generation of the final m parity blocks.
15: pi ← 0
16: for x ∈ Ni do � Coding operation as described in (4).
17: pi ← pi + ξl · x
18: l ← l + 1
19: end for
20: end for
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3.4 General Distributed Encoding Framework

Both distributed encoding schemes follow the same approach: a set of n nodes,
labelled from node 1 to node n, store an original configuration of data pieces.
Then one node starts the encoding process by transmitting to the next node
(next according to the labeling) a linear combination of the pieces it stores. The
second node then keeps what it receives, what it owns, and sends a combination
of both to the next node, and this is iterated until a codeword is computed.

– In the first case, the first node starts the process, which is repeated until
reaching the nth node. The original configuration assumes, if n = 2k, that
node 1 to node k each stores one piece of the data object, as does every node,
from node k + 1 to node n. If n < 2k, the two copies of the original object
are initially overlapped. This results in a non-systematic codeword.

– In the second case, to ensure that the codeword will be systematic, node 1 to
node k store the k pieces of the original object, while nodes k+1 to n store
different configurations of the same. The iterative encoding only involves
the n − k latter nodes, which compute the parity coefficients. As a result,
one round of this process (going from node k + 1 to node n) is typically
not enough to ensure a good fault tolerance, and thus the encoding often
necessitates several rounds.

3.5 Results

Encoding Times Analysis. One of the main advantages of distributing the erasure
code redundancy generation across several nodes is that the required encoding
times can be potentially reduced, providing more efficient ways of archiving repli-
cated data. In this section we report performance results of an implementation of
a (16,11)-RapidRAID [8] code (Section 3.2) which achieves significantly shorter
encoding times in a testbed of 50 HP ThinClient computers, as compared to
an efficient implementation of a (16,11) classical Cauchy Reed-Solomon erasure
code.

Note however that the encoding speedup of RapidRAID is obtained at the
expense of involving a total of n = 16 nodes in the encoding process, instead
of the single node involved in classic encoding process. Thus, it is important to
measure the encoding throughput of a classic erasure code involving the same
number of nodes, i.e., when n = 16 classic encoding process are executed in
parallel. Besides that, in practical scenarios storage nodes might be executing
other tasks concurrently along with data archival processes, which might cause
some nodes to experience overload or network congestions, which in turn might
affect the coding times. Hence measuring the encoding times of both strategies
(decentralized encoding vs. classic encoding) when some of the n nodes or net-
works are overloaded is another interesting aspect to study. In the experiments
reported next, such bottlenecks are emulated in our testbed by reducing the net-
work bandwidth of some nodes from 1GBps to 500MBps, and adding to these
nodes a 100ms network latency (with a deviation of up to ±10ms).
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(a) Encoding a single object.
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(b) Encoding 16 objects concurrently.

Fig. 2. Average time required to encode 16 concurrent objects using a (16,11) Cauchy
Reed-Solomon code and a (16,11) RapidRaid code implemented using 8-bit finite-field
operations. Nodes have 500Mbps connections with a latency of 100ms±10ms. Error
bars depict the standard deviation value.

In Figure 2 we depict the encoding times of the (16,11) RapidRAID implemen-
tation (RR8) and the (16,11) Cauchy Reed Solomon Code (CEC). In Figure 2a
we show the encoding times for a single data object and different number of con-
gested nodes. In this case a single data object is encoded in a totally idle system.
We see how when there are no congested nodes the RapidRAID implementations
have of the order of 90% shorter coding times as compared to the classic erasure
code implementation. Distributing the network and computing load of the en-
coding process across 16 different nodes reduces the encoding time significantly.
In Figure 2b we depict the per-object encoding times obtained by executing 16
concurrent classic encoding processes and 16 concurrent RapidRAID encoding
processes on a group of 16 nodes. According to further experiments on EC2 (not
reported here, but details can be found in [8]), the two RapidRAID implemen-
tations achieve a reduction of the overall coding time by up to 20% when there
are no congested nodes.

We further observe from Figure 2 that the coding times of RapidRAID codes
have a quasi-linear behavior when the number of congested nodes increases.
However, in the case of classic erasure codes, we observe that even a single
congested node has major impact on the coding times. In general, these results
show how RapidRAID codes significantly boost the performance of the encoding
process over congested networks.

Fault Tolerance Analysis. As was illustrated in Example 1, RapidRAID codes
offer a high fault tolerance. Some numerical analysis in [8] show how for short
codes RapidRAID are MDS codes when k ≥ n− 3, and that for practical values
of k out of this range RapidRAID codes offer a fault tolerance comparable to
that of MDS codes. One of the reasons for this high fault tolerance is that the
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encoding process is distributed across a large number of storage nodes (across
n nodes), which due to the random nature of the encoding process, reduces
the chances of introducing linear dependencies within the codeword symbols.
However, in the case of the systematic erasure code presented in Section 3.3,
the encoding process is distributed across a smaller set m = n − k nodes, and
then the chances to introduce linear dependencies within the codeword symbols
increase.
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(b) Results for (10,6) code.

Fig. 3. Fault tolerance achieved by our decentralized erasure coding process as a func-
tion of the number of encoding steps, ν, and the number of co-located block replicas,
�. The fault tolerance π is expressed as the proportion of k-subsets of the codeword c
that do not contain linear dependencies. When this value is one, the code is MDS and
has maximum fault tolerance.

In this latter case it is then important to evaluate the fault tolerance of the
obtained code for different code parameters. We divide the fault tolerance anal-
ysis in two experiments, one aiming at evaluating the effects of the number of
encoding steps ν, and another one at the effects of the collocated replicas �.

In Figure 3a we show the fault tolerance π of the code (proportion of linearly
independent k-subsets) as a function of the number of steps ν. For each of the
three different codes we depict the effects of ν for three different values of �. We
can see how the proportion of linearly independent k-subsets increases as more
encoding iterations are executed. Achieving the maximum fault tolerance (when
the fraction of linearly independent k-subsets is one) requires less iterations for
high replica collocation values �.

Similarly, in Figure 3b, we display the fault tolerance as a function of the
number of blocks stored within the m coding nodes �. For each code we also
present the results for three different values of ν, which aim at showing the
fault tolerance (i) when only a few coding nodes execute the iterative encoding
process, (ii) when all coding nodes execute it exactly once, and (iii) when some
coding nodes execute it more than once. In general we can see how increasing
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the number of initially collocated replicas � increases the fault tolerance of the
code. However, for small values of ν there are cases where increasing � might
slightly reduce the fault tolerance. Finally, we want to note that in those cases
where ν ≤ m (only a few coding nodes execute the iterative encoding), the
code produced by the decentralized coding can never achieve maximum fault
tolerance. To achieve maximum fault tolerance, all the m coding nodes need to
execute at least one coding step.

Network Traffic Analysis. Finally, we report the network traffic required to en-
code a specific data object with the novel decentralized erasure codes presented
in Sections 3.2 and 3.3. Recall that in classic erasure codes the single encoding
node downloads k data fragments, encodes them, and finally uploads m− 1 par-
ity blocks (where m = n − k). Each encoding process requires then a total of
n − 1 block transmissions. This is the same amount of transmissions required
by RapidRAID codes (Section 3.3) where the n nodes involved in the encoding
process transfer a total of n − 1 temporal blocks among them. However, in the
case of the non-systematic code presented in Section 3.2, the number of block
transmissions is exactly one less than the number of encoding steps ν, i.e., ν−1.

To evaluate this encoding traffic in Figure 4 we depict a comparison between
a classic coding process, denoted by RS, and a decentralized systematic erasure
code that achieves the MDS property (maximum fault tolerance), denoted by
DE. In both cases we measure the encoding traffic required by both codes when
� = k and � = 2k, and in the case of DE, using the minimum value of ν required
to achieve the MDS property. We show the comparison for three different code
parameters. For the (6,3) code there are traffic savings only when the m = 3
coding nodes originally stored all the (r−1)k replicas. In this case the decentral-
ized coding saves one block transfer. In the case of the (10,6) the decentralized
coding process always requires less network traffic, even for low replica colloca-
tion levels, and these traffic savings are amplified for the (14,10) code. In this
last case the savings range from a 24% in the case of the low replica collocation
(� = k), up to 56% for high collocation values (� = 2k).

4 Encoding Data during the Insertion Process

In the previous section we presented two distributed erasure codes that allow
to efficiently archive an object o that is originally replicated. In this section
we will present a technique to directly store the object o in an encoded format
without first (temporarily) creating replicas at all. For instance, if multimedia
content is being stored it may as well be stored directly in erasure coded format,
unlike data that is used for analytics, and is archived only after the processing
is completed.

First we will introduce the concept of locally repairable codes, and then we
will show how such codes can be exploited to encode data on-the-fly while being
introduced in the system in order to improve data insertion throughput.
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Fig. 4. Comparison of the number of transferred blocks during the encoding of a clas-
sical Reed-Solomon code (RS) and the decentralized coding (DE) for two different
replica collocation values: � = k and � = 2k. All DE codes are MDS codes optimized
to minimize the number of coding steps ν.

4.1 Locally Repairable Erasure Codes

In classic erasure codes described in Section 2, the generation of each codeword
symbol ci ∈ c requires the access to the whole original data vector o. When
a storage node fails, repairing one missing codeword symbol ci ∈ c requires
to access k different codeword symbols and reconstruct o, which entails a high
I/O cost (accessing k different storage disks across the network). In contrast,
locally repairable erasure codes allow to repair particular codeword symbols ci
by retrieving only d symbols, for small values of d, d < k, which can be as
small as d = 2 [5]. Reducing the number of nodes needed to carry our a repair
simplifies the repair mechanism, requires less I/O operations, and reduces the
repair traffic with respect to classical erasure codes for a wide range of failure
patterns, and can also speed-up the repair process.

Example 3. Let us present a simple locally repairable erasure code, specifically
a (7,3)-code with the following generator matrix:

GT =

⎛⎝1 0 0 1 1 0 1
0 1 0 1 0 1 1
0 0 1 0 1 1 1

⎞⎠ .

This code takes an object o = (o1, o2, o3), oi ∈ F2q , and generates a codeword c =
(c1, . . . , c7) that contains the three original symbols (i.e., systematic symbols)
plus all their possible xor combinations:

c1 = o1; c4 = o1 + o2; c7 = o1 + o2 + o3;
c2 = o2; c5 = o1 + o3;
c3 = o3; c6 = o2 + o3.
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It is easy to see that it is possible to reconstruct the original object by download-
ing a minimum of k = 3 redundant fragments, e.g., c5, c6 and c7, although not all
k-subsets hold that property –i.e., it is a non-MDS code. Additionally, each re-
dundant fragment can be generated by xoring two other redundant fragments in
three different ways:

c1 = c2 + c4; c2 = c5 + o7; c4 = c3 + c7; c6 = c1 + c7; c7 = c3 + c4;
c1 = c3 + c5; c3 = c4 + c7; c4 = c5 + c6; c6 = c2 + c3;
c1 = c6 + c7; c3 = c1 + o5; c5 = c1 + c3; c6 = c4 + c5;
c2 = c1 + c4; c3 = c2 + c6; c5 = c2 + c7; c7 = c1 + c6;
c2 = c3 + o6; c4 = c1 + c2; c5 = c4 + c6; c7 = c2 + c5.

We can represent the locally repairable property in terms of seven different repair
groups R = {r1, . . . , r7}, where:

r1 = {c1, c2, c4}; r2 = {c1, c3, c5}; r3 = {c1, c6, c7}; r4 = {c2, c3, c6};
r5 = {c2, c5, c7}; r6 = {c3, c4, c7}; r7 = {c4, c5, c6}.

Each codeword symbol ci ∈ rj can be repaired/generated by summing the other
symbols in rj , ci =

∑
ck∈rj\{ci} ck.

Locally Repairable Code. We can generically define a locally repairable code as an
undirected bipartite graph G = (C∪R,E), where the set of vertices U represents
the set with all the codeword symbols C = {ci : ci ∈ c}, the set of vertices R
represented all the repair groups R = {ri, . . . , rr}, and ci ∈ rj ⇐⇒ (ci, rj) ∈ E.
Then, for any ci ∈ rj , the locally repairable property guarantees that

ci =
∑

ck∈rj\{ci}
ψkck,

for predetermined ψk values, ψk ∈ F2q .

4.2 In-Network Redundancy Generation

As noted in the introduction, pipelining can be trivially used to create replication
based redundancy. To do so, a source node sends the data to be stored to a
first storage node, which stores it and simultaneously forwards it to a second
storage node, and so on. However, as discussed in Section 2, erasure coding
schemes do not allow to generate data redundancy of newly inserted data “on-
the-fly”, and often this process is carried out off-line in a batch process [2]. In
this section we show how locally repairable codes are potentially amenable to be
used in the on-line redundancy generation of newly inserted data. We will refer
to this redundancy generation approach as an in-network redundancy generation
process.



Data Insertion and Archiving in Erasure-Coding 63

(a) Bipartite graph of the lo-
cally repairable code.

(b) Purging R to obtain the
redundancy generation graph.

(c) Redundancy gen-
eration graph.

Fig. 5. In-network redundancy generation using the (7,3)-code from Example 3

Example 4. Let us consider the same (7,3) locally repairable code described in
Example 3. In Figure 5c we show an in-network redundancy generation example
for this code. The source node receives an object o = (o1, o2, o3) and uploads
each of these fragments to nodes from 1 to 3, which respectively store c1 = o1,
c2 = o2 and c3 = o3. Then, nodes 1 and 2 send their respective fragments, c1
and c2, to node 4, which computes and stores c4 = c1+ c2. The rest of the nodes
compute the fragments c6 = c2 + c3, c5 = c4 + c6 and c7 = c3 + c4 in a similar
manner.

Note that the creation of c5 and c7 depends on the previous generation of c4
and c6. Although at a first glance it might seem that symbols c5 and c7 can be
created only some time in the future after the generation of c4 and c6, practical
implementations can overcome this restriction by allowing nodes 4 and 6 to start
forwarding the first generated bytes of c4 and c6 to nodes 5 and 7 in a streamlined
way, similarly to the pipelined copy used in replication. By doing it, blocks c4 to
c7 can be generated quasi-simultaneously once nodes 1 to 3 received their blocks
from the source node. However, in those situations where data from the source
is being generated/received while it is being inserted, fragments o1 to o3 will
be sequentially uploaded, delaying the generation of symbols c4 to c7, and thus,
lengthening the overall redundancy generation process.

This example allow us to show how the local repairability groups can be
exploited to generate the in-network redundancy generation tree depicted in
Figure 5c. However, obtaining such a tree for any arbitrary locally repairable
code is not trivial. One possible way to obtain it is to consider the bipartite
graph representation of the (7,3) locally repairable code, which we depict in
Figure 5a. This graph contains all the codeword symbols ci in the left-hand side
of the graph, and all the repair groups ri in the right-hand side of the graph.
Then, since the original object o contains k = 3 symbols, the source node has
to mandatorily upload three symbols to three different nodes (left-hand side
vertices). The rest of the n− k codeword symbols will be generated using n− k
different repair groups. It means that we can purge all except n−k repair groups
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from the right-hand side of the graph. In our example, in Figure 5b we show how
we remove |R| − (n− k) repair groups from the bipartite graph, which gives us
the basic topology of the in-network redundancy generation tree from Figure 5c.
Although in this case any combination of |R| − (n − k) repair groups can be
removed to obtain a valid redundancy generation tree, determining the repair
groups to remove can be more complicated in asymmetric and unbalanced locally
repairable codes, where the number of symbols per repair group is not constant,
and not all symbols appear in the same number of repair groups. More details
on these issues can be found in [7].

4.3 Insertion Times

Inserting a data object o = (o1, . . . , ok), oi ∈ F2q , using an in-network redun-
dancy generation process requires two different steps: (i) a source node initially
generates and uploads k different codewords symbols to k different nodes, and
(ii) these k nodes forward the symbols to the remaining n−k nodes in a stream-
lined manner, allowing them to generate the remaining n−k codeword symbols.
Then, the overall time T required to encode and store an object o is bounded by
T ≥ TS + Tnet, where TS is the time the source needs to upload k symbols, and
Tnet is the time the in-network redundancy generation needs to generate the rest
of the n − k symbols. It is important to note that, neglecting encoding times,
TS is proportional to the amount of data uploaded by the source, which is q× k
bits, and Tnet is proportional to the maximum number of successors a node in
the in-network redundancy generation tree has, which is two for the nodes 2, 3
and 4 in the example depicted in Figure 5c. Then, in general, if this maximum
number of successors is smaller than n− k, the overall insertion time T will be
shorter than the insertion time of a classic erasure encoding process.

This simplistic analysis shows that an in-network redundancy generation can
indeed increase the storage throughput of the classic erasure code insertion. How-
ever, this throughput can be further exacerbated when the source node and the
set of storage nodes have additional (mismatched) temporal constraints on re-
sources availability. For example, in datacenters storage nodes might be used for
computation processes which require efficient access to local disks. Since inserting
encoded data consumes large amounts of local disk I/O, system administrators
might want to avoid to store while nodes are executing I/O intensive tasks –
e.g., Mapreduce tasks.

To model this temporal constraints we will use the binary variable a(i, t) ∈
{0, 1}, which represents whether or not node i is available for sending/receiving
data during time step t where each time step is of a duration of τ seconds. If we
assume that the time step duration τ is equal to the time required to send/receive
a symbol ci ∈ F2q , then, when all nodes are available, the source node can insert
one full object o per time step. However, when some of the n nodes are not
available, the source will have to wait until these nodes become available again,
reducing the insertion throughput. To overcome this problem, the source node
can group different objects (o1,o2, ...) and store them altogether using the same
in-network redundancy generation tree. By doing so the source will be able
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Fig. 6. The source S inserts two objects o1 (depicted with continuous arrows) and o2

(depicted with dashed arrows) in three time steps. At each time step there is one node
that is not available for sending/receiving data.

to start inserting symbols from o2 while it is still waiting for completing the
insertion of o1.

Example 4. Assume that a source node aims at storing two objects o1 and o2

using the in-network redundancy tree depicted in Figure 5c. Due to temporal
constraints, node 3 is unavailable at t = 1, node 1 is unavailable at t = 2, and
node 2 is unavailable at t = 3, as depicted in Figure 6. Under these circumstances,
during t = 1 the source can send the symbols c1 and c2 of o1 (depicted with
continuous line arrows) to nodes 1 and 2, and then trigger the generation of
c4. However, c5, c6 and c7 cannot be generated because they depend on c3,
whose corresponding node is unavailable. During t = 2, the source can then
send the missing symbol c3 of o1, and finally trigger the generation of c5, c6 and
c7. However, during this very same step, the source can also start sending the
symbol c2 of o2 (depicted with dashed line arrows). All remaining symbols of o2

can be finally generated during the third time step t = 3.
This example shows a specific in-network redundancy generation scheduling

that allows to insert two different objects in there time steps. In this case the
in-network redundancy generation tree is the same for the three steps, however,
in some cases it might also be possible to increase the insertion throughput by
using different redundancy generation trees at each time step. Unfortunately, due
to the vast scheduling possibilities that arise when nodes have temporal avail-
ability constraints, determining an optimal schedule given an arbitrary locally
repairable code becomes a complex problem [7], even when the node availabilities
a(i, t) are known beforehand.

Instead of finding an optimal in-network redundancy generation schedule, dif-
ferent heuristics can be used to maximize the insertion throughput. In particular,
we identify two questions that an heuristic scheduling algorithm can answer at
each time step t: (i) Which set of nodes must the source send data to? (ii) Which
repair groups are used to generate in-network redundancy? For the first question
we propose two different answers:
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1. Random (Rnd): The source selects k nodes at random.
2. Minimum Data (Min): The source selects the k nodes that had received

less codeword symbols.

And for the second question:

1. Minimum Data (Dta): The scheduling algorithm tries to generate in-
network redundancy in those nodes that had received less codeword symbols.

2. Maximum Flow (Flw): The scheduling algorithm tries to generate in-
network redundancy in those nodes closer to the root of the redundancy
generation tree, trying to maximize the redundancy generation flow.

Combining these four different approaches we can obtain four different redun-
dancy generation scheduling algorithms, namely RndFlw, RndDta, MinFlw and
MinDta. In the next section we will compare the insertion throughput of each
of these.

4.4 Evaluation

In this section we evaluate the insertion performance of an in-network redun-
dancy generation algorithm and we compare it with the naive erasure coding in-
sertion process. The erasure code used in both the cases is the locally repairable
code described in Example 3.

The reported results are obtained using a discrete-time simulator, where node
availabilities a(i, t) are modeled using real availability traces collected from a
Google data center 3. These traces contain the normalized I/O load of more than
12,000 servers monitored for a period of one month. Specifically, we consider that
a server is available to upload/download data when its I/O load is under the p-
percentile load. We consider three different percentiles, p = 0.25, 0.5, 0.75, giving
us three different node availability constraints.

In Figure 7a we show the increment of the data insertion throughput achieved
by the in-network redundancy generation process. This increment is higher when
nodes have high availability, and thus it is more likely that all the nodes in a
repair group are available.

In Figure 7b we show the increment on the required network traffic of the
in-network redundancy generation strategy. The total traffic required for in-
network redundancy generation can be up to 50% higher than what is needed
by the classic insertion process. The network traffic increment is higher for high
node availabilities, since the opportunities to use the local repairability property
increase since generating a symbol using in-network redundancy requires twice
as much traffic as generating it from the source.

This increase in traffic is approximately the same or even less than the boost
in storage throughput, even for low availability scenarios. Thus the in-network
redundancy generation scales well by achieving a better utilization of the avail-
able ephemeral network resources than the classical storage process.

3 Publicly available at: http://code.google.com/p/googleclusterdata/
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(c) Reduction of the data uploaded by
the source.

Fig. 7. Performance of the in-network redundancy generation compared to the classic
erasure encoding data insertion process

Finally, in Figure 7c we show the reduction of data uploaded by the source. In
the classic insertion approach the source needs to upload 7/3 
 2.33 times the
size of the actual data to be stored; 4/7 
 57% of this data is redundant. The
in-network redundancy generation process allows to reduce the amount of data
uploaded by the source. In this figure we can see how in the best case (RndFlw
policy) our approach reduces the source’s load by 40% (out of a possible 57%),
yielding an 40-60% increment on the overall insertion throughput.

5 Conclusions

Storage technologies have continuously been undergoing a transformation for
decades. While erasure coding techniques have long been explored in the context
of large-scale systems (among other kind of storage environments), the explo-
sive growth of storage needs in recent years has accelerated the research on and
adoption of storage centric erasure codes. The issue of repairability of erasure
codes [4,6] has particularly been a key avenue of investigation in the last years.



68 L. Pamies-Juarez, F. Oggier, and A. Datta

While repairability remains an open issue under study, the vast amount of exist-
ing literature makes it a relatively mature topic. We believe that erasure codes
can be tailor-made to achieve other desirable properties. In particular, in this
paper we summarize some of our early results on how to optimize the throughput
of creating erasure coded data, either from existing replicas within an NDSS, or
when data is freshly being introduced in the NDSS. This line of work is in its
nascence, and the current works are a first few steps in what we hope will be a
new direction of research on storage codes.
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1 Introduction 

The design and functional complexity of medical software has increased during the 
past 50 years, evolving from the use of a metronome circuit for the initial cardiac 
pacemaker to functions that include electrocardiogram (EKG) analysis, laser surgery, 
and networked systems for monitoring patients across various healthcare environ-
ments. Software has become ubiquitous in healthcare applications, as is evident from 
its prevalent use for controlling medical devices, maintaining electronic patient health 
data, and enabling healthcare information technology (HIT) systems. As the software 
functionality becomes more intricate, concerns arise regarding efficacy, safety and 
reliability. It thus becomes imperative to adopt an approach or methodology based on 
best engineering practices to ensure that the possibility of any defect or malfunction in 
these devices is minimized. 

Software developers are typically concerned with the functionality and security as-
pects. However, when it comes to medical software, safety issues become critical. In 
the case of medical devices, software needs to not only ensure that the device is func-
tioning safely and reliably, but also that it should recover from an adverse event in a 
safe manner. Similarly, network accessible data needs to address privacy issues and 
allow access in accordance with the appropriate laws and regulations.  

In this paper, we discuss best practices for development of medical software. Sec-
tion 2 presents popular software development paradigms used for developing medical 
software, including the V-model, Model Based Development (MBD) and agile me-
thods. The section also highlights some of the standards and safety assurance case for 
software certification. 

Section 3 discusses approaches used to facilitate data transfer and interconnect de-
vices in medical systems and HIT systems. The section outlines current standardiza-
tion efforts for interoperable medical devices. Section 4 addresses issues pertaining to 
security and privacy concerns both at the device as well as system level. Section 4 
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outlines how human factors engineering (HFE) and usability guidelines can be used to 
implement effective and easy-to-use software for medical systems. Finally, Section 6 
concludes the paper.   

2 Development Paradigms for Medical Software  

Manufacturers of medical products and healthcare software have adopted risk man-
agement techniques to help reduce the risks associated with software. Risk manage-
ment is typically addressed as part of the software development life cycle (SDLC). 
The IEC 62304 (IEC, IEC 62304: 2006 Medical device software– software life cycle 
processes 2006) standard has emerged as a global benchmark for management of the 
SDLC. IEC 62304 is a standard for software design in medical products adopted by 
the European Union and the United States. Adhering to IEC 62304 ensures that quali-
ty software is produced by means of a defined and controlled process of software 
development. This process must contain a set of requirements based on the safety 
class of the software that is being developed. 

The IEC 62304 standard expects the manufacturer to assign a safety class to the 
software system as a whole. The classification is based on the potential to create a 
hazard that could result in an injury to the user, the patient or other people. 

The standard classifies software into three distinct classes, as follows: 

─ Class A: No injury or damage to health is possible  
─ Class B: Non-serious injury is possible  
─ Class C: Death or serious injury is possible 

A brief summary of the effects of safety classification on the documentation and 
process is shown in Table 1. In practice any manufacturer developing medical soft-
ware will carry out verification, integration and system testing on all software classes. 
However, the difference is that formal detailed documentation does not need to be 
generated for Class A code. Cross-referencing and verification of requirements also 
does not need to be formally proven for Class A software but are mandatory for Class 
C code. 

Regardless of the safety class, safety is of foremost importance when developing 
medical software. The primary requirement for this software is that it should perform 
as intended and not fail in an unexpected manner, so as to endanger the lives of the 
patient or users.  

At the most basic level, medical software is no different from any other type of 
software, and can be developed using any of the traditional software development 
techniques. However, to address the additional safety requirements, the software de-
velopment paradigm is modified slightly for medical software. 
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Table 1. Summary of the IEC 62304 safety classification on the code development process 

Software Documentation Class A Class B Class C 

Software Development Plan A software development plan is required for all classes 

Software Requirements 

Specification 

Software requirements specification is required for all classes 

Software Architecture Not required Software architecture documentation required; 

Refined to software unit level for Class C products 

Software Detailed Design Not required Not required Detailed design re-

quired for all software 

units 

Software Unit  

Implementation 

All units need to be implemented, documented and source controlled  

Software Unit Verification Not required Verification required; 

Processes, test cases and 

acceptance need to be 

documented 

Verification required; 

Processes, safety test 

cases and acceptance 

need to be documented 

Software Integration and 

Integration Testing 

Not required Integration testing required  

Software System Testing Not required System testing required 

Software Release Need to document 

software release ver-

sion 

Need to list unresolved software anomalies, anno-

tated with impact on safety or effectiveness, in-

cluding operator usage and human factors 

2.1 The V-Model for Software Development 

A popular development paradigm for (safety-critical) medical software is based on the 
V-model (Davis 2000); itself a modification of the traditional waterfall model. The V-
model of software development relates different stages of analyses to activities in the 
software process. For each stage in the software process, there is a related testing or 
analysis activity. Figure 1 depicts the major elements of a typical V-model for safety-
critical systems.  

According to this model, once requirements are gathered from the user, detailed ha-
zards identification and risk assessment is performed to identify hazards and risks asso-
ciated with the software’s requirements. Requirements are formalized to come up with 
the system requirements, which in turn are used to develop the architectural and detailed 
designs. Once implemented, the software is tested at various levels. Unit testing and 
integration testing are carried out to assure the correctness of the various design mod-
ules. System verification is performed to test the architectural design, while validation is 
used for ensuring that all the specifications are correctly implemented. The last phase in 
the model is certification, during which the safety-critical system must be tested and 
evaluated by independent third parties (e.g., a certifying authority) against standardized 
criteria in order to obtain a certificate for release to service.  
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Fig. 1. The V-model for developing safety-critical software 

2.2 Hazard Analysis and Risk Assessment 

IEC 62304 stipulates that software must be developed using a risk management 
process compliant with ISO 14971. Effective software risk management consists of 
three activities – analysis of software contributing to hazardous situations, identifying 
risk control measures, and risk management of software changes.   

Software risk analysis typically involves several processes that clarify the role of 
software in meeting the system’s safety requirements. The risk analysis identifies how 
software failure can lead to compromised safety requirements and ultimately to pa-
tient or user hazards. Risk analysis is applied at different levels of detail throughout 
product development. Therefore, this analysis supports the formulation of a system-
wide risk analysis to understand how all aspects of the system support the safety spe-
cification. 

Initial Hazards analysis and risk assessment is typically performed during the defi-
nition phase. More detailed analysis is carried out during the design phase. The initial 
analysis is required to identify various software hazards, enumerating the significant 
causes linked to potential occurrence, an occurrence probability and the correspond-
ing severity level. It should also include the minimum response necessary to mitigate 
the potential hazard.  

Detailed risk analysis can be done three ways. First, a development team can de-
velop a fault tree analysis (FTA) (Averett 1988), which is a top-down approach. A 
second, popular approach is to create a software failure modes and effects analysis 
(FMEA) (Stamatis 2003). An FMEA is a bottom-up analysis, starting with software 
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faults and working up to the possible hazards. A third, hybrid approach employs the 
FMEA techniques to work from a software component fault up through a lower level 
and gate of the system-wide fault tree. 

2.3 Software Certification 

Many organizations use safety assurance cases as a means of documenting, compre-
hending, contracting, certifying and regulating the development of complex safety 
critical systems. Assurance cases have found application in the transportation sector 
(railway systems, aviation, etc.), energy sector (e.g., power plants), and defense sys-
tems sector. Regulatory agencies are increasingly using assurance cases as a tool to 
evaluate manufacturers’ submissions in this regard.  

An assurance case consists of a structured argument, supported by a body of evi-
dence that provides a compelling, comprehensible and valid case that a system is safe 
for a given application in a given environment. Correspondingly, manufacturers of 
medical software can develop an assurance case for their software and use it to pro-
vide assurances of safety as required by regulators.  

The main elements of an assurance case are: 
 

Claim Statement about a property of the system or some subsystem 

Evidence Data which is used as the basis of the assurance argument. This 
can be facts, (e.g. based on established scientific principles and 
prior research), assumptions, or sub-claims, derived from a lower-
level sub-argument. 

Argument Logical construct that links the evidence to the claim,  

Inference Is the means for deducing the claim from the evidence; e.g., de-
terministic, probabilistic, or qualitative assertions. 

 
The organization of these elements is illustrated in Figure 2.  
The evidence itself can be a sub-claim that is a subsidiary assurance-case. This 

means that there can be a relatively simple top-level argument, supported by a hie-
rarchy of subsidiary assurance cases. This structuring makes it easier to understand 
the main arguments and to partition the assurance case activities. 
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Fig. 2. An Assurance Case Structure 

One way to structure the assurance case could be to have claims correspond to re-
quirements from various standards and regulatory guidance documents. Arguments 
would reason that the system adequately addresses the different requirements. The 
evidence would then comprise of test reports and data representing that the system 
complies with the requirements and will always be in a known safe state. 

2.4 Model-Based Development 

Another development paradigm popular with developers and regulators is MBD (Ray 
2010). MBD is a formal methods-based software development paradigm that uses the 
notion of executable models to design and verify software. Executable models allow 
for the explicit capture of data-flow (through system models) and control-flow 
(through states and transitions) thus enabling software developers to program using 
exclusively conceptual design-time artifacts. Moreover, unlike traditional design 
models, these can be simulated just like code (hence the word executable), and veri-
fied against safety requirements. 

Figure 3 shows the MBD process applied to the V-model. As shown in the figure, 
formal specifications are defined and used to develop an executable model of the 
software, which can then be verified against the safety requirements using simulation 
and/or model checking techniques. The model can also be used to automatically de-
rive the code for the system. The generated code is verified using static analysis and 
constraint solving to ensure that the safety requirements are not violated (and that the 
code conforms to the model). Finally, the system is validated before being sent for 
certification. 
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Fig. 3. A Process for Model based Development 

An advantage of MBD is that the formal execution semantics of executable models 
allow for very precise definitions of how the software behaves. This makes it possible 
for researchers to develop theories, algorithms, and tools for automatically verifying 
designs. Using model-checking (E. M. Clarke 2000), for example, safety requirements 
can be formulated as mathematical formulae and the design model is then explored, 
using sophisticated graph traversal techniques, to check whether the design satisfies the 
requirements. Using instrumentation-based verification (IBV) (Ray 2010), requirements 
can be formulated as mini-models themselves and harnessed to the main design models. 
Tests are then exhaustively generated by an “intelligent” (automated) pessimistic tester 
which tries to execute the model in such a way that the requirements are violated. If the 
tester fails (i.e. does not succeed in “breaking” the model), then the requirements are 
satisfied. 

By allowing engineers to develop executable designs for their systems, MBD can pro-
vide a framework for formal verification and validation. Executable models, while more 
abstract than programming languages, can be simulated, and used to automatically derive 
source code, thus promoting re-use. The models themselves can be behavioral (or func-
tion based), object-oriented, or defined as a state machine. Though much of the mathe-
matical analysis has traditionally been used only in academic communities, of late a 
number of commercial tools that leverage the power of executable modeling have be-
come available, e.g., Matlab® and Reactis®. This has made it feasible to use model-
based development in a realistic medical device engineering environment.  

MBD can also help in the formulation of the safety assurance case. Results of the 
design and code verification can serve as evidence to support assurance case claims 
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(UMLS),  RxNorm, Unique Ingredient Identifier (UNII), or National Council for 
Prescription Drug Programs (NCPDP)script 10.x. 

A patient could, for example, visit a hypertension clinic that records medications in 
RxNorm format, records active diagnoses in ICD10, and produces a CCD record from 
the visit. The document is then transferred via HL7 interface to the patient’s family 
doctor and to the hospital’s EHR system. Different systems operate using different 
standards, so applications often need to support many different standards. To compli-
cate the matter, the standards themselves may be continually changing and evolving. 
A major challenge in modern healthcare is to provide an integrated, interoperable 
solution to EHR exchange. 

 

Fig. 6. Multifaceted Issues for Achieving Interoperable, Electronic Health Records 

EHRs include information as medical images, patients’ histories, prescriptions, phy-
sician orders and other important information, spread across multiple departments and 
facilities. Many current systems for electronic patient record storage fragment their 
medical records by using incompatible means of acquiring, processing, storing and 
communicating relevant data. There is a distinct lack of a provision for data integrity in 
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these systems with ad hoc adherences to publicly available standards, more so because 
these standards are themselves still evolving within the IT community. 

Figure 6 identifies the requirements for an interoperable and portable electronic 
medical records system. The figure shows a pyramid model used for guidance and 
decision-making. The four distinct facets of the pyramid influence and guide the de-
velopment of EHRs. The facets of the pyramid, as shown in Figure 6, include: gov-
ernment, society / community, technology and the patient itself. Each of these facets 
in turn consists of four specific resolution layers that culminate in the development 
and establishment of a viable portable, interoperable EHR system.   At the base each 
resolution layer is the core philosophical value that is the basis for each (facet) dimen-
sional aspect. The resolution of these facets is incremental. However, for the first 
three facets (government, society and technology) these layers are defined in an in-
creasingly fine-grained manner. For the fourth (facet) dimension, the patient, howev-
er, it becomes more coarse-grained, in terms of establishing trust relationships and 
relinquishing control to allow more ‘widespread’ access of an individual’s personal 
health records.  

For an effective EHR system that can help support the needs of the practitioners 
and the health care system, appropriately addressing and effectively dealing with the 
issues identified along all these four dimensions is crucial and critical. 

3.2 Medical Device Connectivity  

An Institute of Medicine study estimates that preventable clinical errors lead to 
50,000 to 90,000 deaths per year (IOM 1999). Although clinical devices are not di-
rectly responsible for these preventable deaths, computing and automation technology 
acting in an integrated system could provide a virtual safety buffer to protect patients 
from many of these errors.  

A key functionality for this integration is providing a capability to monitor and 
control device operation. A mechanism needs to be in place to stream device data, 
integrate information from multiple devices into single customizable displays, and 
monitor alarms across groups of co-operating devices. In order to enable this, supervi-
sory monitoring and control systems can be developed that enable interoperability 
across these co-ordinate communication between devices. 

Medical device Interoperability can provide mechanisms to implement safety sys-
tems and enable rapid and innovative medical solutions. The importance of device 
interoperability is underscored in the US National Health Information Technology 
(NHIT) report (NHI04 2004) that establishes the need for development and imple-
mentation of an interoperable HIT infrastructure to improve the quality and efficiency 
of health care. The interoperable HIT infrastructure would: 

1. Ensure that appropriate information to guide medical decisions is available at the 
time and place of care; 

2. Improve health care quality, reduces medical errors and advances the delivery of 
appropriate evidence-based medical care; 
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3. Reduce health care costs resulting from inefficiency, medical errors, inappropriate 
care and incomplete information; and 

4. Promote a more effective marketplace, greater competition and increased choice 
through the wider availability of accurate information on health care costs, quality 
and outcomes. 

Achieving interoperability of medical devices requires a paradigm shift, as devices 
which previously have been end-products in the medical device marketplace — or 
vertically integrated into a system by a single manufacturer — may now become 
components in a larger multi-vendor system. Standards need to be put in place, not 
only to ensure seamless integration of disparate devices, but also to focus attention on 
key safety and effectiveness considerations. 

There are two distinct, and closely related, facets of medical device interoperability 
that interoperability standards need to address: 

─ Data communication where data and device state are made available to other de-
vices in the clinical care setting. For example, populating the EHR with data from 
bedside monitors, infusion pumps, ventilators, portable imaging systems and other 
hospital and home-based medical devices. Reliable data will support complete and 
accurate EHR and robust databases for continued quality improvement use. 

─ Medical device control where "stand-alone" devices can be used together to ac-
complish a task, possibly outside the capabilities of any of the component devices. 
Standards will permit the integration of medical devices to produce "error-
resistant" systems with safety interlocks between medical devices to decrease use 
errors, closed-loop systems to regulate the delivery of medication and fluids and 
remote patient management to support health care efficiency and safety (e.g., re-
mote intensive care unit, management of infected/contaminated casualties). 

Standardization efforts are underway to address both these aspects of interoperability. 
A summary of the major standards is provided in the following section. 

3.3 Interoperability Standards  

There are a number of industry consortia and working groups that are working to-
wards developing universal standards for medical device interoperability. The most 
notable of these, Continua Health Alliance is a global industry alliance that creates 
open interoperability specifications for personal connected health monitoring products 
and services. Continua has provided the Continua Design Guidelines (CDG) (Wartena 
2009) that contain references to standards and specifications that Continua has se-
lected for ensuring interoperability of devices.  

The standards identified by Continua address both data communication and control 
aspects of medical device interoperability. Some of the major interoperability stan-
dards targeted specifically towards interoperability are discussed below. 
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ISO/IEEE 11073  
CEN ISO/IEEE 11073 Health informatics – Medical / health device communication 
standards is a set of several standards that address various aspects of medical device 
connectivity and data exchange, including the physical and electrical connections and 
connector form factors, parameter nomenclature and units of measure, and variable 
semantics, to name a few. This standard began as the Medical Information Bus 
(MIB), and its successor, the IEEE 1073 standard. These gradually increased in scope 
and have now evolved into the ISO/IEEE 11073 set of standards. Commercial imple-
mentations of this standard in medical devices is limited at present, but is expected to 
increase in the future. Several other derivative standards utilize the IEEE 11073 stan-
dards both directly and indirectly (M. D. Clarke 2007) (Yao 2005). The standards are 
targeted at personal health and fitness devices (such as glucose monitors, pulse oxi-
meters, weighing scales, medication dispensers and activity monitors) and at continu-
ing and acute care devices (such as pulse oximeters, ventilators and infusion pumps). 
They comprise a family of standards that can be layered together to provide connec-
tivity optimized for the specific devices being interfaced. The published standards in 
the family consist of the following parts: 

─ 11073-00101 Health informatics – Point-of-care medical device communication – 
Part 00101: Guide—Guidelines for the use of RF wireless technology  

─ 11073-10101:2004(E) Health informatics – Point-of-care medical device commu-
nication – Part 10101: Nomenclature  

─ 11073-10201:2004(E) Health informatics – Point-of-care medical device commu-
nication – Part 10201: Domain information model  

─ 11073-20101:2004(E) Health informatics – Point-of-care medical device commu-
nication – Part 20101: Application profile - Base standard  

─ 11073-30200:2004 Health informatics – Point-of-care medical device communica-
tion – Part 30200: Transport profile - Cable connected  

─ 11073-30300:2004(E) Health informatics – Point-of-care medical device commu-
nication – Part 30300: Transport profile - infrared wireless  

Health Level 7 
Health Level 7 (HL7) provides a framework (and related standards) for the exchange, 
integration, sharing, and retrieval of electronic health information. These standards 
define how information is packaged and communicated from one party to another, 
setting the language, structure and data types required for seamless integration be-
tween systems. 

The HL7 standard is the most widely used data exchange format in healthcare, and 
has also been adopted as the most widely supported high level syntax for data transfer 
from medical devices or device gateways. There are currently two versions of HL7: 

─ HL7 Version 2.X. The 2.X versions of HL7 are the most commonly used versions 
in device connectivity data interchange. Most of these versions are reasonably 
backwards compatible with minor differences. 
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─ HL7 Version 3.X. Although the version 3 of the HL7 standard supports more com-
plex data semantics, and a Domain Object Model (DOM), it has not been utilized 
for device connectivity so far by any vendor. 

The primary downside for vendors of using HL7 as the only standard for device data 
exchange is that HL7 only provides the syntax for the data exchange. There are no 
semantics to actually use this data without additional context or nomenclature infor-
mation, in a portable manner. Also, by its very nature and design, the HL7 syntax is 
extremely verbose with a lot of repetitive fields and characters, partly in order to be 
human readable. This makes it an extremely inefficient format for medical devices 
that need to send out large volumes of data in a short amount of time. In spite of these 
drawbacks, HL7 has emerged as the industry standard for device data exchange. 

IEC 80001 
IEC 80001 standard is currently under development to address the complexity of 
medical devices and systems in network environments and when they are aggregated 
to form “systems of systems”. This standard has been initiated to develop a frame-
work for risk management of these complex infrastructures and their components. 
The intent of this standard is the application of risk management to enterprise net-
works incorporating medical devices. The standard applies risk management through-
out the life cycle enterprise networks incorporating medical devices. The standard 
defines a process and defines responsibilities for each of the actors. The standard 
addresses the process of identification and management of hazards and risks caused 
by this networked aggregation that may not have been foreseen when the original 
products were developed. The intent is to use the standard to develop or implement 
safe and effective medical systems consisting of complex components in a distributed 
network environment. 

The different parts of this standard include: 

─ Application of risk management for IT-networks incorporating medical devices – 
Part 1: Roles, responsibilities and activities  

─ Application of risk management for IT-networks incorporating medical devices – 
Part 2-3: Guidance for wireless networks   

─ Application of risk management for IT-networks incorporating medical devices – 
Part 2-2: Guidance for the communication of medical device security needs, risks 
and controls  

─ Application of risk management for IT-networks incorporating medical devices – 
Part 2-1: Step by Step Risk Management of Medical IT-Networks; Practical Appli-
cations and Examples 

IHE–PCD Workgroup 
The IHE-PCD (Integrating the Healthcare Enterprise–Patient Care Device) (John G. 
Rhoads 2010) is an initiative sponsored by the American College of Clinical Engi-
neering (ACCE) and the Health Information Management Systems Society (HIMSS). 
IHE-PCD defines use case-bounded “Profiles” to describe clinical “transactions” that 
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involve “actors” (e.g. entities like the sending device and the receiving CIS). The 
messaging syntax used primarily is HL7 version 2.6, with additional constraints and 
reduced optional fields, so that the messages are unambiguous, reproducible, and well 
defined between the sending and the receiving systems. This constraining of the un-
derlying standards allows the semantics and the syntax of the messages to be rigo-
rously defined and specified. In essence, the conversation between the sending device 
or system and the receiving system has been pre-defined to a high degree of detail. 
This allows systems that are independently developed, but adhere to the IHE-PCD 
“Profile”, to interoperate without individual customized configuration. The section 
below elaborates the different IHE-PCD profiles that are currently in draft or final 
implementations. 

The IHE-PCD initiative has seen widespread support from most of the major de-
vice vendors, and will be slowly appearing in commercially available systems as the 
IHE-PCD profiles are transitioning into their final implementation versions.  

ASTM F2671 
The ASTM ICE (Integrating the Clinical Environment) standard (ASTM F2671-2009) 
was chartered by the American Society for Testing and Materials (ASTM) and is co-
sponsored by the American Society for Anesthesiology (ASA). The ICE standard 
defines a medical system designed to safely provide data acquisition and integration 
and control of a heterogeneous combination of medical devices and other equipment 
in a high-acuity patient environment and enable the creation of systems for innovation 
in patient safety, treatment efficacy, and workflow efficiency.  ICE is a patient safety 
standard which requires biomedical device integration at the point-of-care. 

The goal of the standard is to drive interoperability standards definition toward safe-
ty. The contention is that if there is not a bi-directional flow of data (technical closed 
loop without reliance on a human to close the loop), then safety is not being improved. 
Current activity involves a gap analysis of existing communication standards to support 
ICE in which six clinical scenarios are analyzed to identify action not covered by exist-
ing standards that would affect a safe function of the device in the clinical scenarios. 
The first standard being compared to the clinical requirements workflow is IEEE 11073. 
This work is being done in conjunction with the IHE-PCD group. 

Interoperability is one of the biggest challenges in HIT today. A plethora of stan-
dards have emerged to address this issue, but the real challenge is in coming up with a 
technical solution to support information exchange, be it between different formats of 
medical records, or devices from different vendors.  

4 Security and Privacy Issues in Healthcare 

The growing dependence of healthcare systems on IT and the increasing number of 
threats resulting from distributed and decentralized implementations of EHR systems 
make them highly susceptible to security threats and privacy issues. As medical sys-
tems collect and exchange personal health data, assuring security for these systems 
becomes very important. Lack of security may not only lead to loss of patient privacy, 
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but may also cause harm to the patient by allowing attackers to introduce bogus data 
or modify/suppress legitimate information. This could result in erroneous diagnosis or 
treatment.  

One of the most vulnerable aspects of modern medical systems is their communi-
cation capability, especially when using a wireless interface. Vulnerabilities in the 
communication interface can allow attackers to monitor and alter the function of med-
ical devices without even being in close proximity to the patient (Panescu 2008). Re-
cent demonstrations of attacks on implantable cardiac defibrillators (D. Halperin 
2008) have showed the possibility for attackers to surreptitiously read a patient’s 
EKG data as well as administer an untimely shock. Securing all communication inter-
faces is therefore vitally important for medical software design. 

Providing secure communication for medical systems software requires preventing 
attackers from joining devices around the patient as legitimate nodes and introducing 
bogus health data; accessing confidential health data collected or exchanged; and 
keeping some or all health data from being reported or modifying actual health data. 
Medical systems security depends on the maintenance of four basic properties:  

1. Data Integrity: All information generated and exchanged in a system is accurate 
and complete without any alterations;  

2. Data Confidentiality: All medical information generated is only disclosed to those 
who are authorized;  

3. Authentication: All communicating devices know about all other entities with 
whom they are interacting; and  

4. Physical/Administrative Security: All devices and associated equipment used by 
caregivers should be protected from tampering. 

4.1 Attack Classes 

Some of the main classes of attacks for medical systems include: 

─ Eavesdropping & Traffic Analysis: In this type of attack, the attacker (both passive 
and active) can overhear (using a hand-held device for example) the communica-
tion taking place within the system (e.g., between devices). This ‘eavesdropping’ 
can allow an attacker to learn about the devices connected to the patient, the capa-
bilities of the device through the model type communicated during the handshak-
ing process, instructions given to the devices by the caregiver, the settings to which 
individual devices are programmed, or patient health information. Using this in-
formation, an attacker can infer detailed information about the current status of the 
patient’s ailments and track the patient throughout the healthcare facility.  

─ Man-in-the-Middle: An (active) attacker can mount Man-in-the-Middle (MIM) 
attacks by inserting itself between communicating devices and passing data  
between them, making them believe that they are communicating directly. In a 
wireless environment, for example, such an attack can be mounted by jamming the 
signal from a device, while providing a clear signal to medical devices on another 
channel. This allows an attacker to access patient data in an unauthorized manner, 
know the status of the patient’s health, and manipulate any data being sent to the 
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caregiver. It also enables attackers to manipulate commands issued by the caregiv-
er through message insertion and modification that can result in wrong diagnosis, 
treatment, and device actuation. An important consequence of MIM attacks is that 
they can be easily extended to mount Denial of Service (DoS) attacks on the medi-
cal system. For example, the attacker between the communicating devices can easi-
ly overwhelm the system by simply discarding the patient health information it col-
lects leading to continuous repeated retransmissions, or by ensuring that the dis-
connection command issued by the system controller is never sent to medical de-
vices forcing them to be in operation longer than required. 

─ Spoofing: A more generic version of the MIM attack involves an active attacker 
posing as a legitimate entity (caregiver). This attack does not require the attacker to 
be in between any two entities and is therefore relatively easier to mount. Another 
important difference between MIM and spoofing is that an attacker performing 
spoofing for the first time may not have any information about the protocol used 
between the devices and has to learn these protocols. The most common technique 
used while spoofing is a replay attack. Replaying an old message exchanged be-
tween two legitimate entities can easily fool the receiver into believing the legiti-
macy of the attacker.  

─ Physical Attacks: One of the most potent forms of attack possible, a physical at-
tack, may involve modifying the functions of the devices, introducing a new device 
into the patient-cart configuration, replacing existing devices with malicious  
versions, or modifying data logs making non-repudiation difficult. Each of these 
attack vectors allows the attacker to become a part of the patient monitoring infra-
structure and engage in misinformation and DoS without even being detected.  

4.2 Providing Security Solutions 

These issues and threats are not unique to the medical domain. These problems have 
been looked in a number of areas, from financial services to internet shopping, and 
technical solutions exist which can be applied to health care to increase privacy and 
security in a multi-user setting. The approaches can be divided into three parts – se-
cure channel establishment, physical security, and access control. 

Establishment of a secure channel between the entities in a medical network can be 
achieved by distributing cryptographic keys between them. The presence of such a 
channel prevents eavesdropping and traffic analysis by providing confidentiality 
through encryption. Existing cryptographic security solutions for securing wireless 
communication can be easily adapted to a medical environment. One way for estab-
lishing a secure channel is to establish a unique pair-wise symmetric master key be-
tween the entities in the system. The master key can then be used to establish a secure 
(confidentiality and integrity protected) communication channel between the entities 
and thwart the attacks presented in the previous section. During the handshake phase, 
devices can verify the presence of the master key with each other and use it for secure 
communication during all the other phases of operation. Session keys can be estab-
lished in an authenticated manner using asymmetric key cryptographic techniques 
such as Public Key Infrastructure (PKI). Here, instead of pre-deploying symmetric 
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keys, a public/private key pair and a protocol such as RSA or Diffie-Hellman (and its 
variants) can be used to distribute the keys.  

Physical security can be achieved by controlling physical access to equipment used 
around the patient, and tamper proofing. Controlling physical access is the simplest 
way to ensure that physical security is maintained. However, this may not always be 
possible. Tamper-proofing techniques could include the placement of seals on indi-
vidual devices and caregiver equipment. If a tamper-proofed entity is compromised 
without authorization, it could be prohibited from communicating with other entities 
in the environment, and a suitable warning message issued. 

An additional level of security can be provided by building authorization primi-
tives based on role-based access control. A prominent example of an access control 
construct is Role-based Access Control (RBAC) (D. F. Ferraiolo 1999). RBAC ex-
ecuting on a device can specify what privileges (with respect to patient data and de-
vice access) caregivers may have. If needed, the access control model can be allowed 
to dynamically vary the privileges of caregivers to enable appropriate delivery of 
health care in the event of emergencies. 

5 Human Factors Engineering and Usability 

Software developers often develop systems without taking into account the ease of 
use for their users. In the case of medical systems, a poorly designed interface not 
only makes the system cumbersome and error-prone, but may also endanger the safety 
of the patient. It is critical, therefore, to incorporate HFE principles to design and 
implement not only an effective, but a usable system. 

HFE needs to be used when designing systems, software, and tools to fit human 
capabilities and limitations. Whether designing hardware or software, human factors 
need to be considered during the planning stage and throughout the project. Too often, 
these issues are considered only at the end-stages of product design, which results in 
either costly changes or reluctance to change the design. Applying Human Factors 
early in the process allows one to make changes and increase the learning speed, effi-
ciency and comfort level with a product, which translates into product acceptance and 
use.  

5.1 Usability Guidelines 

There are several publications listing guidelines for usability and human factors for 
designing interfaces for medical systems (J. T. Zhang 2003) (Sawyer 1996). Most of 
these lists share certain core ideas. Many of these rules focus on the principles of 
User-centered design (UCD) (J. Zhang 2005) and apply to general software design not 
just that for medical systems. Some of the key guidelines include: 

─ Simplicity. Clinical systems are complex as well as information dense. Therefore, 
it is essential for efficiency as well as patient safety that displays are easy to read, 
that important information stands out, and that function options are straightfor-
ward. 
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─ Consistency. Consistency is important to the design of any application. The more 
consistent a system is, the more easily a user can apply prior experience to a new 
system. This reduces the user's learning curve, leading to more effective usage and 
fewer errors. 

─ Familiarity/Predictability. Healthcare software needs to map properly to the existing 
processes in place, and must not negatively affect or significantly change these.  The 
system should not contradict the user’s expectation. Rather, it should exploit their 
prior experience and make use of conventions related to language and symbols. 

─ User Awareness. The system should be targeted towards the end user, taking spe-
cial care to account for non-traditional, but likely users. For example, a medical 
device is not always used by trained medical personnel; it may be used by patients 
in a home-care environment. Similarly, certain systems may be used by patients 
with special needs (e.g., physically challenged or elderly patients). To this end, the 
system should cater to all possible user demographics. Often, this is done by pro-
viding shortcuts for routine procedures, or by providing multiple interfaces to per-
form the same operation. 

─ Effective Use of Language. All language used in a medical system should be con-
cise and unambiguous. Abbreviations and acronyms should only be displayed 
when they are commonly understood and unambiguous. The vocabulary must be 
efficient to navigate, presented in terms familiar to clinical practice and at the ap-
propriate level of granularity. 

─ User Indications. The user must be guided and kept aware of the system state at all 
times during operation. Prompts and menus must be used to cue the user regarding 
important steps. Dedicated displays or display sectors must be used to indicate sys-
tem status and critical information (such as alarm conditions or warnings).  

─ Readability. Clinical users must be able to scan information quickly with high 
comprehension. The pace and frequent interruptions in clinical workflow guarantee 
that decisions will sometimes be made based upon cursory screen review. Simplici-
ty, naturalness, language use, density and color all contribute to readability. 

─ Preservation of Context. Preservation of context relates to keeping screen changes 
and visual interruptions to a minimum during completion of a particular operation. 
Visual interruptions include anything that forces the user to shift visual focus away 
from the area on the screen where they are currently reading and/or working to ad-
dress something else, and then re-establish focus afterward. Such interruptions can 
distract the user and lead to usage errors.   

─ User Feedback. The healthcare system should provide immediate and clear feed-
back following user entries. Additionally, it should provide users recourse in the 
case of an error and provide conspicuous mechanisms for correction and trouble-
shooting guides. User feedback should help reduce user errors and provide graceful 
recovery when mistakes are made. Good feedback also reassures the user that their 
actions have had the desired effect. 

─ Recognition rather than recall. The system should minimize the user's memory load 
by making objects, actions, and options visible. The user should not have to re-
member information from one part of the dialogue to another. Instructions for use 
of the system should be visible or easily retrievable whenever appropriate.  
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5.2 Human Factors Standards for Medical Software  

Based on the key usability features and requirements, standards have been defined for 
software used in medical products and healthcare software. These standards include 
key strategies that suggest how to design better and more efficient medical devices in 
order to reduce or even eliminate mistakes. The prominent standards for medical 
products include: 

ANSI/AAMI HE74:2001 Human Factors Design Process for Medical Devices 
The AAMI HFE Committee developed this process–oriented standard to provide 
manufacturers with a structured approach to user interface design, helping them de-
velop safe and usable medical devices. The standard helps manufacturers respond to 
the increasing number of national and international human factors standards in the 
medical field and the promulgation of new governmental regulations (based on ISO 
9001) pertaining to medical systems user interface design (ANS01 2001). This stan-
dard includes an overview of the HFE discipline, a discussion on the benefits of HFE, 
a review of the HFE process and associated analysis and design techniques and a 
discussion on implementation issues and relevant national and international standards 
and regulations.  

IEC 62366:2007 Medical Devices–Application of Usability Engineering to Medi-
cal Devices  
This standard was developed to help manufacturers improve the usability and safety 
of medical devices. The standard recognizes that the use of all medical devices has 
associated risks and provides an engineering process for identifying, assessing and 
mitigating those risks. IEC 62366 (IEC, Medical Devices–Medical Devices 2007) 
describes a process that addresses medical device use errors and divides those errors 
into categories to guide their analysis. This process can be used to assess and mitigate 
risks caused by the usability problems associated with the normal and abnormal use of 
a medical device. As shown in Figure 6, use errors can be first separated by whether 
there were intended or unintended user actions or inactions. All unintended actions, as 
well as intended actions that are categorized as either mistakes or correct use, are 
considered to be part of normal, and thus foreseeable, use. The manufacturer can only 
be responsible for normal use. Abnormal use errors are outside the scope of manufac-
turer responsibility, and they need to be controlled by the hospital.  

If the designer complies with the usability engineering process detailed in this 
standard, the residual risk associated with device usability is presumed to be accepta-
ble. Patient safety will improve as future medical devices are designed to comply with 
this standard.  
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Fig. 7. Use Error Chart from IEC 62366:2007 (IEC, Medical Devices–Medical Devices 2007) 

6 Conclusion 

Healthcare systems are getting integrated increasingly and medical devices are com-
municating among themselves as well as with HIT systems. To address the resultant 
complexity, it is imperative to have the right set of engineering practices in place. 
Such engineering practices need to be standardized to ensure level playing field for 
all. In this paper, we have highlighted four aspects of medical software development, 
along with standards that are specific to healthcare domain. Our belief is that, if 
healthcare solution providers and medical software developers address (i) potential 
risks right from conception, while (ii) adhering to appropriate standards for interope-
rability (iii) without compromising security and privacy of the data and (iv) take into 
account ease of use for end users, we are confident of having a patient-centric health-
care solution that is safe, secure and reliable.  
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Abstract. Given a set V of n sensor nodes distributed on a 2-dimensional
plane and a source node s ∈ V, the interference problem deals with as-
signing transmission range to each v ∈ V such that the members in
V maintain connectivity predicate P , and the maximum/total interfer-
ence of the network is minimum. We propose algorithm for both min-
imizing maximum interference and minimizing total interference of the
networks. For minimizing maximum interference we present optimum so-
lution with running time O((Pn+n2) logn) for connectivity predicate P
like strong connectivity, broadcast (s is the source), k-edge(vertex) con-
nectivity, spanner, where O(Pn) is the time complexity for checking the
connectivity predicate P . The running time of the previous best known
solution was O(Pn × n2) [3].

For minimizing total interference we propose optimum algorithm for
the connectivity predicate broadcast. The running time of the propose
algorithm is O(n). For the same problem, the previous best known re-
sult was 2(1 + ln(n − 1))-factor approximation algorithm [3]. We also
propose two heuristics for minimizing total interference in the case of
strongly connected predicate and compare our results with the best re-
sult available in the literature. Experimental results demonstrate that
our heuristic outperforms existing results.

Keywords: Wireless sensor networks, Interference.

1 Introduction

A sensor node is a small size, low-power device with limited computation and
communication capabilities. A wireless sensor network (WSN) is a set of sen-
sor nodes and each sensor of the network is able to measure certain physical
phenomena like temperature, pressure, intensity of light or vibrations around it.
Wireless networks of such sensor nodes have many potential applications, such
as surveillance, environment monitoring and biological detection [1,7]. The ob-
jective of such network is to process some high-level sensing tasks and send the
data to the application [5].

Since the sensor nodes are battery operated, so minimizing energy consump-
tion is a critical issue for designing topology of wireless sensor networks to in-
crease its lifetime. A message packet transmitted by a sensor device to another is
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often received by many nodes in the vicinity of the receiver node. This causes col-
lision of signals and increased interference in its neighboring nodes, which leads
to message packet loss. Due to packet loss the sender node needs to retransmit
the message packets. Therefore, large interference of networks may result delays
for delivering data packets and enhance the energy consumption of nodes in
network. Thus interference reduction of nodes in a wireless sensor network is a
crucial issue for minimizing (i) delays for delivering data packets and (ii) energy
consumption of a wireless sensor network.

2 Network Model and Interference Related Problems

Definition 1. δ(u, v) denotes the Euclidean distance between two sensor nodes
u and v. A range assignment is ρ : V → R. A communication graph Gρ = (V , Eρ)
is a directed graph, where V is the set of sensor nodes and Eρ = {(u, v)|ρ(u) ≥
δ(u, v)}. Gρ is said to be strongly connected if there is a directed path between
each pair of vertices u, v ∈ V in Gρ. Gρ is said to be an arborescence rooted at
v ∈ V if there is a directed path from v to all other vertices u ∈ V in Gρ. If Gρ

satisfy connectivity predicate P, then we say that P ∈ Gρ.

Different models have been proposed to minimize the interference in sensor net-
works [4,11,10]. In this paper, we focus on the following two widely accepted
models:

• Sender Interference Model (SIM): The interference of a node v ∈ V is the
cardinality of the set of nodes to whom it can send messages directly. The
set of nodes interfered by v for the assigned range ρ is denoted by IvS(ρ) and
defined by IvS(ρ) = {v′ ∈ V \ {v}|δ(v, v′) ≤ ρ(v)}, where ρ(v) is the range
of the node v. Therefore the interference value of node v is equal to |IvS(ρ)|
with respect to range assignment ρ.

• Receiver Interference Model (RIM): The interference of a node v ∈ V is the
cardinality of the set of nodes from which it can receive messages directly.
The set of nodes interfering v for the assigned range ρ is denoted by IvR(ρ)
and defined by IvR(ρ) = {v′ ∈ V \ {v}|δ(v, v′) ≤ ρ(v′)}, where ρ(v′) is the
range of the node v′. Therefore the interference value of node v is equal to
|IvR(ρ)| with respect to range assignment ρ.

In the interference minimization problems, the goal is to minimize the following
four objective functions:

(a) MinMax SI (MMSI): Given a set V of n sensor nodes, find a range as-
signment function ρ such that the communication graph Gρ satisfy the con-
nectivity predicate P and maximum sender interference of the sensor nodes
in the network is minimum i.e.,

min
ρ|P∈Gρ

max
v∈V

IvS(ρ)
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(b) Min Total SI (MTSI): Given a set V of n sensor nodes, find a range
assignment function ρ such that the communication graph Gρ satisfy the
connectivity predicate P and total sender interference of the entire sensor
network is minimum i.e.,

min
ρ|P∈Gρ

∑
v∈V

IvS(ρ)

(c) MinMax RI (MMRI): Given a set V of n sensor nodes, find a range
assignment function ρ such that the communication graph Gρ satisfy the
connectivity predicate P and maximum receiver interference of the sensor
nodes in the network is minimum i.e.,

min
ρ|P∈Gρ

max
v∈V

IvR(ρ)

(d) Min Total RI (MTRI): Given a set V of n sensor nodes, find a range
assignment function ρ such that the communication graph Gρ satisfy the
connectivity predicate P and total receiver interference of the entire sensor
network is minimum i.e.,

min
ρ|P∈Gρ

∑
v∈V

IvR(ρ)

In the communication graph corresponding to a range assignment ρ, the number
of out-directed edges and in-directed edges are same, which leads to the following
result:

Theorem 1. For any range assignment ρ, MTSI = MTRI.

2.1 Our Contribution

In this paper, we propose algorithm for minimizing maximum interference and
minimizing total interference of a given wireless sensor network. For minimizing
maximum interference we present optimum solution with running time O((Pn+
n2) logn) for connectivity predicate P like strong connectivity, broadcast, k-
edge(vertex) connectivity, spanner. Here O(Pn) is the time complexity for check-
ing the connectivity predicate P . The running time of the previous best known
solution was O(Pn × n2) [3].

For minimizing total interference we propose optimum algorithm for the con-
nectivity predicate broadcast. The running time of the propose algorithm is
O(n). For the same problem, the previous best known result was 2(1+ln(n−1))-
factor approximation algorithm [3]. We also propose two heuristics for minimiz-
ing total interference in the case of strongly connected predicate and compare
our result with the best result available in the literature. Experimental results
demonstrate that our heuristic outperforms existing results.

We organize remaining part of this paper as follows: In Section 3, we discuss
existing results in the literature. The algorithm for the optimum solution of
minimizing maximum interference for different connectivity predicate appears
in Section 4. In Section 5, we present optimum algorithm to minimize total
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interference for the connectivity predicate broadcast. Heuristics for minimizing
total interference for the strongly connected predicate appears in Section 6.
Finally, we conclude the paper in Section 7.

3 Related Works

Tan et al. studied minimization of the average interference and the maximum
interference for the highway model, where all the nodes are arbitrarily distributed
on a line [12]. For the minimum average interference problem they proposed
an exact algorithm, which runs in O(n3Δ3) time, where n is the number of
nodes and Δ is the maximum node degree in the communication graph for the
equal range assigned to each nodes equal to the maximum consecutive distance
between two nodes. For the minimization of maximum interference problem, they
proposedO(n3ΔO(k)) time algorithm, where k = O(

√
Δ). Lou et al. improves the

time complexity to O(nΔ2) for the minimization of average interference problem
[6]. Rickenbach et al. proved that minimum value of maximum interference is
bounded by O(

√
Δ) and presented an O( 4

√
Δ)-factor approximation algorithm,

where Δ is the maximum node degree in the communication graph for some
equal range ρmax assigned to all the nodes [10].

For 2Dnetworks, Buchin considered receiver interferencemodel and proved that
minimizing the maximum interference is NP-hard [2] whereas Bilò and Proietti
considered sender interference model and proposed a polynomial time algorithm
for minimizing the maximum interference [3]. Their algorithm works for many
connectivity predicate like simple connectivity, strong connectivity, broadcast, k-
edge(vertex) connectivity, spanner, and so on. They also proved that any polyno-
mial time α-approximation algorithm for minimum total range assignment prob-
lem with connectivity predicate P can be used for designing a polynomial time
α-approximation algorithm for minimum total interference problem for P . Panda
and Shetty considered 2Dnetworks with sender centricmodel and proposed an op-
timal solution forminimizing themaximum interference and a 2-factor approxima-
tion algorithm for average interference [9]. Moscibroda andWattenhofer proposed
O(log n)-factor greedy algorithm for minimizing average interference [8].

4 Minimization of Maximum Interference

In this section we consider sender centric interference model. Given a set V =
{v1, v2, . . . , vn} of n sensor nodes distributed on a 2D plane, the objective is to
find a range assignment ρ : V → R such that the corresponding communication
graph Gρ contains connectivity predicate P like strong connectivity, broadcast,
k-edge(vertex) connectivity, spanner etc. Bilò and Proietti considered the same
problem and proposed O(Pn × n2) time algorithm for optimum solution, where
Pn is the time required to check predicate P for a given communication graph [3].

Here we propose an algorithm to solve the above problem optimally. The run-
ning time of our algorithm isO((Pn+n2) logn), which leads to a big improvement
over [3].
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4.1 Algorithm

In the network, the number of nodes is n, which means maximum possible inter-
ference of a node is n−1. The main idea of our algorithm is very simple: first we
start range assignment to each of the node in such a way that the interference of
each node is k (1 ≤ k ≤ n− 1). Next we test whether the communication graph
contains the connectivity predicate P or not. If the answer is yes, then we try
for lower values of k. Otherwise we try for higher values of k. The pseudo code
for minimizing maximum sender interference (MMSI) algorithm is described in
Algorithm 1.

In the algorithm we use a matrix M of size n× n− 1 and M(i, j) = δ(vi, u),
where u ∈ V such that if ρ(vi) = δ(vi, u), then |IviS (ρ)| = j for all i = 1, 2, . . . n
and j = 1, 2, . . . , n− 1. In other words, M(i, j) contains a range ρ(vi) of vi such
that|IviS (ρ)| = j.

Algorithm 1. MMSI(V ,P)

1: Input: a set V = {v1, v2, . . . , vn} of n nodes and a connectivity predicate P .
2: Output: a range assignment ρ such that P ∈ Gρ and total interference.
3: Construct the matrix M as described above.
4: �← 0, r ← n− 1
5: while (� 	= r − 1) do
6: for (i = 1, 2, . . . , n) do
7: ρ(vi) = M(i, � �+r

2
�)

8: end for
9: Construct the communication graph Gρ corresponding to ρ.
10: Test whether Gρ contains connectivity predicate P or not.
11: if (answer of the above test is yes) then
12: r = � �+r

2
� /* maximum interference is at most � �+r

2
� */

13: else
14: � = � �+r

2
� /* minimum interference is greater than � �+r

2
� */

15: end if
16: end while
17: for (i = 1, 2, . . . , n) do
18: ρ(vi) = M(i, r)
19: end for
20: Return(ρ, r)

Theorem 2. Algorithm 1 computes minimum of maximum sender interference
(MMSI) optimally and its worst case running time is O((Pn + n2) logn).

Proof. Let ρ (respectively, ρ′) be the range assignment to the nodes in V when
the sender interference of each node is � (respectively, r). The correctness of the
Algorithm 1 follows from the fact (i) the Algorithm 1 stops when � = r − 1
such that Gρ does not contain connectivity predicate P whereas Gρ′ contains
connectivity predicate P and (ii) if ρ′(u) > ρ(u), then IuS(ρ

′) ≥ IuS(ρ).
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Construction of each row of the matrix M needs a sorting of (n−1) elements.
Therefore, construction time of matrix M (line number 3 of the Algorithm 1)
takes O(n2 logn) time in worst case. Construction of the communication graph
Gρ (line number 9 of the Algorithm 1) and testing connectivity predicate (line
number 10 of the Algorithm 1) take O(Pn) time. Again, each execution of while
loop in line number 5 reduce the value (�−r) by half of its previous value. There-
fore, Algorithm 1 calls the while loop O(log n) time. Thus, the time complexity
results of the theorem follows. �

5 Minimization of Total Interference

Given a set V = {v1, v2, . . . , vn} of n sensor nodes and a source node s ∈ V
distributed on a 2D plane, the objective is to find a range assignment ρ : V →
R such that the corresponding communication graph Gρ contains an arbores-
cence rooted at s (connectivity predicate is broadcast) and the total interference
(sender/receiver) is minimum. Bilò and Proietti considered the same problem
and proposed 2(1 + ln(n− 1))-factor approximation algorithm [3]. Here we pro-
pose a very simple optimum algorithm. The running time of the algorithm is
linear. The pseudo code for the minimum total sender interference (MTSI) algo-
rithm is described in Algorithm 2. Though the propose algorithm is trivial, we
are proposing it for completeness of the literature.

Lemma 1. For any range assignment ρ, if the communication graph Gρ =
(V , Eρ) contains arborescence rooted at any node u in the network of n nodes,
then the minimum total sender interference of the networks is at least n− 1.

Proof. Since the communication graph Gρ contains an arborescence rooted at
u, each node v ∈ V \ {u} has an incoming edge. Therefore, the total receiver
interference is at least n− 1. Thus, the lemma follows from Theorem 1. �

Algorithm 2. Optimum algorithm for minimizing maximum sender interference

1: Input: a set V = {v1, v2, . . . , vn} of n nodes and a source node s ∈ V.
2: Output: a range assignment ρ such that communication graph Gρ contains an

arborescence rooted at s and total interference (MTSI).
3: for each i = 1, 2, . . . , n set ρ(vi)← 0
4: ρ(s) = δ(s, u), where u ∈ V is the farthest node from s.
5: Return(ρ, n− 1) /*

∑
v∈V IvS(ρ) = n− 1 */

Theorem 3. Algorithm 2 produces the optimum result in O(n) time.

Proof. The correctness of the algorithm follows from (i) the fact that total in-
terference produce by Algorithm 2 is n− 1 and (ii) Lemma 1. Time complexity
follows from the for loop (line number 3) and line number 6 of the algorithm. �
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6 Heuristics for Strongly Connected Predicate

In this section, we propose two heuristics for range assignment ρ to a given set
V = {v1, v2, . . . , vn} of n sensor nodes distributed on a 2D plane such that the
communication graph Gρ is strongly connected (see Algorithm 3 and Algorithm
4). The objective of the range assignment is to minimize total sender interference
(MTSI) of the entire network. Experimental results presented in the Subsection
6.1 demonstrate that our heuristics perform very well compare to existing result
in the literature.

Algorithm 3. MTSI(V ,P)

1: Input: a set V = {v1, v2, . . . , vn} of n nodes.
2: Output: a range assignment ρ such that P ∈ Gρ and total interference of the

network, where P is strongly connected.
3: for (i = 1, 2, . . . , n) do
4: ρ(vi)← 0 /* initial range assignment */
5: |IviS (ρ(vi))| ← 0 /* initial interference assignment */
6: TI ← 0 /* initial total interference */
7: end for
8: U1 = {vi} and U2 = V \ {vi}
9: while (U2 	= ∅) do
10: Choose u1, u

′
1 ∈ U1 and u2 ∈ U2 such that if δ(u1, u2) > ρ(u1)

and |Iu1
S (δ(u1, u2))| − |Iu1

S (ρ(u1))| + |Iu2
S (δ(u2, u

′
1))| ≤ |Iw1

S (δ(w1, w2))| −
|Iw1

S (ρ(w1))|+ |Iw2
S (δ(w2, w

′
1))|; otherwise |Iu2

S (δ(u2, u
′
1))| ≤ |Iw2

S (δ(w2, w
′
1))| for

all w1, w
′
1 ∈ U1 and w2 ∈ U2.

11: TI = TI + |Iu1
S (δ(u1, u2))|− |Iu1

S (ρ(u1))|+ |Iu2
S (δ(u2, u

′
1))| /*total interference*/

12: ρ(u1) = max(ρ(u1), δ(u1, u2)) and ρ(u2) = δ(u2, u
′
1) /* new range assignments

*/
13: |Iu1

S (ρ(u1))| = |Iu1
S (δ(u1, u2))| and |Iu2

S (ρ(u2))| = |Iu1
S (δ(u2, u

′
1))|

/* new interference assignments */
14: U1 = U1 ∪ {u2} and U2 = U2 \ {u2}
15: end while
16: Return(ρ, TI)

Theorem 4. The running time of the Algorithm 3 is polynomial in input size.

Proof. The input size of the Algorithm 3 is n. In each execution of While loop
(line number 9 of the Algorithm 3), the size of the set U2 is decreasing by 1.
Choosing the vertices u1, u

′
1, u2 (line number 10 of the Algorithm 3) needs O(n3)

time. Thus, the time complexity result of the theorem follows. �
The total interference return by the Algorithm 3 depends on the initial choice
of node vi in line number 8 of the heuristic. Consider an instance in the Fig. 1,
where sensor nodes are {v1, v2, . . . , v7} distributed on a line from left to right
and Euclidean distance between two consecutive nodes vi and vi+1 are given
above the line segment joining the nodes vi and vi+1. In line number 8 of the
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Algorithm 3, if vi = v7, then the range assignment of the nodes by the Algorithm
3 is as follows: ρ(v1) = 2, ρ(v2) = 2, ρ(v3) = 4, ρ(v4) = 6, ρ(v5) = 12, ρ(v6) = 24
and ρ(v7) = 24 and the corresponding total interference of the network is 19,
whereas if vi = v1, then the range assignment of the nodes by the Algorithm 3 is
as follows: ρ(v1) = 2, ρ(v2) = 48, ρ(v3) = 2, ρ(v4) = 4, ρ(v5) = 6, ρ(v6) = 12 and
ρ(v7) = 24 and the corresponding total interference of the networks is 12. Based
on this observation, we design an improved algorithm IMTSI (see Algorithm 4)
for minimizing total sender interference for strongly connected predicate.

v1 v2 v3 v4 v6 v7v5

2 4 6 12 242

Fig. 1. Example of a network

Algorithm 4. IMTSI(V ,P) /* P is strongly connected */

1: Input: a set V = {v1, v2, . . . , vn} of n nodes.
2: Output: a range assignment ρ such that P ∈ Gρ and total interference.
3: T ′

I ←∞ /* initial total interference */
4: Set ρ′(vi)← 0 for all i = 1, 2, . . . , n /* initial range assignment */
5: for (i = 1, 2, . . . , n) do
6: TI ← 0
7: for (i = 1, 2, . . . , n) do
8: ρ(vi)← 0 /* initial range assignment for i-th iteration*/
9: |IviS (ρ(vi))| ← 0 /* initial interference assignment for i-th iteration */
10: end for
11: U1 = {vi} and U2 = V \ {vi}
12: while (U2 	= ∅) do
13: Choose u1, u

′
1 ∈ U1 and u2 ∈ U2 such that if δ(u1, u2) > ρ(u1)

and |Iu1
S (δ(u1, u2))| − |Iu1

S (ρ(u1))| + |Iu2
S (δ(u2, u

′
1))| ≤ |Iw1

S (δ(w1, w2))| −
|Iw1

S (ρ(w1))| + |Iw2
S (δ(w2, w

′
1))|; otherwise |Iu2

S (δ(u2, u
′
1))| ≤ |Iw2

S (δ(w2, w
′
1))|

for all w1, w
′
1 ∈ U1 and w2 ∈ U2.

14: TI = TI + |Iu1
S (δ(u1, u2))| − |Iu1

S (ρ(u1))|+ |Iu2
S (δ(u2, u

′
1))|

15: ρ(u1) = max(ρ(u1), δ(u1, u2)) and ρ(u2) = δ(u2, u
′
1)

16: |Iu1
S (ρ(u1))| = |Iu1

S (δ(u1, u2))| and |Iu2
S (ρ(u2))| = |Iu1

S (δ(u2, u
′
1))|

17: U1 = U1 ∪ {u2} and U2 = U2 \ {u2}
18: end while
19: if TI < T ′

I , then T ′
I = TI and ρ′ = ρ

20: end for
21: Return(ρ′, T ′

I)

In Algorithm 4, we introduce one extra for loop in the line number 7 to the
Algorithm 3. The running time of the Algorithm 3 is polynomial (see Theorem
4). Thus the following theorem follows for the Algorithm 4.

Theorem 5. The running time of the Algorithm 4 is polynomial in input size.
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6.1 Experimental Results

The model consists of n sensor nodes randomly distributed in a 1000 × 1000
square grid. For different values of n, we execute our heuristic 100 times for
different input instances. We have taken average value of the total interference.
In Fig. 2, we have shown average interference of our heuristics and compare
it with the best available algorithm improved SMIT [9]. In Table 1, we have
shown the comparison of the total average interference between our heuristics
and the algorithm proposed in [9]. These experimental results demonstrate that
our heuristics outperform existing algorithm.
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Fig. 2. Average node interference

Table 1. Simulation results for total interference

# of Total Average Interference
nodes (n) MTSI (Algorithm 3) IMTSI (Algorithm 4) Improved SMIT [9]

10 1.99 1.90 2.29

20 2.16 2.08 2.46

30 2.23 2.15 2.54

40 2.24 2.16 2.53

50 2.25 2.19 2.51

60 2.24 2.20 2.51

70 2.25 2.19 2.51

80 2.27 2.21 2.55

90 2.26 2.20 2.52

100 2.26 2.22 2.53
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7 Conclusion

In this paper we considered 2D networks i.e., the wireless nodes are distributed on
a 2D plane. All the results presented in this paper are applicable in 3D networks
also. Here we considered interference (sender interference model) minimization
problem in wireless sensor networks. We proposed algorithm forminimizing max-
imum interference andminimizing total interference of a given network. For min-
imizing maximum interference we presented optimum solution with running time
O((Pn + n2) logn) for connectivity predicate P like strong connectivity, broad-
cast, k-edge(vertex) connectivity, spanner, where n is the number of nodes in the
network and O(Pn) is the time complexity for checking the connectivity predi-
cate P . The running time of the previous best known solution was O(Pn × n2)
[3]. Therefore, our solution is a significant improvement over the best known
solution with respect to time complexity.

For minimizing total interference we proposed optimum algorithm for connec-
tivity predicate broadcast. The running time of the proposed algorithm is O(n).
For the same problem, the previous best known result was 2(1+ln(n−1))-factor
approximation algorithm [3]. Therefore, our solution is a significant improvement
over the existing solution in the literature. We also proposed two heuristics for
minimizing total interference in the case of strongly connected predicate and
compare our results with the best result available in the literature. Experimen-
tal results demonstrate that our heuristics outperform existing result.
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Abstract. The Integration of MANETs and infrastructure networks such as In-
ternet, extends network coverage and increases the application domain of 
MANET. Several strategies exist for integration of two networks. Most of them 
presume that a non-adversarial environment prevails in the network. However 
such an ideal scenario is not always guaranteed. Nodes many behave malicious-
ly due to scarcity of resources, congestion, or malicious intentions. In this paper 
a trust based, load aware, and secure gateway discovery for IIM is proposed. It 
employs the concept of mutual trust and authentication among nodes to prevent 
malicious activities. However a notable exception is that a node may experience 
packet-drop due to congestion on route or overflow in the interface queue of an 
intermediate node; this is not a malicious behaviour. In order to avoid such false 
malicious behaviours, we employ an effective and adaptive load balancing 
scheme to avoid congested routes. Thus it would be a novel strategy that en-
sures the routing in the Integrated Internet and MANET to be trustworthy, se-
cure, efficient, and robust. 

Keywords: MANET, IIM, Trust, Gateway, Malicious Nodes, Authentication. 

1     Introduction 

Mobile Ad hoc Networks (MANET) have been a challenging research area for last 
decade because of its versatility in routing, resource constraints, and security issues. 
Although a stand-alone MANET is easy to deploy and useful in many cases, MANET 
connected to Internet is more desirable than a stand-alone MANET. An Integrated 
MANET extends the area of coverage of network, avoids dead-zones in a network. 
But the integration of two networks is not straightforward due to topological 
differences, routing protocols, packet formats etc. Therefore an intermediate node 
called Gateway is neede to hide architectural differences. Any node desirous of 
Internet connectivity has to first discover route to Gateway and then register with it to 
avail connectivity. Several strategies have been proposed to integrate MANETs with 
Internet. A survey of these strategies can be found in [1]. 

Most existing strategies presume that a non-adversarial environment prevails in 
the network. But such an ideal scenario is always marred by unprecedented malicious 
behaviors of mobile nodes. Nodes may behave maliciously and gateway discovery is 
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often vulnerable to variety of security threats. In study of related work we found that 
only a few strategies address prevention of malicious attacks on gateway discovery. 
We propose a trust based load-aware secure gateway discovery protocol. In the 
proposed approach of Manoharan et. al. [2], concept of trust, route load and hop count 
is used to discover trusted and less congested routes. This approach has been extended 
by introducing an inclusive computation of route trust which facilitates in better 
estimate of route’s trustworthiness. In order to reduce the control overhead because of 
malicious nodes, congestion or mobility, proposed protocol maintains multiple routes 
between source node and the gateway. We also extend the routing security proposed 
by Bin Xie et. al. [3], implementing it in three tier and hybrid architectures [4]. 
Further we also modified the approach used in [3] by omitting the source route list 
used in routing messages and performing encryption on only few fields of gateway 
advertisement message. The registration process in [3] is made even simpler by 
allowing the route reply from gateway to be piggy bagged with advertisement 
message.  

The remainder of the paper is organized as follows: Section 2 provides an 
overview of related work. Section 3 presents a brief discussion on the possible attacks 
on IIM. In Section 4 proposed strategy for secure gateway discovery is presented. 
Section 5 contains the simulation results and discussion. Finally section 6 concludes 
the paper. 

2     Related Work 

Integration of Internet and MANET has been extensively researched due to its 
usefulness. There are numerous strategies that cater to the integration of two 
networks. We have classified these strategies into three categories: Primitive 
Strategies, Performance Centric Strategies, and Security Centric Strategies. Primitive 
strategies can be found in references given in [4-8], Performance Centric Strategies 
can be found in references [10-12], and Security Centric Strategies can be found in [2-
3].  These strategies have been studied and compared against common parameters. 

2.1 Comparison Framework for Integration Strategies 

The above strategies to integrate MANETs with Internet differ from each other in 
several aspects. These differences could arise due to the architecture being used, i.e. it 
may be two layered, three layered or hybrid. Different strategies might use different 
ad hoc routing protocols in MANET routing. Some strategies are based on Mobile 
IPv4 and others are based on Mobile IPv6. Similarly the gateway discovery in some 
strategies is reactive, proactive, or hybrid. Yet another dimension of difference is the 
provision for security and trust among mobile nodes to ensure the secure routing and 
gateway discovery. A comparison of these strategies based on above metrics is given 
in Table 2. 
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Table 1. Comparison of Strategeis  

 

3 Security in Integrated Internet and MANET 

An integrated MANET is vulnerable to different types of attacks due to multihop 
routes. A node may appear to be a selfish node by refusing to forward the packet 
meant for its neighbor to preserve its battery. Nodes may selectively or blindly drop 
the packets. A survey of attacks on MANET can be found in [12]. Gateway discovery 
and registration is vulnerable to different attacks. Registration attacks are of three 
types: Registration Poisoning, Bogus Registration, and Replay Attacks [13]. As it is 
evident from the table 1, there are presently a very few strategies which address the 
security quotient in discovering gateways to connect to Internet. Therefore in this 
paper we propose a strategy to discover routes to gateway which are secure, trustwor-
thy and less congested. 

4 Proposed Protocol 

As stated earlier, the majority of existing strategies presume that the integration of 
Internet and MANET takes place in a congenial environment. But such ideal 
scenarios are never guaranteed due to aforementioned scenarios. Hence a gateway 
discovery protocol is needed which not only selects the routes that are more trusted 
but also less congested. In the existing strategies we found that no single strategy 
takes into account these two important dimensions of routing efficiency. This 
motivates to devise a protocol which discovers routes between a node and gateway to 
be secure, trusted, less congested and robust. The robustness is ensured by 
maintaining multiple alternative routes between mobile node and gateway. The 
proposed protocol is based on trust among mobile nodes and adaptive load balancing 
technique. In [2] trustworthiness of routes is computed using a normalized metric 
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called as RSV, Route Selection Value. In proposed strategy, computation of RSV has 
been modified to reflect the inclusive estimate of trust of a route rather than the trust 
of adjacent nodes en route as it is in [2]. RSV is computed based on Residual Route 
Load Capacity, Route Trust, and Hop Count using normalization of these parameters. 
Below we present the explanation of above parameters.  

4.1 Residual Route Load Capacity 

RRLC [2] is the minimum of available load capacity at any node inclusive of gateway 
and source nodeAssuming that a node, say m, has a maximum load capacity of μ, and 
the currently the node is handling a traffic of λm from s mobile sources each of packet 
size ki and packet arrival rate ri. Now the residual load capacity at node m is given as 
[14] using equation 1: 

 Cm = μ- λm, where λm = ∑s
i=1 ri ki (1) 

Each node computes its Cm using equation 1, and RRCL = minimum {CGW, CIMN1, 
CIMN2, .. , CSMN}, where subscripts denote the gateway, intermediate nodes and source 
node sequentially. Routes with largest RRLC are preferred. 

4.2 Route Trust 

Route Trust RT is used in the computation of normalized metric RSV. To compute 
Route Trust, RREP and RREQ packet formats have been extended to accommodate 
Advertised Trust Value ATV and Observed Trust Value OTV. A node claims is 
trustworthiness using ATV. When a node receives this value, it compares it against 
the actual observed value OTV, where OTV is computed based on neighbor’s 
behavior such as number of packets it has forwarded, dropped on behalf of this  
node [2].  

The computation of Route Trust has been modified in the proposed protocol to 
reflect the better estimate of actual trustworthiness of route. In [2], the route trust is 
computed from the perspective of only pairs of neighbor nodes. It does not give us a 
clear insight into the overall trust of the route. We propose to compute Route Trust as 
the minimum of all of node trusts along the path. The disadvantage in [2] is that the 
trust is computed for route between two immediate neighbors, because few nodes on 
route may be least trusted and remaining is highly trusted. Therefore such routes are 
likely to be more vulnerable due to least trusted nodes on routes. But if the trust of 
route is taken to be the smallest value of trust of nodes along the path, the bottleneck 
in trustworthiness of routes can be easily identified. Trust is computed as follows:                                              

Initially RT: =0.5; 
Gateway computes RT as RT:= ATVG, Gateway unicasts RREP on reverse  

path to M1 
For each Mi Route Trust is computed as follows: 

RT(Mi): = min (OTVG, ATVi) for i: =1; 
RT(Mi): = min (OTVj, ATVi) for j: =i-1, and 2<=i<=n, (n is number of hops) 
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4.3 Computation of Route Selection Value 

The source mobile node may receive multiple route replies RREP_Is from different 
neighbors. In such situation the node computes the metric called as Route Selection 
Value (RSV) [2]. In proposed protocol we modified this computation to just include 
the modified route trust as shown in equation 2. The α1, α2, and α3 are predefined 
constants, and their values range from 0 to 1. Values of these constants are set based 
on node mobility, application type etc. RTi is the route trust value observed by node i, 
and RTavg is the average of route trusts of all received route replies. Hi and Havg are 
the hop count and average hop count of all received routes respectively. Cr is the 
residual route load capacity of a route. Source node then selects the route to the 
gateway as the one which can be reached with maximum value for RSV.  

 RSV:= α1 (RTi / RTavg) + α2 (Hi / Havg) + α3 (Cr / Cmax)  (2) 

4.4 Secure Gateway Discovery 

In order to get connected to the Internet, a mobile node needs to discover and register 
with a gateway. As stated in section 3, intermediate nodes misguide the gateway 
discovery in various ways. In the proposed strategy we extend the routing security 
design proposed by Bin Xie [3]. In [3], the strategy is implemented in Two Tier 
architecture of IIM. We extend it to be used in Three Tier and Hybrid architectures 
[4]. In [3], the advertisement message is encrypted using the shared secret key. In our 
proposed strategy we encrypt only few pivotal fields of advertisement message as 
mobile nodes are resource constrained. We also omit the source route list used in [3] 
as construction of source route list is not needed in Ad hoc On Demand Distance 
Vector Routing Protocol AODV, since it uses reverse path. In order to ensure routing 
security, we presume that mobile nodes share a secret key with the foreign agent 
Diffie Hellman Key Exchange algorithm.  

The figure 1 illustrates the proposed secure gateway discovery mechanism. The no-
tations used in protocol are given in table 2.  The flowchart for the algorithm is given 
in figure 2. A mobile station MS desirous of Internet connection broadcasts a gateway 
solicitation message GWSol to its neighbor A. This message is signed by private key 
of MN. When the neighbor node A receives the request, it checks its validity of it 
using public key, nonce, and timestamp. After validation it appends its own signature 
to the request and further broadcasts. This sequence of actions is done at each inter-
mediate node. When a gateway node receives the request, it then forwards it to the 
foreign agent FA. The FA creates a mobility binding for the source node by creating a 
record of identifier and public key of source node and generates advertisement mes-
sage containing timestamp and nonce fields.  

 

Fig. 1. A scenario of propagation of GWSol messages 
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The Gateway on receiving advertisement from FA, generates the route reply by 
embedding this advertisement and unicasts it on reverse path. Gateway node com-
putes its Route Trust, CGW, and Hop information for the reply. Each intermediate 
node also performs similar computations before forwarding the reply to next node on 
reverse path. On receiving reply, source node issues a registration request after suc-
cessfully decrypting the cipher text of nonce and timestamp using the same shared 
secret key. The novelty of this approach is that no other node can ever learn about the 
actual values of these fields as they don’t have knowledge of shared secret key. Regis-
tration request is forwarded by intermediate nodes on established route till it reaches 
the gateway. The gateway unicasts this request to FA for verification of nonce and 
timestamp received by FA.  

4.5 Provision for Multiple Routes 

A node receives more than one route reply in response to a route request. In [2], the 
route with the highest RSV is retained and rest of them was discarded. But in the 
event of frequent route breakages the intermediate node has to start a route repair. 
Since this node is in the vicinity of overloaded or malicious nodes, a local route repair 
may not be a stable solution. Such a route may be prone to frequent breakages in 
future. The routing performance of the protocol can be improved if multiple routes to 
the gateway are preserved. When a node receives multiple replies, it preserves these 
replies in a route cache and selects the one with highest RSV. Hello packets of 
minimal size are used to keep alternate routes alive. 

Table 2. Notations used in Protocol 

Noation Description 
MSHM Mobile station Home address 
HAid, FAid HA and FA IP address as its identity 
Nx Nonce issued by X, e.g. HA or MS (a random 

no) 
CA Certification Authority 
Kx,Kx

-1 Public and Private key of X 
[M] Kx

-1 Digital signature of message M generated using 
private key of X 

CertX Certificate of X 
Tissue, Texpire Issuing and expiration time of certificate 
t Timestamp, current estimated time 
SMS-HA Shared Secret key between MS and HA 
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Node desirous of Internet Connection starts Gateway 
Discovery 

Broadcast GWSOL [RREQ, MSHM, KMS, GW_ADDR, NMS, t] K-1
MS 

Condition

Compute RT, RRLC, and Hop 
for RREP_I. Unicast RREP_I 

Compute RT, RRLC. Forward it to FA. 
FA Records MN’s ID and Public Key  

FA Generates RREP_I and embeds 
Advertisement with Nonce and Timestamp 
encrypted using Shared Secter key

Unicast RREP_I [RREP, MSHM, FAID, 
(GW_ADV) SMS-HA] K-1

FA to 

Rebroadcast GWSOL 
appending Signature

MN1    MN2   MN3   …….

Compute IfQLen, RT, RRLC for RREP_I as:     RT(MNi) = min (OTVG, ATVi) for i:=1   
RT(MNi)= min (OTVj, ATVi) for j:=i-1 and 2<=i<=n                                                        
if (Ci < Cr ) then Cr:=Ci; else Cr is unchanged; Hi:=Hi+1;                                              
[[RREP, MSHM, KMS, <GW_ADV>KMS-HM, Cr, ATVi , Hi] K

-1
MS 

Unicast RREP to Neighbour Node MNJ ;                                 
if(ATVi ≈ OTVi) then incentive of Increment to OTVi           
Else Decrease OTVi for Neighbour node                            

Monitor the Node 
Promiscuously  

Source Node Receives RREP_I                                          
RSV= α1(RTi/RTavg) + α2(Hi/Havg) + α3(Cr/Cmax)             
Select route with highest RSV and preserve K routes

 
Fig. 2. Flowchart for Proposed Protocol 

5 Simulation Results and Analysis 

The proposed strategy is implemented using the network simulator ns-2.31. The 
simulations were run under different parameters as mentioned below by varying 
mobile node speeds, number of malicious nodes, and forged gateway nodes. The 
performance of the proposed strategy is compared with the Manoharan et al [2] and 
Bin Xie [3] reactive discovery approaches in similar simulation environment.  
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5.1 Simulation Environment and Performance Comparison Metrics 

The simulation scenario consists of 15 mobile nodes, two fixed hosts, two routers and 
two gateways and varying number of malicious nodes. The topology is a rectangular 
area with 800 m length and 500 m width. All the fixed links have a bandwidth of 
10Mbps. Each wireless transmitter has a radio range of 250m. All simulations were 
run for 900 seconds of simulation time. Five of the 15 mobile nodes are constant bit 
rate (CBR) traffic sources. A snapshot of the simulation of proposed protocol is given 
in figure 3. The performance of proposed protocol is analyzed using Packet Delivery 
Fraction PDF, End-End Delay, Routing Overhead, Effect of number of Malicious 
Nodes, and Effect of Forged Gateway Nodes. The proposed strategy is compared 
against the Manoharan et. al. [2] and Bin Xie [3]. 

5.2 Results Discussion 

As said earlier, performance of proposed protocol is also compared against two 
existing strategies [2] and [3]. Figures 4 to 6 shows the performance of proposed 
protocol with respect to metrics PDF, end-end delay and routing overhead 
respectively by varying speed of ad hoc hosts. Figure 7 shows the effect of malicious 
nodes on packet delivery fraction. Figure 8 and 9 compare the performance of 
proposed protocol with [2, 3] using packet delivery fraction and normalized routing 
load by varying number of malicious nodes. Figure 10 shows the effect of forged 
gateways on the performance of proposed protocol. Each observation is an average of 
3 simulation runs. PDF, End-End Delay, and Normalized Routing Overhead are 
measure against varying speeds of ad hoc hosts. It was observed that these parameters 
register degradation in performance with increasing node speeds as routes become 
stale due to the frequent mobility induced route breakages. 

In the proposed protocol, the provision for existence of multiple routes 
substantially reduces the control overhead. This reduction is due to the less number of 
control packets (RREQ and RREP) being exchanged as small size Hello packets are 
used to keep track of multiple routes. The protocol effectively overcomes the effect of 
malicious nodes which resort to selective forwarding or Black hole attacks. Since 
nodes maintain the trust levels of each other, a node with malicious behavior can be 
easily detected and isolated. This has a significant impact on throughput of protocol. 
A set of nodes were randomly chosen as malicious nodes and simulations were run 
with varying number of such nodes. In simulation results we observed a significant 
improvement in PDF in presence of such nodes when compared to PDF in [2, 3].  
This improvement is achieved mainly because of mutual trust and a constant watch on 
the trust level of route by means of exchange of hello packets containing the trust and 
load information in them.  

The proposed protocol efficiently prevents the attacks on gateway discovery. The 
Forged gateway attack is prevented as the forged gateway does not have knowledge 
of shared secret key between node and foreign agent. Registration Replay attack is 
prevented using the nonce and timestamp being sent as cipher text. Since only mobile 
node and foreign agent have knowledge of shared secret key, no other node can ever 
learn about these two fields and hence duplication of such messages can be easily 
figured out. Impact of forged gateway attack is also curtailed with the help of shared 
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secret keys and encryption of timestamps and nonce fields in advertisement. A forged 
gateway does not possess the shared secret keys shared between node and foreign 
agents. In presence of nodes resorting to Wormhole or Blackhole attacks, [2, 3] 
observe higher end-end delay and routing overhead as many local route repairs take 
place or altogether new routes are sought. In proposed strategy, due to the provision 
of multiple routes, route discovery related control packets need not be exchanged and 
hence result in a decline in end-end delay and routing overhead. However proposed 
protocol relies on small size Hello packets to be exchanged to keep routes alive. The 
number of control packets exchanged in presence forged gateways is same as in 
absence of such nodes. Registration with forged gateway is prevented because these 
forged gateways cannot proceed with encryption of advertisement fields using shared 
secret keys as they don’t have any such keys shared with mobile nodes. 

 

Fig. 3. Simulation Snapshot 

 

Fig. 4. Packet delivery fraction vs. Mobile node Speed 
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Fig. 5. End-End Delay vs Node Speed   

 

Fig. 6. Routing Overhead vs. Node Speed 

 

 

Fig. 7. PDF vs. Number of Malicious Nodes 

 

Fig. 8. Malicious Nodes vs. PDF 
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Fig. 9. Normalized Routing Overhead vs. Number of malicious Nodes 

 

 

Fig. 10. Effect of Forged gateway on Routing Overhead 

6 Conclusion  

In this paper a protocol is presented which discovers trusted, secure and less 
congested routes to reach the gateway nodes offering connection to Internet nodes. A 
notable feature of this approach is that it not only prevents the malicious behaviors of 
mobile nodes but also dynamically adapts to the less congested routes. In order to 
ensure better connectivity, multiple routes are maintained between nodes and 
gateway. This results in significant decrease in routing overhead and end-end delay as 
less number of control packets need to be exchanged. It also registers an increase in 
throughput as a dynamic load balancing scheme is employed. Protocol always prefers 
a route that is highly trusted and less congested resulting in better performance when 
compared to other existing strategies as demonstrated in simulation results. At the 
expense of smaller Hello packets, a large number of control packets can be avoided 
by maintaining multiple routes between nodes and gateways.  
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Abstract. MapReduce has emerged as an important programming model with 
clusters having tens of thousands of nodes. Hadoop, an open source implemen-
tation of MapReduce may contain various nodes which are heterogeneous in 
their computing capacity for various reasons. It is important for the data place-
ment algorithms to partition the input and intermediate data based on the com-
puting capacities of the nodes in the cluster. We propose several enhancements 
to data placing algorithms in Hadoop such that the load is distributed across the 
nodes evenly. In this work, we propose two techniques to measure the compu-
ting capacities of the nodes. Secondly, we propose improvements to the input 
data distribution algorithm based on the map and reduce function complexities 
and the measured heterogeneity of nodes. Finally, we evaluate the improvement 
of the MapReduce performance.  

Keywords: Data processing, MapReduce, Heterogeneous cluster, Hadoop 

1 Introduction 

Map-reduce programming model was introduced by Google and is one of the most 
popular models in cloud computing to solve many data intensive problems on a distri-
buted cluster [6]. Hadoop is an open source implementation of MapReduce developed 
initially by Yahoo! [7]. It has been popular among the researchers as well as commer-
cial users like Facebook, LinkedIn, Adobe, etc. Using this programming model, large 
amounts of data can be processed in a parallel fashion using large clusters of inter-
connected nodes.  

The MapReduce framework consists of two main phases – map and reduce. In map 
phase, a larger problem is divided into smaller sub problems and the sub-problems are 
processed in parallel to produce the results for the sub-problems. These intermediate 
results are then processed and combined during the reduce phase in parallel to form 
the final output for the job. Hadoop splits the input data into a number of small 
chunks and places the chunks on Hadoop Distributed File System (HDFS) such that 
the data distribution happens evenly across all the nodes. This helps distribute the 
load on all the nodes evenly and also increases the parallelism with respect to data 
read and write. Also, the data has to be stored close to the nodes performing the com-
putation in the cluster such that the data transfer between the nodes in the cluster is 
minimal. So, jobs which consume data residing on the distributed file system have to 
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be scheduled such that the tasks (sub-problems in a job) are provisioned close to the 
nodes having the data to exploit data locality [3].  

In a cluster, we observe that all the nodes may not be equal in their computing per-
formance. Hence, some nodes might finish their assigned work faster than others 
which results in imbalance of this data load distribution. This increases the overall 
time taken for the job to complete. One way to balance the load is to distribute the 
data based on the computing capacities of the nodes in the cluster. There has been 
research into this area of data placement [4] which attempts to improve the data dis-
tribution such that the nodes get a fair share of data to process based on their compu-
ting capacities and their processing times are almost equal.  

We observe that calculating the computing capacity of each node in the cluster be-
fore a job starts is one of the important steps. This has to happen as early as possible. 
Currently Hadoop accepts these computing capacities (or ratio of performances of 
each node) as user configuration input. The user has to come up with the ratios and 
needs to supply them through the configuration file. The user might not have access to 
the internal details of the nodes on which the submitted job might run. Also, it is cost-
ly to experiment by running parts of jobs to calculate the computing ratios in terms of 
time, resources and money.  Further the map and reduce steps might be of non-linear 
complexities with respect to the data size they process. When the nodes are heteroge-
neous, distributing data as per the computing ratios alone will not suffice. 

1.1 Contributions 

This paper proposes and evaluates the following enhancements to Hadoop:   

• A mathematical model to estimate the computing ratios based on the hardware 
specifications like CPU speed, physical memory size, virtual memory size, current 
CPU usage, number of CPUs etc. available on the nodes in the cluster.  

• A history based method to calculate the machine computing ratios after the job is 
complete. 

• A tool for data distribution based on computing ratios. 
• Evaluation of the improvements to the system based on the models discussed 

above both for linear and non-linear jobs.  

The rest of the paper is organized as follows. In Section 2 we discuss two models to 
calculate the computing ratios - a mathematical model and a history based model. We 
then provide the implementation details of the models in Section 3. In Section 4, we 
discuss the experimentation results to show improvement in MapReduce performance. 
We finally discuss the related work and future work in Sections 5 and 6 respectively. 

2 Proposed Enhancements 

2.1 Methods to Calculate Computing Ratio  

A Mathematical Model to Calculate Computing Ratios  
We propose a model to calculate the computing ratios mathematically using the 
hardware resources which are available at disposal on each node during the job  
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execution time. We have seen that the computing ratios are different for different 
applications, as their data processing footprint (the type of data the MapReduce job 
looks for and acts upon) is different and the complexities of the user-provided map() 
and reduce() functions might be different, though the amount of data being processed 
is the same and are run on the same nodes. Hadoop [4] expects users to provide the 
computing ratios as input through configuration files. So, users have to arrive at the 
computing ratios on their own before starting their job. This is difficult, as a user 
might not have access to the underlying nodes (in a cloud computing environment) 
and also has to rely on some early experimentation on the allocated nodes which con-
sumes time and resources.  

To overcome the challenges, we can mathematically calculate the ratios. In arriv-
ing at approximate computing ratios, we can look at the hardware resources that are 
available when a job is just about to get scheduled on the nodes and compare them 
with each other to arrive at a possible computing ratio for each of the nodes. The 
heartbeats from each data node to the name node are processed to fetch the hardware 
resource availability information. However, these ratios might not be optimal, but are 
definitely a good start and theoretically convey the computing ratios for linear map() 
and reduce(). 

Before running a job on the cluster the user may manually run the computing ratio 
calculator tool to collect the available resources for the underlying nodes. The tool 
analyzed the heartbeats coming from each task tracker node to the job tracker. The 
heartbeats contain the current free resource information. In case of multi-tenancy, 
even though there are multiple jobs scheduled on the nodes the heartbeats provide a 
measurement of available resources at that point of time. Input data may now be dis-
tributed based on the new dynamically calculated computing ratios.  

Job History Based Model to Calculate Computing Ratios 
As discussed earlier, the mathematical model could have considerable error in calcu-
lating the computing ratio of a machine. Once a job is run on the cluster, we can col-
lect the job history and analyze to measure the machine performances. In our work, 
we analyze total input bytes in the map phase for each node and the time taken by the 
map() to process the amount of data.  

In theory, a powerful node would have processed more data in lesser time as com-
pared to a weaker node. Based on this information for each node in the cluster, we 
compare the nodes with each other and arrive at the computing ratios. 

2.2 Data Placement and Distribution 

Complexity and Capacity Based Input Data Distribution for Map Step  
We propose an enhancement over [4] to consider the algorithmic complexity of map() 
in addition to the computing ratio for making data placement decisions. The algorith-
mic complexity of map() plays a major role in making data placement decisions.  

Let us illustrate with an example. Suppose that there are two machines, A and B, in 
the cluster. A is two times as powerful than B. In case of [4] data would be portioned 
such that A would need to process 2N data blocks and B would have to process N 
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data blocks with 3N being the total number of data blocks to process. Obviously, [4] 
assumes linear complexity of map(). However if map() was of quadratic complexity 
then the data distribution would not be optimal. Machine A would take longer than 
machine B even though it is more powerful i.e. machine A would straggle.  

The computing ratio gives a measure of the available capacity of the computing 
nodes whereas the functional complexity of map() would dictate the amount of data 
that should be placed on each computing nodes such that no stragglers are expected. 

3 Implementation Details 

3.1 Calculating Computing Ratios 

Mathematical Model 
The computing capacity of a machine is a function of several attributes like CPU speed, 
internal memory size, processor cache size, network speed, disk rotation speed, bus 
speed and many others. As an example, Table 1 shows a calculation based on the values 
with an arbitrary functionfcapacity = a*C + b*M + c*B + d*Cache + e*N, with predeter-
mined values for a, b, c… so on depending on the job type (IO bound or CPU bound). 

The above function is just an illustration of how one can arrive at the computing ra-
tios mathematically. The computing ratios denote that the node A is twice as fast as 
node B. 

Table 1. An example of two nodes in a cluster with varying computing capacities and their 
computing ratios (CR) as per the capacity calculator function (higher the CR, slower the node) 

Node CPU Speed 
(Symbol - 
C) 

L1 Cache 
(in KB) 
(Symbol - 
Cache) 

Memory 
(Symbol - 
M) 

Network 
speed 
(Symbol - 
N) 

fcapacity 

(with a = b = c 
= d = e = 1) 

CR 

A 2GHz 256 2GB RAM 2-port 
1GigE  

6.256 1 

B 1GHz 128 1GB RAM 1-port 
1GigE 

3.128 2 

CrCalculator Tool 
In Hadoop, all the datanodes in the cluster regularly update the namenode about their 
current resource utilization information through heartbeat mechanism. A standalone 
utility called CrCalculator was developed to calculate the computing ratios mathemat-
ically. The utility first fetches datanode information from namenode and then calcu-
lates the computing ratios of the nodes in the cluster based on the available resources 
of the datanodes. Typically in a Hadoop cluster, a node acts as both datanode and a 
TaskTracker to reap the benefits of data locality while processing jobs.The utility 
outputs the mathematically calculated computing ratios in an XML file, which can be 
further used as a configuration file for many purposes.Based on the computing ratios, 
the CrCalculator also balances the data in the cluster such that the data is distributed 
as per the computing power of the nodes. 
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History Based Model 
In Hadoop, the TaskTrackers send heartbeats to the JobTracker with the free resource 
information, job information, etc. The heartbeat messages from the task trackers pro-
vide information about each task that was run on the task tracker. This information 
can be used to calculate the computing ratio even while other jobs are running on the 
cluster. The heartbeats contain several useful counters like the total input bytes to the 
map phase, total output bytes of map, start time, end time, etc. 

We make use of these counters to arrive at a score for each node: Score  

Once the score for each node is calculated, the scores are normalized such that the 
most powerful node gets a computing ratio 1.0. Higher the ratio, weaker is the ma-
chine. 

3.2 Distributing Data 

After we arrive at the computing ratios, we need to consider the algorithmic complex-
ity of map() while making data placement decisions. We consider three machines A, 
B, and C such that A is twice as capable when compared to B and A is thrice as capa-
ble when compared to C. Thus the computing ratio is 1:2:3. Lower numbers represent 
faster or more capable machines.Consider that the map() of a particular program is of 
quadratic complexity i.e. O n . Thus we need to allocate appropriate number of data 
blocks to A, B, and C so that they would complete processing their share in almost the 
same time. This is required to ensure that there would be no stragglers. 

Considering the computing ratios we can say that if A takes one second to complete 
a unit of work, then B would require 2 seconds and C would require 3 seconds to 
perform that same task as A. If N is the total number of blocks that need to be 
processed, then considering linear complexity, machine A should process N/2 blocks, 
B should process N/3 blocks and C should process N/6 blocks. Thus if one data block 
required an equivalent processing of one second on machine A then, theoretically, all 
three machines would require N/2 seconds to complete. 

But recall that the algorithmic complexity of the map() task is quadratic with respect to 
the input size. Thus we would have to distribute data differently. Again let us consider 
that X data blocks would require X  seconds of equivalent processing on machine A. 
Therefore machine B would require 2X  seconds and machine C would require 3X  
seconds for the same task.Let us place X  data blocks on machine A, X  data blocks on 
machine B and X  data blocks on machine C. We aim to make (approximately): 

 X 2 X 3 X  … (Equation 1) 

We know that: 

 X X X N  … (Equation 2) 

N is the total number of data blocks.Solving the two equations we can arrive at the 
optimal values for X , X , and X . 
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4 Experimentation

4.1 Cluster Setup 

We used Amazon EC2 [11]
ter setups. Table 2 lists the E

Table 2. An example of two 
computing ratios (CR) as per t

Name 
Micro1 
Micro2 
Small 

Small2 
Medium 

Medium2 
Large 

 
The first cluster (Cluster

small, hadoop-medium, and
hadoop-small, hadoop-sm
large.All the recordings use

4.2 Mathematical Com

We balanced 1.6 GB data o
Figure 1 shows the data dis
gets the largest amount of 
lowest amount of data to pr
nodes having the data to be 

 

Fig. 1. Comparing the M

D.U. Rumani 

n Results 

] instances as our test machines. We evaluated on two cl
EC2 instances and their capabilities. 

nodes in a cluster with varying computing capacities and t
he capacity calculator function 

Type CPU Cores Memory 
Micro Up to 2 613 MB 
Micro Up to 2 613 MB 
Small 1 1.7 GB 
Small 1 1.7 GB 

Medium 2 3.7 GB 
Medium 2 3.7 GB 

High CPU – 
Medium 

10 1.7 GB 

r A) consists of hadoop-micro1, hadoop-micro2, hado
d hadoop-large. The second cluster (Cluster B) consists

mall2, hadoop-medium, hadoop-medium2, and hado
ed were repeated five times and their average was used. 

mputing Ratio Based Balancer 

on the Cluster A using the mathematical computing rat
stribution. The node with lowest computing ratio (“Larg
data to process, and the slowest node (“Micro1”) gets 

rocess. Hadoop tries to schedule the tasks on or close to 
processed. 

 

Mathematical Computing Ratios and HDFS disk space used 

lus-

their 

oop-
s of 

oop-

tios. 
ge”) 

the 
the 



 Improving MapReduce Performance through Complexity and Performance 121 

As the Large node stores more data, more tasks are proportionately scheduled on 
this node as compared to the other node. This helps in reducing the data transfer 
among the nodes. Also the node can process the local data faster. Now because the 
data processing happens in proportion to the computing power, all the tasks now 
finish around the same time, avoiding the staggering or longer waits for task comple-
tion. 

We ran grep job over the data and saw an overall 11.4% improvement by balancing 
the data as per the computing ratio among the nodes. A sample output of the CrCalcu-
lator xml configuration file is as below: 

<?xml version="1.0" encoding="UTF-8" standa-
lone="no"?><configuration> 
<property> 
<name>calculatecrflag</name> 
<value>false</value></property> 
<property> 
<name>10.10.219.1:50010</name> 
<value>2.3274264</value></property> 
<property> 
<name>10.99.39.78:50010</name> 
<value>2.0536118</value></property> 
<property> 
<name>10.118.246.141:50010</name> 
<value>2.0536118</value></property> 
<property> 
<name>10.114.209.163:50010</name> 
<value>2.0536118</value></property> 
<property> 
<name>10.195.7.105:50010</name> 
<value>1.0</value></property> 
</configuration> 

The configuration file contains the hostname of the datanodes as property-names with 
the computing-ratio as values. The calculatecrflag tells the utility on whether to calcu-
late the computing ratios again or to read the values in the file to balance the data. 

4.3 Execution History Based Computing Ratio 

In Fig. 2, we see a comparison of the mathematically calculated computing ratios 
versus the computing ratios measured based on execution history. For most of the 
cases, the values match, except for the “small” instance. This shows that mathematical 
model can sometimes be inaccurate and should only serve as a starting point to arrive 
at the ratios when no other reference is available. Since history based model depends 
on the actual job history, it gives accuracy and is more close to the actual performance 
of the nodes. 
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We can see that the average computing ratios for the linear job are closer to each 
other than the ones for the quadratic job. For non-linear jobs, the computing ratios of 
the nodes are not only proportional to the computing power, but they also rely on the 
complexity of the job.In case of quadratic job the heterogeneity will be exposed more, 
because of the time spent by each task on a node. Our job was not purely quadratic in 
the input size, but was only quadratic to an extent to sort the numbers in each row. 
Hence a slight increase in the ratios as compared to a linear map() function. 

5 Related Work 

M. Mustafa Rafique et.al.[1]exploit heterogeneity in large scale asymmetric multi-
core clusters. They classify computing nodes into two types 1) Well provisioned 
nodes which have large amounts of memory and 2) Small memory nodes which have 
limited amounts of memory. They propose using asymmetric multi-core clusters for 
accelerating Map-Reduce programs in much the same way desktop games use the 
Graphical Processing Unit (GPU). 

A well provisioned node that serves as a manager is connected to a large number of 
small memory nodes via high bandwidth I/O interconnects. Data meant for the small 
memory nodes is accumulated on the well provisioned manager node. This data is 
streamed to the small memory nodes as they require the data. The small memory 
compute nodes send their results to the manager which collects results from all the 
nodes and merges it before returning the final results.But, in a typical Hadoop cluster, 
the nodes are not well connected with high bandwidth interconnects. In such situa-
tions, the data prefetching and streaming would not work well. So, we are motivated 
towards minimizing the data transfers between the nodes. 

S. Babu [2] proposes the concept of dynamically tuning job specific parameters 
based on the job submitted such that the resources are utilized efficiently. The authors 
propose several approaches to tune the parameters involving both history based and 
profiling models to adjust job specific parameters prior to or while the job is running 
on the cluster. However, MapReduce currently does not have any parameters related 
to heterogeneity which can be tuned dynamically. Hence, this model needs to be en-
hanced. 

Quincy [3] introduces a fair scheduler that balances the priority of the tasks and da-
ta locality. It aims to schedule jobs close to where the data resides. It structures the 
scheduling problem as a min-cost flow problem where the nodes and edges of the 
graph are assigned weights and flow capacities. However, Quincy does not consider 
heterogeneity in computing capacities in the cluster and data distribution. 

J. Xie et.al. [4]solve the data skew problem by distributing data such that faster 
nodes in the cluster process higher amounts of data as compared to the weaker nodes. 
The main idea is to measure the processing powers of the nodes in the cluster by run-
ning the same amount of job on each node and recording the response times. Based on 
the response times, the computing ratios are calculated.The ratiosare used to decide 
the amount of input dataeach node has to store and process. They also propose a data 
redistribution mechanism, which is required for moving the data due to changing data 
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(say append/insertion or deletion of data which cause increase or reduction in data) 
and addition of new compute nodes to the cluster. They create two lists - one with 
over-utilized nodes and the other with under-utilized nodes. A data redistribution 
server decides how much data has to move, the source node and the destination node 
and repeatedly moves the data. This process repeats until all the nodes are loaded as 
per their compute ratio. 

We observe that the method of measuring the computing ratios and supplying the 
ratios to Hadoop is not sufficient to address all the challenges. Initial processing of an 
equal amount of data and recording the response times would result in inefficient use 
of time and resources. There is a need to find a way to calculate the computing ratios 
either dynamically or based on a history of previous runs. Secondly, they do not con-
sider the complexity of map and reduce functions. If the map and reduce steps are 
non-linear, distributing the data as per the black-box measurements will lead to wrong 
distributions. 

B. Gufleret. al. [5]propose a fine partitioning technique to split the intermediate da-
ta containing the key-value tuples into “p” partitions which is more than the number 
of reducers. Once the data is split into partitions, the assignment happens based on a 
weight function which depends on the number of key-value tuples and the size of the 
key-value tuples in a cluster. They assign the partitions to the reducers based on a 
greedy heuristic to balance the load – assign the largest (as per the weight) unassigned 
partition to the least loaded reducer. The paper also proposes a dynamic fragmentation 
technique which is done by the mappers on the fly while they are generating the in-
termediate data. 

However, the above algorithms do not consider the heterogeneity in the node ca-
pacities. If the reduce() function is non-linear (say quadratic or cubic), the data skew 
(even though the data is distributed as per the complexity) due to varying computing 
capacities becomes huge and affects the performance of the MapReduce jobs. The 
algorithms need to be tweaked such that the assignment of the partitions or fragments 
depends on the complexity as well as computing capacity. 

6 Future Work 

The mathematical model can be extended in a number of ways. The mathematical 
model calculations can be extracted into a new class exposed via an interface. This 
provides the ability to supply a configurable method of calculating the computing 
ratios. We have used a very simple method to arrive at the computing ratios mathe-
matically. This method can be enhanced to take care of the other details like – net-
work bandwidth usage, cost of VMs, etc. to distribute data more accurately based on 
the users’ needs. 

Secondly the computing ratios can be calculated before the start of every new job. 
If the currently calculated computing ratios are different from the previously calcu-
lated ones beyond a set threshold, balancing can be automatically triggered based on 
the freshly calculated ratios.Further, the computing ratios could be normalized across 
different program executions and used to distribute the input data based on these  
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ratios. This would require that the computing ratios be persisted either in the configu-
ration files or elsewhere. Qin et al in 4 have shown that the computing ratio is job 
specific. 

The computing ratios calculated based on job execution history can also be per-
sisted and can be used for balancing. This is in contrast to the current approach where 
the computing ratios do not change automatically after they are calculated unless the 
user manually updates them before running his/her jobs. 

There is scope for adjusting the computing ratios based on the algorithmic com-
plexities of map() and reduce() automatically. Based on user input involving the com-
plexity of the map() or reduce(), Hadoop can adjust the global computing ratios  
automatically to suit the new job. Adjusting them involves solving equations to arrive 
at the complexity adjusted computing ratios. This calculation can be automated by 
using an equation solver. Further the adjusted computing ratios can be used to balance 
the HDFS cluster. 

The computing ratios arrived by either of the models can be used by Hadoop sche-
dulers to decide which TaskTracker to choose while assigning tasks. As mentioned in 
related work, these ratios can be used in max-flow network problems directly as 
weights such that more tasks are scheduled on powerful machines than on weaker 
machines.Another generic use of the ratios would be in various kinds of load balanc-
ers in clouds. These ratios can easily be used to predict a node’s behavior in terms of 
performance. 
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Abstract. This paper presents a system to recommend a learning path
to an e-learner of a virtual university according to the assessment of
linear combination of learner specific parameters and system specific pa-
rameters. An online virtual university offers various courses. But learners
of this university often face problems due to several constraints of the
course. Online recommendation of learning path is an important research
issue for virtual learning systems because no fixed learning path will be
appropriate for all learners. Generally, inappropriate courseware leads a
learner to cognitive overload or disorientation during learning processes,
thus it results in reducing learning performance. The developed system
implements a simple approach to recommend a learning path to guide a
learner from any point of the course. Experimental result also supports
the system by manifesting desired output.

Keywords: Learning path, curriculum sequencing, e-learning, virtual
university, online recommendation.

1 Introduction

All recent advancements in Information and Communication Technology (ICT)
have produced a great impact on every aspect of civilized life including edu-
cation and training [1][2]. It is now applicable to different modes of education,
e.g. distance education, web-based education, virtual university etc[3]. Moreover,
researchers have explored different ways to enhance learning experience of self-
paced e-learners in non-contact mode so that the lack of guidance from human
tutor is compensated [4].

Over the past decades, e-Learning and the development of virtual campuses
have evolved and developed at such a rapid rate that they are commonly accepted
as an increasingly popular alternative to traditional face-to-face education [5][6].
The demand for higher education is expanding throughout the world. Various
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academic programs are being offered by the universities through e-learning to
cater to the need of students from a wide range of backgrounds and geographical
locations. The virtual university is an example of ICT enabled higher education
system [7][8][9]. The term virtual university, has been used to denote quite a
varied number of activities and institutions, which can, at the same time, be
considered as a metaphor for the electronic, teaching, learning and research
environment [10].

Generating Learning Path is widely explored by many researchers. Different
approaches are applied in this regard. Learning Path Graph [19], Concept Map
[11],[16] and Ontology [14][16] based learning can be categorized under Domain
Modeling. Learning modules sequences are defined in term of competencies in
such a way that sequencing problem can be represented like a classical Con-
straint Satisfaction Problem (CSP) [15]. In that paper constraint are described
as learning resources such as pre-requisite and post requisite of a course. Genetic
programming and Swarm intelligence techniques have applied for constructing
adaptive learning path or solving CSP [12][17][15][23]. Some other approaches are
also used to generate learning path. Statistical methods such as Bayesian prob-
ability theory [13][18] is one of them. Besides, automatic generation of Learning
Path Algorithm [21], Petri Nets Based Approach [20][22] are also used. However
intelligent search algorithm, such as Genetic Algorithm, Particle Swarm Opti-
mization, Ant Colony Optimization etc. are highly computation intensive. These
intelligent algorithms are best suited in NP complete or NP hard problems. Since
the problem of curriculum sequencing or learning path generation is yet to be
proved as a NP complete or NP hard problem, it is expected that efficient meth-
ods to tackle the said problem exists and can be found out. Therefore a method
is needed which will be efficient and at the same time computationally not in-
tensive. In this paper we present such an efficient method to solve the problem
of curriculum sequencing.

This paper presents a system to provide customized learning path for an e-
learner of a virtual university to help them achieve their learning objectives.
In our approach, learners provide some personal choices or preferences to the
system for a semester. Global data source also provides information related to
an existing learner. The system computes Learning Path Indicator depending
on those parameters. Ultimately it finds the recommended learning path for
individual learner by employing the Learning Path Indicator. Rest of the paper
is organized as follows. Section II describes methodology that has been used
to describe the system. Section III proposes the system. Section IV furnishes
implementation details. Finally, Section V concludes the paper.

2 Methodology

The paper presents a system that generates customized learning path for an
e-learner of a virtual university. An e-learner being self-paced lacks human guid-
ance to set his learning path that properly directs him towards the completion
of the course.
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The system considers a virtual university, which offers several courses. Each
course contains different major and minor subjects and a minimum credit value.
Major subjects are those, which are strongly related with the course objective
and have been decided by the administrators of the course. Minor subjects, on
the other hand, may not have any direct relations or associations with the course.
Each subject of a course has a credit value and minimum effort time. There is
a constraint for a learner regarding the earning of credit point. The constraint
demands a minimum credit limit to be earned in the minor subjects and at the
same time at the end of the course total credit must be greater or equal to the
minimum credit required for the course. In the proposed system learner may also
provide his preference list for some selected subjects.

The above stated considerations can be formulated by the following expres-
sions

nmjr+nmnr∑
i=1

Cri ≥ Cgrd (1)

Where,
nmjr = number of major subjects opted by the learner
nmnr = number of minor subjects opted by the learner
cri = credit point associated with each subject si
cgrd = Total credit point required for the whole course

If α and β are the minimum and maximum credit value to be earned by the
major and minor subjects respectively then the expressions (2) and (3) show
that major and minor subjects earn minimum and maximum credit points

nmjr∑
i=1

Cri ≥ α (2)

nmnr∑
i=1

Cri ≥ β (3)

A subject of a course can have one or more prerequisites. It is necessary to clear
all prerequisites of a subject before attempting it or sit for the examinations
by choosing the subject. Now if a subject is a prerequisite for more than one
subjects then by clearing the subject all dependent subjects become available
for attempting. Therefore the numbers of dependent subjects imply that if a
learner clears the subject then that many numbers (pi) of dependent subjects
may become available for the coming semesters.

Estimated effort time (Ti) is the time which is minimum requirement for
general learner and has been set by the administrator. Similarly each subject
has credit value, which has also been set by the administrator.

The proposed system formulates a function f(i) for not cleared subjects that
comprises all three parameters as shown in (4).
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f(i) = pi + Ti + cri (4)

The above said function is applicable to each unclear subject. All the three pa-
rameters initial values are same for all learners and the system here introduces
a learning path indicator (LPI) that is initially populated by the solutions gen-
erated by the function of the expression (4).

There are some other constraints whose value may vary from learner to
learner, i.e. those constraints being different may be learner-specific. A learner
being self-paced may not be able to give time properly or as much required for
getting the required minimum duration. Again a previously attempted subject
may also be in his choice. Moreover a learner may have his own preference list
of subjects.

Learner dependent constraints constitute a fitness function fit(i). According
to the value of fitness function subjects show their appropriateness in the LPI
listing. To compute fitness of a subject the fitness function requires values from
three parameters. First one is affordable time (ti) of a learner. Second param-
eter needs estimation of attempted subject, i.e. if the subject was previously
attempted it gets a weightage in the fitness computation. Similarly if the sub-
ject is in preference list of the learner, it also gets a weightage. To compute these
two values we define two more functions that return values if the subject was
attempted earlier or the subject is in preference list.

fattmpt(i) =

{
0 if it is not attempted
1 if it is attempted

(5)

fpref (i) =

{
0 if it is not in preference list
1 if it is in preference list

(6)

The fitness function is calculated in the following way for subject si:

fit(i) = ti+fatmpt(i)+fpref(i) (7)

The function defined in (7) is calculated in every semester for each learner for
all unclear subjects. Higher value in fitness function indicates that the subject
is more appropriate to choose. Learning Path Indicator (LPI) is a linear combi-
nation of f(i)andfit(i). It act as a controller that illustrates the position of the
subject in the learning path and the calculation of LPI is done according to the
following algorithm with order of complexity O(n):

1: Initialize pi, Ti and Cri for all unclear subjects
2: Repeat
3: calculate f(i) according to (4)
4: compute fatmpt(i) and fpref (i) for the subject according to (5) and (6)
5: Evaluate fitness function fit (i) according to (7)
6: compute LPI(i) := f(i) + fit(i)
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7: i := i + 1
8: Until i = Total Unclear Subjects

LPI(i) is used to generate the possible learning for the learner. According to the
fitness value LPI(i) will be different for each subject si. The fitness value varies
from learner to learner since it is dependent on constraints specific to a learner,
but function f(i) is independent upon a learners choice. Better fitness value
produces larger LPI value. Larger LPI indicates that the subject si associated
with the LPI would be preferred at the top of the learning path, i.e. the learner
will visit that node first.

2.1 Learning Path Generation

In order to select LPI, we adopted Forward Greedy Algorithm. There are two
ways to use this algorithm. If the algorithm is used to improve an arbitrary
prediction method then it is referred to as boosting and if it is applied to select
relevant features then is referred to as forward feature selection[24][25]. Although
a number of variations exist, they all share the basic form of greedily picking
an additional feature at every step to aggressively reduce the squared error.
This particular algorithm performs a full optimization using the selected basis
function at each step, and is often referred to as Orthogonal Matching Pursuit
or OMP. Incorporation of this algorithm helps us to deliver appropriate learning
path.

3 Proposed System

The proposed system works for an individual learner appearing in a certain
semester of course. The system also considers that the learner may not appear
in certain semester or may use the system in every semester. There are two ma-
jor components present in the proposed system: LPI generating component and
Learning Path Generating (LPG) component. Moreover LPI generating compo-
nent has three sub components. The job of those components is to generate LPI
for each subject by incorporating system parameters and user given parameters.
Number of dependent subjects, time required, credit value associated with the
subject, the subject previously attempted or not are treated as system parame-
ters and time affordable, subject in preference list are considered as user given
parameters. Name of sub components are BasicV alueComputer, F itnessV alue
Computer and LPI V alueGenerator. Information related to learner is stored
in a global storage space. Global storage space that means the storage space is
utilized by other departments like placement department, administration depart-
ment etc. for accessing various learners information. Figure 1 represents basic
building block of the system. The details of the components are described in the
following paragraphs.
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3.1 LPI Generating Component

This component accepts different learner specific and system specific parameters
from learner and system respectively and provides output to LPG component.
Here learner specific parameters are those parameters which vary from learner
to learner but can be generated from system according to the System Global
data of a learner. Again learner can also provide values for some parameters.
For example, if a subject is in preference list of a learner then information will
be provided by the learner, but information for previously attempted subjects
will come from system, i.e. from global data store. The details of subcomponents
are as follows.

Fig. 1. Building Blocks of the Proposed System

1. BasicV alueComputer:This component computes the value for function
f(i) for each subject si according to the expression (4). The parameters that
have been used here are system specific. Before generating the value of f(i) it
calculates number of dependent subjects pi for the subject under consideration.
To calculate pi, it needs information for dependent subjects from system global
data source. Similarly to include estimated effort time Ti for the subject and
associated credit value cri for the same ,it requires the same data source. The
system, before starting computation, first checks whether the subject is cleared
or not. The computation is only carried out if the subject is not cleared. For the
beginners thecomputation is done for all the subjects.

2. FitnessV alueComputer: This component finds fitness value for each sub-
ject. It applies expression (7) for computing. It accepts three user specific param-
eters:1) ti , 2) value generating from the expression (6) and 3) value approaching
from expression (7). The parameter ti denotes affordable time for the subject by



132 P. Basu, S. Bhattacharya, and S. Roy

the learner. Expression (6) returns 0 if the subject is not in the preference list
and expression (5) returns 0 if the subject is first time attempted.

3. LPIGenerator: LPI is generated by the basic values and fitness values.
Minimum value that is populated to LPI for each subject is the basic value,
i.e. when learner does not provide any information regarding affordable time or
preference and when the subject is not attempted earlier. The output of LPI
goes to LPG component to formulate learning path for individual learner.

3.2 LPG Component

The LPI generator component generates different indicator values from the func-
tion LPI(i) for each subject si for different unclear subjects. The values of LPI
depend on the learners constraints. For different set of constraints the fitness
value will be different and which in turn, generate results different set of LPI(i)
values. In the LPG component each subject is chosen by applying forward greedy
algorithm on those LPI values to find most suitable solution. The list of subject
is then presented as recommendation to the learners. Since different users have
different set of constraints, the recommendations to be received are different.

4 Experimental Result

The system is developed in J2EE environment. Apache Tomcat is used as virtual
server to simulate web interface and Microsoft Access is used as the database
to store learners information. A JSP page is used to interact with the learners.
A learner accesses the system by providing his or her username and password.
The information is verified by the system. After successful login learner gets a
screen notifying learner details and subject details sections as shown in figure
2. Learner details section includes student id, student name, course name and
semester id for which the learner is currently registered him. Subject details
section includes information about those papers which are already cleared and
information about those papers which are previously attempted.

Next screen is for accepting learners choice (figure 3). It allows a learner to
choose subjects and to provide his affordable time. The list box only shows listing
of unclear subject codes. A javascript code prevents a list box for displaying
subject code(s) which are already selected. Moreover learner also provides his
preference of subjects, if any. The whole information is submitted to the server
and next screen appears to display learning path (figure 4).

The recommendation comes in tabular format. The subjects are listed in an or-
der by maintaining serial numbers. Higher serial number indicates higher prece-
dence. The subjects appear at the top of the list demand priority in clearance
according to our recommendation.



Online Recommendation of Learning Path for an E-Learner 133

Fig. 2. Subject and Learner Information

Fig. 3. Learner Entry Screen
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Fig. 4. Sample of Recommended Path

5 Conclusion

The urgency of virtual education is coming up in a rapid rate as it shows the
prospect of removing the limitation of learning time, and space by providing a
plethora of opportunities. But an online virtual university despite offering vari-
ous courses may lead learners to confront several constraints often resulting in
cognitive overload or disorientation during learning process. Online recommen-
dation of learning path is, therefore a significant issue since any specific learning
path cannot be applied to all the learners as a whole. In this paper we have pre-
sented a system which has recommended a learning path while taking in account
a number of parameters like the learners preference, his previous performance,
requirement of credit points, availability of time etc. The system which we have
developed has pioneered such a learning path which can guide a learner from any
point of the courses. The system is, however, also supported by the experimental
results while manifesting the desired output.
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Abstract. Given a set of sensors in a plane or in higher dimension,
the strong minimum energy topology problem is to assign transmission
range to each of the sensor nodes, so as to minimize the total power
consumption. Here the constraint is that the network must be strongly
connected. This problem is known to be NP-hard. As this problem has lot
of practical application, several approximation algorithms and heuristics
has been proposed. There exist a MST based 2-approximation algorithm
for this problem having running time complexity of O(n2 log n). In this
paper we propose a simple parallel version of the 2-approximation algo-
rithm. We prove that this parallel algorithm is a NC-algorithm and is
also cost optimal for a dense graph. We prove that the algorithm has a
time complexity O(log n) and work complexity O(n2) when the number
of processor used is O(n2).

Keywords: Wireless Sensor Networks, Minimum Spanning Tree,
Approximation algorithm, NC-algorithm, Multihop Packet Radio Net-
work.

1 Introduction

A multi-hop Packet Radio Network is a set of radio stations located on a ge-
ographical region that are able to communicate by transmitting and receiving
radio signals. Its importance has been increased due to the fact that there exist
situations where the installation of the traditional wired network is impossible
and in some cases even if possible but requires high cost. Many application and
important features of wireless sensor networks can be found in an excellent survey
paper [2]. Several variations of routing, broadcasting, and scheduling problem
on radio network are discussed in [1,3,15]. A radio network is a finite collection
of radio stations R located on a geographical area which can communicate be-
tween each other using their transmitting and receiving signal power. The range
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assigned for each radio station r ∈ R is given by range(r), which is a positive
real number. A signal transmitted from source s with power Ps is attenuated by
a factor

Pr =
Ps

dist(s, t)α

where dist(s, t) is the Euclidean distance between the nodes s and t [7], and α
is the distance-power gradient, which may vary from 1 to 6 depending on the
various environmental factor. The message can be correctly decoded only when
Pr ≥ γ. Here constant γ ≥ 1 is the transmission quality parameter. In this paper
we assume the ideal case where α = 2 and γ = 1. A sensor node can communicate
directly with the nodes which are located within its transmission range. It uses
multi-hop communication, to reach nodes outside its transmission range. Here
intermediate nodes are used to relay the transmission until the destination node
is reached.

1.1 Preliminaries and Problem Statement

Let S = s1, s2, . . . , sn be a set of n radio stations placed in a Euclidean plane.
Here d(x, y) is the Euclidean distance from node x to node y. Let R be the range
assignment for the set of nodes in S be written as R = r(s1), r(s2), . . . , r(sn)
where r(si) is the range assigned to the radio station si ∈ S Given a range
assignment R,the following two kinds of graphs are defined.

�
−→
GR = (S,AR) is a directed graph, for range assignment R where the radio
stations present in S represents the vertices and AR represents the edge set,
where ER = {(si, sj)|d(si, sj)2 ≤ r(si)}. In other words, a directed edge
(x, y) indicates that y is within the range of x.

� GR = (S,ER) is a directed graph, for range assignment R where the radio
stations present in S represents the vertices and ER represents the edge set,
where an edge (u, v) ∈ ER iff node u can send date to node v and v can
send to u. i.e. {u, v} ∈ ER ⇐⇒ min {Ru, Rv} ≥ d(u, v)2. In other words
GR contains only bidirectional edges.

The problem of finding a subgraph for a given network communication graph
such that some specific network properties are satisfied is called Topology Control
Problem in wireless sensor networks. The specific network property could be
connectivity, minimum degree, minimum interference etc. The topology control
problem is studied in detail (see [9,15]). One of foremost goals of topology control
problem is to minimize the power consumption of the wireless network. So range
assignment problem falls under the domain of topology control problem.

Depending upon the connectivity predicate the following range assignment
problems are defined [8].

� Simple Connectivity or symmetric all-to-all communication: GR must be
connected.

� Strong Connectivity or all-to-all communication:
−→
GR must be strongly con-

nected.
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� Broadcast or one-to-all communication: Given a source node s ∈ V ,
−→
GR must

contain a directed spanning tree rooted at s.

It may be observed that the above ordering is in the decreasing order of strength.
A range assignment is said to be complete if and only if

−→
GR is strongly con-

nected [12] as explained in strong connectivity predicate above. Bidirectional
edges are preferred in wireless sensor networks mainly because the messages
sent over a link are to be acknowledged [4]. The Strong Minimum Energy Topol-
ogy (SMET) problem is an important topology control problem studied in [4,12]
which follows the simple connectivity predicate defined above. The SMET prob-
lem in wireless sensor networks is to find an assignment of transmit powers to
each sensor node such that the power consumption is minimum and the resulting
topology is connected with only bidirectional links. A MST based heuristic for
this problem is given by Kirousis et al. [12]. Let T be a spanning tree from a
given network communication graph G = (V,E,w), where w is the cost function.
Let PT (v) = max{w(uv)|uv ∈ E(T )} and P (T ) =

∑
v∈V PT (v). Now the SMET

problem reduces to finding MST T of G = (V,E,w) such that P (T ) is minimum.
Chen et al. [4] gave a incremental power greedy heuristic and showed by

simulation that their heuristic outperforms the MST based algorithm. Panda
and Shetty [16] gave a Kruskal-incremental based heuristic and showed that
this heuristic works better compared to both MST based algorithm and Prim-
incremental heuristics.

NC-Algorithm: The class NC is the set of languages decidable in parallel time
T (n, p(n)) = O(logO(1)n) with p(n) = O(nO(1)) processors.

In this paper we give a parallel algorithm to the SMET problem. We have
analyzed our algorithm and found that it is a NC- algorithm. We prove that it is
also cost optimal for a dense graph. The rest of the paper is organized as follows.
In section 2, we propose our parallel algorithm. In Section 3, the complexity
analysis of the algorithm is discussed. Section 4 contains the summary conclusion
and scope for future studies.

2 Algorithm

In this section we propose our parallel algorithm for the SMET problem which
is given in [4]. The FindMax is the main module which computes the maxi-
mum adjacent edge to any given vertex. The corresponding algorithm is given
in Algorithm 2.

2.1 Explanation

Before discussing to the main algorithm let us discuss the FindMax algorithm.
This algorithm takes all the adjacent nodes of a given node u as input and
returns the cost corresponding to the maximum incident edge on node u. Here
we are using the sequence reduction approach [11]. During construction of the
node we take n number of adjacent nodes where n is divisible by two, (if number
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Input : A multi-hop mobile radio network in two or in higher dimension.
Output: A spanning tree having with minimum total energy consumption.

1 for each i = 0 to n− 1 parallel do
2 for each j = 0 to n parallel do
3 Pij = d[i][j]

4 Compute the MST T using parallel approach.
5 for each i = 0 to n− 1 parallel do
6 max = FindMax(i, adj(i))
7 range(i)=max

8 Output PT (v)∀v and P (T )

Algorithm 1: SMET-parallel

Input : A node u and all adj(u)
Output: cost c such that c = max(uv)∀v ∈ adj(u)

1 Initialization :P [1 . . . n] = ∅
2 for each i = 1 to n parallel do
3 Pi = ui

4 for each h = 1 to log n do

5 for each i = 1 to n/2h parallel do
6 Pi = max(P2∗i, P2∗i−1)

7 Output max = P1

Algorithm 2: FindMax(u, adj(u))

P1 P2 P3 P4 Pn−1 Pn

Pn/2P1 P2

P1

P1

Pn/4

Fig. 1. Construction of tree for the FindMax Algorithm
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of adjacent nodes is odd, then we add a dummy node so as to make it divisible
by two). Now assign each of these nodes to processors as shown in Fig 1.

The processor Pi is used to store the distance from the node u to the adjacent
node vi, that is Pi = d(u, vi)∀1 ≤ i ≤ n. The maximum among processors P2i

and P2i−1 for 1 ≤ i ≤ n/2 is computed and stored in the processor Pi in upper
layer. This steps are performed in a hierarchical manner, in every step there is
a reduction of processors by a factor of two. This procedure continues until one
node exists. In the final step the processor P1 holds the maximum element, so
the FindMax method return the value present in the final step at the processor
P1. The Figure 1 captures this idea.

We can clearly see that the FindMax algorithm time complexity is nothing
but the height of the tree (only step 4 is responsible for the time complexity
since step 5 is done in parallel). Let h be the height of the tree, then the time
complexity for this FindMax algorithm is O(h) = O(log n) since we are using
n number of processors.

Now let us go for the main algorithm, this algorithm takes multi-hop mobile
radio networks where nodes are placed either in two or in higher dimension. The
purpose of this algorithm is to assign the range to all the nodes in such a manner
that the network should be fully connected and the energy consumption by this
network should be minimized. In this algorithm we first model the given network
as a complete weighted graph where the vertices represent the sensors and link
uv is present if u and v are within the communication range of each other. From
the steps 1-3 of Algorithm 1 it is clear that the number of processor required is
n2 The Table 1 shows the assignment of distance to the processors.

Table 1. Initialization of the n2 processors

P00 = d[0, 0] P01 = d[0, 1] . . . . . . P0n = d[0, n]

P10 = d[1, 0] P11 = d[1, 1] . . . . . . P1n = d[1, n]

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

Pn0 = d[n, 0] Pn1 = d[n, 1] . . . . . . Pnn = d[n, n]

Here the processor Pij stores the distance between the node i and j that is Pij

= d[i, j] for all i and j between 0 to n. Now find the MST from the given complete
graph using the method given in [5]. The time complexity of this parallel MST
algorithm is O(log n) . After finding the MST, we assign the range to each node
by using the FindMax Algorithm , which returns the maximum distance node
from the given node and we assign that distance as the range of the node. In
similar manner we can assign the range for all the nodes parallel.

3 Analysis of Algorithm

In this section we analyze the time complexity, work complexity and the number
of processor used in our algorithm. Let us calculate the Time complexity first:
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3.1 Time Complexity

In the given Algorithm 1, the steps 1-3 are responsible for constructing a com-
plete graph from the given nodes that is assigning the distance between two
nodes to one processor. The assignment takes O(1) time and all the assignments
are done in parallel. Hence in Algorithm 1 steps 1-3 takes O(1) time. In step 4
we find the MST from the constructed complete graph. Here we use the parallel
approach for finding the MST. It is proved in [5] that the construction of the
MST using parallel approach takes O(log n) time. Hence step 4 takes O(log n)
time. Now in steps 5-7 we find the range for all the nodes using FindMax al-
gorithm. We have already seen that FindMax algorithm returns the range of
a node in O(log n) time. Since all the nodes can call the FindMax in parallel,
the time complexity for the steps 5-7 takes O(log n) time. Hence the total time
complexity of the algorithm is

T (n) = O(1) +O(log n) +O(log n)

T (n) = O(log n)

From above equations it is clear that the total time complexity of Algorithm 1
is O(log n). Since the time complexity is in O(log n) so we can conclude that our
algorithm is a NC-algorithm.

3.2 Work Complexity

In our Algorithm 1, the step 1 has the work complexity O(n), as here the number
of iterations is n. The step 2 also takes O(n) iterations. So the work complexity of
steps 1-3 is O(n2). In step 4 we compute MST using the parallel MST algorithm.
We can find from [5] that the number of operation for parallel MST is O((m +
n)(logn)) for EREW PRAM algorithm where n is the number of vertices in the
graph and m is the number of edges in the given graph. The CRCW PRAM
algorithm has O((m + n) log logn) number of operations. But for dense graph
the number of operation is O(n2) . Now we can easily say that the number of
operation for the Algorithm 2, that is FindMax is O(n). Hence the number of
operations performed in steps 5-7 is O(n2). Now the total number of operations
required for dense graphs is given by :

W (n) = O(n2) +O(n2) +O(n2)

W (n) = O(n2)

We have seen for a dense graph our algorithm is cost optimal since the best
sequential algorithm time complexity till now is O(n2). Hence it is cost optimal
for dense graph.
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3.3 Number of Processor

When we analyze Algorithm 1, we can clearly see that it takes O(n2) number
of processor, as steps 1-3 takes n2 number of processors. For computation of the
MST it takes O(n2) number of processors for a dense graph. And we can see that
the FindMax algorithm takes maximum n number of processors. Hence steps 5-
7 take O(n2) number of processors. Hence the number of processor required for
this algorithm is O(n2).

4 Conclusion and Future Work

In this paper, we proposed the parallel algorithm of the complete range as-
signment problem in two or higher dimension. Here we have proved that our
algorithm is cost optimal as well as a NC-algorithm. The Algorithm 1 is a 2-
approximation algorithm as the corresponding sequential algorithm is proved
to be a 2-approximation algorithm [12]. The algorithm uses O(n2) number of
processors. A further in depth analysis may reduce the number of processor and
can achieve the same NC as well as cost optimal parallel algorithm for the given
problem . There is also a scope to improve the approximation ratio by care-
ful analysis. In this paper we only focus on the two or higher dimension range
assignment problem but parallel algorithm for a one-dimensional linear radio
network where the sensors nodes are located along a straight line can also be
studied.
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Abstract. Node localization in Wireless Sensor Networks has been a crucial 
problem in its domain. It refers to finding the absolute co-ordinates of the nodes 
in a network using some available information. In this paper we present a novel 
approach to solve the localization problem using controlled initial placement of 
nodes followed by conflict minimization. We use the actual location of certain 
nodes in the deployment field (anchor nodes), along with the neighborhood in-
formation of all the nodes to calculate the unknown locations. First we select a 
subset of nodes with healthy no. of anchors in neighborhood. These are then in-
itialized at the mean locations of their neighboring anchors. Finally we apply 
conflict minimization (guided by a cost function) on these initial estimates to 
get their most probable actual locations. The process is executed iteratively, 
with placed nodes being considered as anchor nodes. The proposed scheme is 
tested using simulation on a sensor network of 400 nodes showing that it gives 
accurate and consistent location estimates of the nodes, and mitigates some of 
the basic shortcomings of previous approaches. It has a no. of advantages 
among which scalability, high convergence probability towards solution and 
less time complexity are most notable. 

Keywords: Anchor Nodes, Conflict Minimization, Simulated Annealing, 
Neighborhood Information, Centralized Localization, Distributed Localization, 
Anchor Neighborhood. 

1 Introduction 

The tremendous advances of micro electromechanical systems (MEMS), computing 
and communication technology have favored the emergence of massively distributed, 
wireless sensor networks (WSN) consisting of hundreds and thousands of nodes. Each 
node is able to sense the environment, perform simple computations and communi-
cate with each other or to the central unit. In a practical sensor network, there will be 
a large number of sensor nodes densely deployed at positions which may not be pre-
determined. In most sensor network applications, the information gathered by these 
micro-sensors will be meaningless unless the location from where the information is 
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obtained is known. But to keep track of the location of thousands of nodes is almost 
impractical. Also, we can’t afford to use GPS (Global Positioning System) because of 
high power consumption and other problems like reachability. All these factors make 
automatic localization capabilities highly desirable in sensor networks. Most of the 
localization techniques are centered on the concept of Anchor-nodes or Beacon-nodes 
[1]. These are the nodes in the networks whose absolute positions are known at any 
time (Using GPS kind of technique or its pre-determined). The other nodes use this 
information along with their neighborhood information to locate their own coordi-
nates. 

Since most applications depend on a successful localization, i.e. to compute their 
positions in some fixed coordinate system, it is of great importance to design efficient 
localization algorithms. In large scale ad hoc networks, node localization can assist in 
routing [1]. It can also be used in hospital environments to keep track of equipment, 
patients, doctors and nurses [1]. 

This paper presents a new approach of solving the localization problem by model-
ing it as a constraint based optimization problem. Our work is similar to the line of 
research done on the same problem by using Simulated Annealing technique 
[2][6][10]. We present a distant variant of the aforementioned optimization paradigm 
that has highly satisfactory results, at the same time removing some of the basic prob-
lems of the previous approaches, along with some added advantages. 

The rest of the paper is organized as follows. The section 2 describes the related 
work and a quick overview of our model. Section 3 explains the conflict minimization 
approach used here. Section 4 illustrates the algorithm in details. The rest of the sec-
tion is dedicated to results of the experiments and conclusion of the paper. 

2 Related Work 

The localization problem has been one of the very basic problems in the field of Wire-
less Sensor Networks and is under recent research topics. We can find a survey on the 
existing localization techniques in [1]. The trivial approaches include hyperbolic trila-
teration, triangulation, maximum likelihood estimation etc. [1] where we use the 
known locations of the anchor nodes to locate the unknown points by some geome-
trical analysis. Basically, the research on localization in wireless sensor networks can 
be classified into two broad categories, namely centralized localization and distri-
buted localization. Centralized localization is based on migration of inter-node rang-
ing and connectivity data to a sufficiently powerful central base station and then the 
migration of resulting locations back to respective nodes. The advantage of centra-
lized algorithms are that it eliminates the problem of computation in each node, at the 
same time the limitations lie in the communication cost of moving data back to the 
base station. As representative proposals in this category [5], [6], [7] are explained in 
greater detail.  In [5] the authors present a centralized algorithm called MDS-MAP 
which is one of the most popular ones. In [6] the authors propose an innovative ap-
proach based on Simulated Annealing to localize the sensor nodes in a centralized 
manner. They modeled the placement of the nodes in terms of a cost function. The 
non-anchor nodes are given an arbitrary imaginary location first and then distance 
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mismatches with original distance are removed with the help of cost function minimi-
zation using simulated annealing. But one very dangerous error appeared in their ap-
proach which is known as flip ambiguity as explained in [12] [16]. They also provided 
a method for the removal of flip ambiguity. Other papers like [10] [11] etc. presents 
some refined versions of the simulated annealing approach. Among the other optimi-
zation based approaches, authors in [13] approached the problem using convex opti-
mization based on semi-definite programming. The connectivity of the network was 
represented as a set of convex localizing constraints for the optimization problem. 
Ref. [14] extended this technique by taking the non-convex inequality constraints and 
relaxed the problem to a semi-definite program. Tzu-Chen Liang improved the me-
thod described in [14] further by using a gradient-based local search method [15].  

On the other hand, Beacon-based distributed algorithms, Relaxation-based distri-
buted algorithms [3] [4], Coordinate system stitching based distributed algorithms [8] 
[9] are some of the most popular distributed approaches. In case of this approach, 
all the computational part is performed in the nodes itself which naturally increases 
the overhead on the nodes. It may be observed that most of the successful algorithms 
of this problem are basically distance based approaches where each non-anchor node 
has to know the distance from its neighbors. Here we define the neighborhood in 
terms of the transmission range R. The neighborhood information we are talking 
about is nothing but the true distances between the nodes which can be obtained by 
using any of the available techniques like Received Signal Strength Indicator (RSSI), 
Time based methods (ToA, TDoA), Angle-of-Arrival (AoA) etc. as discussed in [1]. 
This neighborhood information is the heart of the localization algorithms. 

Simulated Annealing has been applied in many of the centralized algorithms. The 
idea of applying this technique in sensor localization problem for the first time was 
introduced in [6] and due to its desirable results in comparison with other centralized 
techniques, it was more acceptable. Despite its advantages over other solutions, there 
are some disadvantages. The most important disadvantage of this algorithm is the 
time-consuming calculations that grow with the size of network and consequently the 
localization process takes more time as well. Another disadvantage that we found was 
that it eliminated some of the nodes in the field as non-localizable because of the ab-
sence of sufficient anchor nodes in their neighborhood. Moreover, if we use random 
initial placement like the one used in [6] and other related publications, there is a 
certain probability that the algorithm will never converge to a solution. 

In our paper, we present an architecture based on the optimization modeling. We 
start with a no. of nodes with some as initial anchor nodes (whose real coordinates 
are known beforehand). Then we prepare the neighborhood information of all the 
nodes with the help of the distance measuring techniques mentioned above. Initially, 
we find out the anchor neighborhood (no. of anchors present in the neighborhood) 
of all the non-anchor nodes. Then we select out the nodes with anchor neighborhood 
greater than a certain threshold. Those nodes are then placed in some hypothetical 
locations determined by the taking mean of the neighboring anchor locations. This 
controlled initial placement helps in ensuring the convergence of the algorithm  
within a very small no. of iterations. Those selected nodes form the list of nodes to be 
processed in the current pass (called select nodes). Then we use a conflict  
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minimization approach similar to simulated annealing to determine the position of the 
selected non-anchor nodes. Starting with a list of initial anchor nodes, we gradually 
add the newly placed nodes to this list and repeat the process for the rest of the nodes. 
Thus we can even reach the nodes which are not in the neighborhood of any of the 
initial anchor nodes which is the main flavor of our approach. Finally we achieve a 
configuration which almost correctly mimics the true positions of the nodes. The main 
advantages of our approach over already implemented approaches are… 

• Time complexity is less than that of simulated annealing based techniques. 
• The approach is highly scalable because it uses one by one processing of the nodes 

while placing unlike a whole board approach of simulated annealing. 
• No node needs to be eliminated before processing as non-localizable nodes be-

cause of the iterative update of the anchor nodes’ list. This was a severe drawback 
that we observed in one of the similar earlier approach reported in [6]. 

• Controlled initial placement of the nodes helps in ensuring the convergence of the 
algorithm. 

Since the algorithm is centralized, it enjoys the access to estimated locations and 
neighborhood information of all localizable nodes in the system. 

3 Localization Based on Conflict Minimization 

The conflict minimization using randomized search is a very effective and emerging 
methodology for solving the constraint based optimization problems. It has been ap-
plied in many fields where the problems may be modeled in an optimization platform. 
One good example of using conflict minimization in solving constraint based optimi-
zation can be found in [17] where the authors use it to solve the famous N-Queens 
problem. The idea is to start at an initial configuration of the problem and randomly 
perturbing the configuration to achieve local or global minima of the associated cost 
function. The cost function here means the condition depending on which we will be 
gradually moving towards the solution. The conflict minimization is very much effec-
tive in the problems where an exhaustive parsing through the solution space is either 
intractable or infeasible, both in terms of memory and space. It differs from normal 
gradient based search in the way it used randomization concept. This technique out-
paces the performance of other related methods like simulated annealing, especially 
with regard to scalability. 

The theory of conflict minimization can be well applied to the problem of node lo-
calization. We first define a cost function that depends on the neighborhood informa-
tion of each node. The neighborhood information here is the distances between the 
nodes as stated already. Then we start with an initial configuration of the nodes (in a 
controlled manner as described above) and try to perturb the configuration randomly 
by processing each of the unplaced nodes at a time. We move in the direction of the 
decreasing cost function up to a certain no. of iterations and finally settle the node in a 
position with minimum cost. We also use an iterative anchor nodes update policy that 
helps to position the non-anchor nodes that are not in direct contact of the initial anc-
hor nodes. 
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Let us consider a sensor network of total n nodes, m anchor nodes with known lo-
cations and n-m non-anchor nodes with unknown locations. For simplicity, let the 
nodes lie on a plane such that node i has location (xi, yi). All the nodes have the abili-
ty to measure the distances between them and their one hop neighbors which may be 
used to find out the actual cost adjacency matrix of the nodes (measured distances,). 
This matrix is the only information that we have along with coordinates of the anchor 
nodes, which acts as the neighboring information. Again for a particular placement of 
the nodes in the board, we will have another cost adjacency matrix calculated from 
those estimated coordinates (estimated distances). These two distances may be used to 
formulate a cost function [6] to use with the localization problem. The cost function is 
given below in (1). 

 
Cost Function, CF= ∑ ∑                                    (1) 

 
Where Ni is the set of all the anchor nodes present in the neighborhood of the node i, 
dij is the measured distance between node i and j, and Dij=  is 
the estimated distance based on the current estimated coordinates of the nodes i and j, 
i.e. ( ,  , ). Here in the case of estimated distance, , ) always corres-
ponds to some anchor node and hence its values are accurately known. The cost func-
tion (1) provides a quantitative measure of the goodness of a coordinate estimate. Our 
aim is to process node by node for all the non-anchor nodes and find the local minima 
of the cost function for each using the conflict minimization scheme described above. 
We save the location estimate giving the minimal value of the cost function in each 
case as the final location of that node. 

4 The Algorithm 

In an abstract view, the algorithm may be divided into two subroutines, which are 
called from a main program to get the results. They are described below: 

4.1 Subroutine 1: makeNextInitialConfig(): 

Below we describe the first subroutine named makeNextInitialConfig(). The data 
structure finalLocs contains the locations of the placed nodes. Initially it contains the 
locations of the anchor nodes and all other nodes are set to zero. tempAnchor is the 
list containing the anchor nodes at a particular pass. It is initialized with initial anchor 
nodes and keeps on growing as new locations are determined. The output initialCon-
fig contains the initial placement of the selected nodes as calculated by the algorithm. 
The program basically find out the anchor neighborhood rich points and places them 
in somewhat nearby positions (i.e. the estimated locations) to their actual locations so 
that the next phase of the algorithm can correct the remaining ambiguity of place-
ment. 
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FUNCTION makeNextInitialConfig () 
 
INPUTS: finalLocs, tempAnchor, neighbours, size, thresh 
old 
OUTPUTS: selNodes, initialConfig 
 
FOR I = 1: size 
 
IF (node i is anchor node) 
CONTINUE; 
ELSE 
Find the number of anchor nodes present in the neighbor-
hood of i(anchor neighborhood) 
END IF 
 
Enter nodes i into the list selNodes if it’s anchor 
neighborhood is greater than threshold. 
END FOR 
 
IF (selNodes is empty) 
Reduce the threshold by one and make a recursive call. 
END IF 
 
Initialize the initialConfig to all zeros. 
Copy the anchor locations to the initialConfig from fi-
nalLocs. 
 
FOR i=1: size 
 
IF (node i is in the selNodes) 
 
Find out the coordinates of the anchor points in its 
neighborhood. 
 
Select a fix no. of anchors among them so that the list 
contains maximum possible initial anchor nodes. (The list 
is called anchorSubset) 
 
Estimate the location of node i by averaging the coordi-
nates of the selected anchor nodes. 
 
Enter the estimated location to initialConfig. 
END IF 
END FOR 
END FUNCTION 
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4.2 Subroutine 2: conflictMinimised(): 

In this section, we describe the pseudo code of the second subroutine. This calculates 
the final estimates of the location of the non-anchor nodes. It processes each node in 
the selNodes data structure and finds the probable estimate of their true location using 
the conflict minimization approach. Starting from the initial placement of the node, it 
successively disturbs its location in random directions to see whether any improve-
ment in the cost function is attained. Finally it settles down to a coordinate estimate 
which gives the minimum local value of the cost function (CF) within P iterations. 
Finally it stores the newly calculated location into the finalLocs data structure.  The 
matrix named costAdjacencyMat is the neighborhood distance containing matrix (ac-
tual distances calculated using distance measuring techniques). During the process we 
keep on decrementing the value of D so as to increase the probability of converging 
into the solution. 

FUNCTION conflictMinimised() 
 
INPUTS: costAdjacencyMat, initialConfig, D, beta,P,size, 
neighbours, tempAnchor, selNodes, finalLocs 
OUTPUTS: finalLocs 
 
SET Cost Function (CFold) =INFINITY; 
 
FOR each node in the selNodes 
 
SET D to initial value. 
 
FOR I = 1: P 
 
Perturb the estimated location of the node (as found in 
initialConfig) in any random direction within a range of 
D. 
Calculate the cost function (CF) for the new estimated 
location with respect to a subset of neighboring anchors 
(same anchorSubset that was calculated during the initial 
placement in the first subroutine.). 
 
IF (CFnew <= CFold) 
 
Keep the current perturbation. 
CFold = CFnew; 
D = beta*D; 
 
ELSE 
Revert the changes. 
END IF 
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END FOR 
Update the locations of the just processed node in the 
matrix finalLocs. 
 
END FOR 
END FUNCTION 

Finally, we combine the above two subroutines as shown below in the main program. 
After the execution of main (), we find the finalLocs containing all the estimated loca-
tions of the nodes, which is the required output of the whole algorithm. The success of 
the algorithm lies centrally in the idea of controlled initial placement of the nodes, 
unlike the haphazard random initialization of the previous approaches. Though some 
of the authors like [10] used controlled trilateration based initial placement, it was 
computationally expensive because it needed rigorous floating point calculations in-
volving square and square root finding.  In our simple averaging concept, those dis-
advantages are almost eliminated. 

FUNCTION main () 
WHILE (All the nodes are not anchor nodes) 
 
Calculate the neighborhood of the nodes from the cost ad-
jacency matrices determined through distance measuring 
techniques. (The transmission range R specifies the 
neighborhood)  
 
CALL makeNextInitialConfig(); 
CALL conflictMinimised(); 
 
Append the selNodes of the current pass to the tempAnchor 
list. 
 
END WHILE 
END FUNCTION 

5 Experiments and Simulation Results 

In order to evaluate the performance of the proposed algorithm, we simulated the 
various phases of the approach in MATLAB. A sensor network of total 400 nodes 
was created by deploying the nodes randomly in a 100 by 100squareregion. Among 
them we selected out 10% and 15% anchor nodes randomly for our experiments. The 
values of P, beta and D are set to 100, 0.85 and 2 respectively as they are found to 
give optimal results using extensive experimentation. The most important factor that 
has a direct impact on the final results is the transmission range R of the nodes which 
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defines the neighborhood of a node. This affects the anchor neighborhood of the 
nodes in different passes. Below we show the final placement scenario of the nodes 
for 10% and 15% anchors in Fig. 1 and Fig. 2 respectively. We measure the perfor-
mance of the algorithm in terms of the error function as defined in many literature like 
[6][10] etc. The measure is defined as… 

 

Location Error =
 ∑ %                                (2) 

 
Where ‘n’ is the total number of nodes taken into consideration and R is the transmis-
sion range of each node. Here ( , ) is the estimated location of sensor node and 
( , ) is the true location of sensor node. The error value is reported in percentage, 
normalized by the transmission range. 

We show below the plot of the error values with respect to the transmission range 
R for the two cases of 10% and 15% anchor points in Fig. 3. We also show a compar-
ison of the location errors with the previous results obtained by using a modified si-
mulated annealing technique described in [10]. We can see that the error decreases to 
a much greater extent in case of 15% anchors. Thus we have got almost comparable 
results with the previous researchers by using a technique that eliminates many exist-
ing shortcomings. 

 

 

Fig. 1. Placement of the nodes with 10% anchors and R=20 
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Fig. 2. Placement of the nodes with 15% anchors and R=20 

 

Fig. 3. Comparison of performances 

6 Conclusions and Future Work 

In this paper we have presented a conflict minimization based approach to find out the 
location of the non-anchor nodes distributed in an application field. Using the neigh-
borhood information, i.e. the actual cost adjacency matrix calculated by using the 
distance measuring techniques, we successively find out the locations of the unknown 
nodes and make them anchor nodes. While dealing with a non-anchor node, we  
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calculate the anchor neighborhood of the node. If the anchor neighborhood is greater 
than a particular threshold, then it’s selected for processing. We find a fix no. of anc-
hors that are present in the neighborhood of that node (anchorSubset) and use them to 
estimate an initial location of the node. Then, using the above mentioned neighbor-
hood information; we apply the conflict minimization algorithm to find the true esti-
mate of the node. The main advantage of the algorithm is that it does the processing 
of the nodes one by one which makes it highly scalable and the performance becomes 
independent on the no. of nodes. However increasing the initial no. of anchor nodes 
boosts up the accuracy to a certain extent. Another important advantage that we have 
here is that our algorithm has an extremely low probability of getting diverged from 
the solution because of the controlled initial placement of the nodes unlike the pre-
vious simulated annealing based approaches. This also helps reducing the processing 
time. 

One possible shortcoming of the approach is that if the no. of initial anchor points 
is extremely small or clustered into a very narrow region, then the cumulative propa-
gated error may be high. This problem can be eliminated by ensuring a somewhat 
uniformly distributed anchor nodes. Moreover, the problem of flip-ambiguity [12] 
[16] is another area of concern that should be taken into consideration. Although in 
our experiments we did not encounter any instance of flip-ambiguity, the theoretical 
possibility has not been totally eliminated. These issues may be taken into considera-
tion in further studies. 
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Abstract. In this paper, we extend recent works on concrete and ab-
stract semantics of structured query languages by considering recursive
queries too. We show that combining abstraction of data and widen-
ing operators that guarantee the convergence of the computation may
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1 Introduction

Abstract Interpretation [9] is a general theory for designing approximate seman-
tics of programs which can be used to gather information about programs in
order to provide sound answers to questions about their run-time behaviors.

Although the Abstract Interpretation is routinely used to cope with infinite
state systems, it can effectively be applied to database systems which are in
general finite [13,14]. In fact, due to exponentially increasing amount of data,
the database systems are facing serious challenges while managing, processing,
analyzing, or understanding large volume of data in restricted environments. As a
result, performance of the systems in terms of optimization issues are really under
big threat. The Abstract Interpretation formulation of database systems serves as
a formal foundation of many interesting real-life applications, for instance, (i) to
address security properties, like watermarking and access control [11,15]; (ii) to
provide a novel cooperative query answering schema [12]; (iii) to serve as static
analysis framework for transactions to optimize integrity constraint checking
[14]; (iv) to perform abstract slicing of applications accessing or manipulating
databases [16], etc. In this paper, we address a challenging feature of database
query languages: the treatment of recursive queries.

Recursive queries have been introduced into the SQL languages according
to ANSI SQL-99 standard in order to facilitate the access of hierarchical data,
leading to more elegant and better performing applications [21]. This can be
implemented by defining either a Recursive Common Table Expression (RCTE)
or a Recursive View. For instance, given an initial table “flight” containing
direct flight information, the following recursive query uses recursive common
table expression “destinations” and returns all the destinations reachable from
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“Marcopolo (VCE)” along with the number of connections (including the direct
ones from “flight”) and total cost to arrive at that final destination:

WITH destinations (departure, arrival, connects, cost ) AS (

% anchor member. . . . . .

SELECT f.departure,f.arrival, 0, ticket

FROM flights f WHERE f.departure = ‘Marcopolo (VCE)’

UNION ALL

% recursive member. . . . . .

SELECT r.departure, b.arrival, r.connects + 1, r.cost + b.ticket

FROM destinations r, flights b WHERE r.arrival = b.departure)

SELECT DISTINCT departure, arrival, connects, cost FROM destinations;

Observe that the anchor member of the query is an initialization full-select that
seeds the recursion, whereas the recursive member is an iterative full-select that
contains a direct reference to itself in the FROM clause. Examples of some appli-
cations where recursive queries play important roles, are bill-of-material, reser-
vation, trip planner, networking planning system, etc.

Over last four decades, relational algebra and relational calculus by E. F. Codd
[6,7] are extensively used as a formal semantic description of query languages
for relational databases. However, these models do not support the semantics of
recursive queries. Later, Aho and Ulman [2] increased the expressive power of
relational query languages by introducing least fix-point operator for recursive
queries. Various proposals focussing on optimization of recursive queries can be
found in [1,4,5,19,20].

The size and nature of database content may affect recursive query executions:
for instance, a cyclic nature of data in a database may put any recursive query
computation into an infinite loop. Therefore, when issuing recursive queries, it is
important to the database-users to fully understand database schema and under-
lying database content, and to formulate recursive queries accordingly in order
to avoid the possible errors which may occur during execution. For instance, if
a user wants the infinite cycle to stop, she can specify the NOCYCLE keyword on
the CONNECT BY clause (so that no error is issued for cyclic data) or can specify
a limit on the number of iterations that a recursive query is allowed to perform.

To remedy such shortcomings and to enhance the efficiency and effectiveness
of the information retrieval system, in this paper we extend our previous works
on concrete and abstract semantics of database query languages [14] to the case
of recursive queries too. In particular,

– We define an overapproximation of the fix-point semantics of recursive queries
that replaces the possibly infinite number of concrete program executions,
which might not be fully computed in practice, by an abstract execution
that is guaranteed to be executable.
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– We show that through a suitable choice of a widening operator [8,10], an
abstract computation of recursive queries can lead to effective results, by
enforcing and accelerating the convergence of fixpoint computations.

The structure of the paper is organized as follows: Section 2 illustrates a mo-
tivating example. Section 3 recalls some basics on fix-point trace semantics of
programs. Section 4 describes the concrete and abstract semantics of programs
embedding SQL statements that cover recursive queries too. In section 5, we de-
fine a widening operator for abstract databases that guarantees the convergence
of abstract fixpoint computations. Finally, in section 6, we conclude our work.

2 A Motivating Example

Consider a database containing flight information depicted in Table 1. Recall

Table 1. Database “flight”

flight no. source destination cost ($)
F001 Fiumicino (FCO) Zurich (ZRH) 410.57
F002 Marcopolo (VCE) Orly (ORY) 325.30
F003 Orly (ORY) Zurich (ZRH) 200.00
F004 Orly (ORY) Fiumicino (FCO) 428.28
F005 Zurich (ZRH) Marcopolo (VCE) 250.15

the recursive query mentioned in the introduction part that returns all the flight
destinations reachable from “Marcopolo (VCE)” along with the number of con-
nections and total cost to arrive at that final destination. The anchor member
of the query returns the base result set that contains initial destinations having
direct flight from “Marcopolo (VCE)” as shown below:

departure arrival connects cost
Marcopolo (VCE) Orly (ORY) 0 325.30

In the first iteration the recursive member adds the following result set:

departure arrival connects cost
Marcopolo (VCE) Zurich (ZRH) 1 525.30
Marcopolo (VCE) Fiumicino (FCO) 1 753.58

Continuing this way, after only three iterations, the result set returned by the
running query is:

departure arrival connects cost
Marcopolo (VCE) Orly (ORY) 0 325.30
Marcopolo (VCE) Zurich (ZRH) 1 525.30
Marcopolo (VCE) Fiumicino (FCO) 1 753.58
Marcopolo (VCE) Marcopolo (VCE) 2 775.45
Marcopolo (VCE) Madrid-Barajas (MAD) 2 1164.15
Marcopolo (VCE) Orly (ORY) 3 1100.75
Marcopolo (VCE) Marcopolo (VCE) 3 1414.30

Observe that several pairs (departure, arrival) are repeated with different con-
nectivity and cost. The recursive computation is, therefore, infinite due to the
cyclic nature of the data in the database and can never reach to a fixpoint.



160 A. Cortesi and R. Halder

This yields the system to fail the execution and generates an “error” or “warn-
ing” message without providing any result to the end users, which might be
interested only on the reachability between two airports on minimum number of
connections and on the best price.

As a way to overcome such situation, in section 5 we will describe how to
use an abstract version of this computation and how to get a computable sound
overapproximation of all the concrete tuples generated by the concrete recursive
query through a suitable widening operator.

3 Preliminaries

A fix-point of a function f ∈ D → D is an element x ∈ D such that f(x) = x.
If f is defined over a partial order 〈D,�〉, then the least fix-point lfpf of f is
the unique x ∈ D such that f(x) = x and ∀y ∈ D. y = f(y) =⇒ x � y.
Given a function f defined over a poset 〈D,�〉 and an element z ∈ D, we denote
with lfp�

z f , the least fix-point of f w.r.t. the order � larger than z, if it exists.
Sometimes, when the order and the element are clear from the context, we will
simply write lfpf . The dual notion is that of greatest fix-point gfpf .

Theorem 1 (Tarski’s fixpoint Theorem [3]). Let 〈D,�,⊥,�,�,�〉 be a
complete lattice. Let f ∈ D → D be a monotonic function. Then the set L = {x ∈
D | f(x) = x} is a non-empty complete lattice w.r.t the order � with infimum
lfp f = �{x ∈ D | f(x) � x} and supremum gfp f = �{x ∈ D | f(x) � x}.

3.1 Traces

Program executions are recorded in finite or infinite sequences of states, called
traces, over a given set of commands. Given a (possibly infinite) set Σ of states,
we consider the following sets:

τn = [0, n− 1] �→ Σ is the set of finite sequences σ = σ0 . . . σn−1 of

length |σ| = n ∈ N over Σ.

τ+ =
⋃
n>0

τn is the set of non-empty finite sequences over Σ.

τ∗ = τ+ ∪ {ε} is the set of finite sequences over Σ where {ε}
is an empty sequence.

τω = N �→ Σ is the set of infinite sequences σ = σ0 . . . σn . . .

of length |σ| = ω.

τ∞ = τ+ ∪ τω is the set of non-empty sequences over Σ.

τ∝ = τ∞ ∪ {ε} is the set of all sequences over Σ.

The semantics of a program P can be expressed by a fixpoint operator as follows:
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Theorem 2 (Fixpoint partial trace semantics [18]). Let Σ be a set of

states,
P−→⊆ Σ×Σ be the transition relation associated with a program P , I0 ⊆ Σ

be a set of initial states and F ∈ ℘(Σ) �→ ℘(τ∗) �→ ℘(τ∗) be

F(I) = λX.I ∪ {σ0 → . . . σn → σn+1 | σ0 → . . . σn ∈ X, σn
P−→ σn+1}.

Then, the partial trace semantics of P, T [[P ]] ∈ ℘(Σ) �→ ℘(τ∗) is

T [[P ]](I0) = lfp⊆∅ F(I0) =
⋃
i≤ω

F i(I0)

4 Programs Embedding SQL Statements

In this section, we recall some basics of [14], where we introduced a concrete and
abstract semantics of database query languages, and we extend it to consider
also recursive queries.

An application embedding SQL statements basically interacts with two worlds:
user world and database world. Corresponding to these two worlds there exist
two sets of variables: database variables Vd and application variables Va. Vari-
ables from Vd are involved only in the SQL statements, whereas variables in Va

may occur in all types of instructions of the application. Any SQL statement Q
is denoted by a tuple Q = 〈A, φ〉 where A and φ refer to action part and pre-
condition part of Q respectively. A SQL statement Q first identifies an active
data set from the database using the pre-condition φ, and then performs the ap-
propriate operations on that data set using the SQL action A. The pre-condition
φ appears in SQL statements as a well-formed formula in first-order logic. Table
2 depicts the syntactic sets and the abstract syntax of programs embedding SQL
statements. For more details, the reader may refer to [13,14].

4.1 Program Environments

The SQL embedded program P acts on a set of constants const(P ) ∈ ℘(C) and
set of variables var(P ) ∈ ℘(V), where V � Vd ∪Va. These variables take their
values from semantic domain D�, where D� = {D∪ {�}} and � represents the
undefined value.

Now we define two environments Ed and Ea corresponding to the database
and application variable sets Vd and Va respectively.

Definition 1 (Application Environment). An application environment ρa ∈
Ea maps a variable v ∈ dom(ρa) ⊆ Va to its value ρa(v). So, Ea � Va �−→ D�.

Definition 2 (Database Environment). We consider a database as a set of
indexed tables {ti | i ∈ Ix} for a given set of indexes Ix. We define database
environment by a function ρd whose domain is Ix, such that for i ∈ Ix, ρd(i) =
ti.
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Table 2. Abstract Syntax of programs embedding SQL statements

Syntactic Sets:

n : Z (Integer) b : B (Boolean Expressions)
k : S (String) A : A (Action)
c : C (Constants) τ : T (Terms)
va : Va (Application Variables) af : Af (Atomic Formulas)
vd : Vd (Database Variables) φ : W (Pre-condition)

v : V � Vd ∪ Va (Variables) Q : Q (SQL statements)
e : E (Arithmetic Expressions) I : I (Program statements)

Abstract Syntax:

c ::= n | k
e ::= c | vd | va | opu e | e1 opb e2, where opu ∈ {+,−} and opb ∈ {+,−, ∗, /, . . . ...}
b ::= e1 opr e2|¬b|b1 ∨ b2|b1 ∧ b2|true|false, where opr ∈ {=,≥,≤, <,>, �=, . . . }
τ ::= c | va | vd | fn(τ1, τ2, ..., τn), where fn is an n-ary function.
af ::= Rn(τ1, τ2, ..., τn) | τ1 = τ2, where Rn(τ1, τ2, ..., τn) ∈ {true, false}
φ ::= af | ¬φ1 | φ1 ∨ φ2 | φ1 ∧ φ2 | ∀xi φ | ∃xi φ
g(e) ::= GROUP BY(e) | id
r ::= DISTINCT | ALL
s ::= AVG | SUM | MAX | MIN | COUNT
h(e) ::= s ◦ r(e) | DISTINCT(e) | id
h(∗) ::= COUNT(*)
h(x) ::= 〈h1(x1), ..., hn(xn)〉, where h = 〈h1, ..., hn〉 and x = 〈x1, ..., xn〉
f(e) ::= ORDER BY ASC(e) | ORDER BY DESC(e) | id
A ::= select(va, f(e′), r(h(x)), φ, g(e)) | update(vd, e) | insert(vd, e) | delete(vd)
Q ::= 〈A, φ〉 | Q′ UNION Q′′ | Q′ INTERSECT Q′′ | Q′ MINUS Q′′

I ::= skip | va := e | va :=? | Q | if b then I1 else I2 | while b do I | I1; I2

Definition 3 (Table Environment). Given a database environment ρd and a
table t ∈ d. We define attr(t) = {a1, a2, ..., ak}. So, t ⊆ D1×D2×....×Dk where,
ai is the attribute corresponding to the typed domain Di . A table environment
ρt for a table t is defined as a function such that for any attribute ai ∈ attr(t),

ρt(ai) = 〈πi(lj) | lj ∈ t〉

Where π is the projection operator, i.e. πi(lj) is the ith element of the lj-th row.
In other words, ρt maps ai to the ordered set of values over the rows of the table
t.

4.2 Small-Steps Operational Semantics of Programs Embedding
SQL

Let Σ be a set of states defined by Σ � Ed × Ea, where Ed and Ea denote
the set of all database environments and the set of all application environments
respectively. That is, a state σ ∈ Σ is denoted by a tuple 〈ρd, ρa〉 where ρd ∈
Ed and ρa ∈ Ea are the database environment and application environment
respectively. The set of states of P is, thus, defined as Σ[[P ]] � Ed[[P ]] × Ea[[P ]]
where Ed[[P ]] and Ea[[P ]] are the set of database and application environments
of the program P whose domain is the set of program variables.

The transition relation S ∈ (I × Σ) �→ ℘(Σ) specifies which successor states
〈ρ′d, ρ′a〉 ∈ Σ can follow when a statement I ∈ I executes on state 〈ρd, ρa〉 ∈ Σ.
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Therefore, the transitional semantics S[[P ]] ∈ (P × Σ[[P ]]) �→ ℘(Σ[[P ]]) of a
program P ∈ P restricts the transition relation to program instructions, i.e.

S[[P ]](〈ρd, ρa〉) = {〈ρ′d, ρ′a〉 | 〈ρd, ρa〉, 〈ρ′d, ρ′a〉 ∈ Σ[[P ]] ∧ 〈ρ′d, ρ′a〉 ∈ S[[I ]](ρd, ρa) ∧ I ∈ P}

4.3 Partial Trace Semantics of Programs Embedding SQL

Let us consider a set of states in the form of ΣL = L × Σ where L is the set of
labels. Let I0 = {(l0, ρ0) | ρ0 = 〈ρd, ρa〉 ∈ Σ[[P ]]} ⊆ ΣL[[P ]] be the set of initial
states of P where l0 is the entry label of P . According to Theorem 2, the partial
trace semantics of P can be defined as

T [[P ]](I0) = lfp⊆
∅ F(I0) =

⋃
i≤ω

F i(I0)

where

F(I) = λT . I ∪ {(l0, ρ0) → . . . (ln, ρn) → (ln+1, ρn+1) | (l0, ρ0) → . . . (ln, ρn) ∈ T
∧ln = L[[I]] ∧ ρn+1 ∈ S[[I]](ρn) ∧ ln+1 ∈ succ(ln)}

and the function succ(l) returns the set of program labels which are successors
of l.

Partial Trace Semantics of Recursive Queries. Let us now turn our atten-
tion to recursive queries. Let Q = 〈l0Qa,

l1 Qr〉 be a recursive query where l0Qa

and l1Qr denote the anchor member and the recursive member in Q at program
labels l0 and l1 respectively. Suppose I0 = {〈l0, ρ0〉 | ρ0 = 〈ρd, ρa〉 ∈ Σ[[Q]]} is
the set of initial states of Q such that the recursive common table expression is
∅. Let S[[Qa]](〈l0, ρ0〉) = 〈l1, ρ1〉. By specializing the definition above, the partial
trace semantics of Q can be defined by

T [[Q]](I0) = lfp⊆∅ F(I0) =
⋃
i≤ω

F i(I0)

where

F(I) = λT . I ∪ {(l0, ρ0) → (l1, ρ1) → . . . (l1, ρn) → (l1, ρn+1) |
((l0, ρ0) → (l1, ρ1) → . . . (l1, ρn)) ∈ T ∧ ρn+1 ∈ S[[Qr]](ρn)}

Approximation of Fix-Point Semantics. As stated in [10], when considering
an abstraction of the semantic domain, an overapproximation of the fix-point
semantics depicted so far can be efficiently computed.

Let D be the semantic domain. Let lfp⊥F where F ∈ D �→ D be the semantics

of a given program P . Assume the Galois Connection 〈(D,F ,⊥), α, γ, (D̃, F̃ , ⊥̃)〉
where α and γ are abstraction and concretization functions respectively, such
that lfp⊥̃(F̃) is not computable iteratively in finitely many steps. Suppose Ã is

an upper approximation of lfp⊥̃(F̃) which is effectively computed using widen-

ing [8,10]. Since lfp⊥F � lfp⊥̃(F̃) and lfp⊥̃(F̃) � Ã, so by monotonicity and

transitivity, we get lfp⊥F � Ã.
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4.4 Lifting the Semantics to Abstract Domains

We lift the concrete semantics of programs embedding SQL statements to an
abstract setting by introducing the notion of abstract databases in which some
information are disregarded and concrete values are possibly represented by suit-
able abstractions.

Definition 4 (Abstract Databases). Let dB be a database. A database d̃B =
α(dB) where α is the abstraction function, is said to be an abstract version of
dB if there exist a representation function γ, called concretization function such

that for all tuple 〈x1, x2, . . . , xn〉 ∈ dB there exist a tuple 〈ỹ1, ỹ2, . . . , ỹn〉 ∈ d̃B
such that ∀i ∈ [1 . . . n] (xi ∈ id(ỹi) ∨ xi ∈ γ(ỹi)), where id represents identity
function.

Example 1. Consider the table “emp” depicted in Table 3 that provides informa-
tion about employees of a company. We assume that ages, salaries, and number
of children of employees lie between 5 to 100, between 500 to 10000 and be-
tween 0 to 10 respectively. Considering an abstraction where ages and salaries
of employees are abstracted by elements from the domain of intervals, and num-
ber of children in the attribute ‘Child-no’ are abstracted by abstract values
from the abstract domain Dabs

Child−no={⊥, Zero, Few, Medium, Many, �} where
� represents “any” and ⊥ represents “undefined”. The abstract table “ẽmp”
corresponding to “emp” w.r.t. these abstractions is shown in Table 4. The

Table 3. Employee table “emp”

eID Name Age Dno Pno Sal Child − no
1 Matteo 30 2 1 2000 4
2 Alice 22 1 2 1500 2
3 Joy 50 2 3 2300 3
4 luca 10 1 2 1700 1
5 Deba 40 3 4 3000 5
6 Andrea 70 1 2 1900 2
7 Alberto 18 3 4 800 1
8 Bob 14 2 3 4000 3

Table 4. Abstract table “ẽmp” corresponding to “emp”

ẽID Ñame Ãge D̃no P̃no S̃al ˜Child − no
1 Matteo [25,59] 2 1 [1500,2499] Medium
2 Alice [12,24] 1 2 [1500,2499] Few
3 Joy [25,59] 2 3 [1500,2499] Medium
4 luca [5,11] 1 2 [1500,2499] Few
5 Deba [25,59] 3 4 [2500,10000] Many
6 Andrea [60,100] 1 2 [1500,2499] Few
7 Alberto [12,24] 3 4 [500,1499] Few
8 Bob [12,24] 2 3 [2500,10000] Medium

correspondence between concrete and abstract values of the attribute, for in-
stance ‘Child-no’ can be formally expressed by the abstraction and concretiza-
tion functions αchild−no and γchild−no respectively as follows:
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αchild−no(X) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⊥ if X = ∅
Zero if X = {0}
Few if ∀x ∈ X : 1 ≤ x ≤ 2

Medium if ∀x ∈ X : 3 ≤ x ≤ 4

many if ∀x ∈ X : 5 ≤ x ≤ 10

� otherwise

γchild−no(y) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∅ if y=⊥
{0} if y=Zero

{x : 1 ≤ x ≤ 2} if y=Few

{x : 3 ≤ x ≤ 4} if y=Medium

{x : 5 ≤ x ≤ 10} if y=Many

{x : 0 ≤ x ≤ 10} if y=�

We can similarly define the abstraction-concretization functions for other at-
tributes as well. Observe that the abstraction-concretization functions for the
attributes ‘eID’, ‘Dno’ and ‘Pno’ are identity function id.

The abstract versions corresponding to all concrete functions such as Group By,
Order By, Aggregate Functions, Set Operations, etc are defined in such a way
so as to preserve the soundness condition. For more details, see [13,14].

5 Widening Operators for Abstract Databases

In section 4.3, we saw that widening operator is crucial to make the abstract
semantics computable. In this section, we instantiate a widening operator to the
case of abstract databases to suitably deal with convergence of abstract recursive
query computations.

In the literature [8,10], a widening operator is defined as follows:

Definition 5 (Widening). Let 〈D,�,⊥,�,�,�〉 be a lattice. The partial op-
erator ∇ : D ×D �→ D is a widening if

– for each x, y ∈ D: x � x∇y and y � x∇y.
– for each increasing chain x0 � x1 � . . . , the increasing chain defined by

y0 = x0, yn+1 = yn∇xn+1 for n ∈ N, is not strictly increasing.

Theorem 3 (Convergence [9]). Given a sequence {x0, x1, x2, . . . . . . }, the
increasing chain 〈yk, k ∈ N〉 defined by y0 = x0 and

yn+1 :=

⎧⎪⎨⎪⎩
yn if ∃l ≤ n : xn+1 � yl

yn ∇ xn+1, otherwise

is strictly increasing up to a least l ∈ N such that xl � yl and the sequence is
stationary at l onwards.
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The following example defines a widening operator for the domain of intervals.

Example 2 (Widening for intervals). Consider a lattice of intervals D = {⊥} ∪
{[l, u] | l ∈ Z ∪ {−∞}, u ∈ Z ∪ {+∞}} ordered by ∀x ∈ D, ⊥ ≤ x and
[l0, u0] ≤ [l1, u1] if l1 ≤ l0 and u0 ≤ u1. Let k be a fixed positive integer constant,
and I be any set of indices. The following defines a threshold widening operator
defined on D by

∇k({⊥}) = ⊥

∇k({⊥} ∪ S) = ∇k(S)

∇k({[li, ui] : i ∈ I}) = [h1, h2]

where

h1 = min{li : i ∈ I} if min{li : i ∈ I} > −k else −∞

h2 = max{ui : i ∈ I} if max{ui : i ∈ I} < k else +∞

As a partial order between abstract databases d̃1, d̃2 ∈ D̃ (denoted d̃1 � d̃2) we
consider the following:

Definition 6 (Partial order between abstract databases). Given two ab-

stract databases d̃1, d̃2 ∈ D̃. The partial order between d̃1 and d̃2 (denoted d̃1 �
d̃2) can be defined as follows:

– d̃1 � d̃2 if ∀t̃i ∈ d̃1, ∃t̃j ∈ d̃2 : t̃i ≤ t̃j.

– t̃i ≤ t̃j if attr(t̃i) ⊆ attr(t̃j) and ∀r̃ ∈ t̃i, ∃r̃′ ∈ t̃j : γ(r̃.ã) ⊆ γ(r̃′.ã) for all
ã ∈ attr(t̃i).

Let us consider recursive queries now. The convergence of recursive queries on
an initial database depends on:

– the volume of the data in the initial database,
– the absence of cyclic data.

Note that we assume the initial database always finite as databases are finite
(though unbounded in their sizes).

Let Q : D �→ D be a recursive query which is monotone over the database
domain D. Consider a Galois Connection (〈D, Q, d0〉, α, γ, 〈D̃, Q̃, d̃0〉), where d0
is the initial database in which recursive common table expression is ∅ and

α : D → D̃ - Abstraction mapping function.

γ : D̃ → D - Concretization mapping function.
〈D, Q, d0〉 - Concrete specifications.

〈D̃, Q̃, d̃0〉 - Abstract specification.

In case of abstract least fix-point computation lfp�
d̃0

where � is a partial order

over D̃, of recursive queries, either one of the following conditions is sufficient to
guarantee the convergence:
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– The abstraction function α removes the cyclic nature of the data when ab-
stracting d0 into d̃0.

– The abstract database domain D̃ is of finite height.

If none of the conditions is satisfied, then in order to enforce and accelerate
the convergence of abstract computations of recursive queries, we are forced to
instantiate a suitable widening operator.

Widening Construction. Given an abstract database domain D̃ over a set
of attributes {ãi ∈ Ãi : i ∈ I}, where I is a finite set and Ãi is the abstract

attribute domain for ãi. Let J ⊆ I be a set of attributes such that |Ãj | is finite
for all j ∈ J.

Let d̃1 � d̃2 � · · · � d̃n be an increasing chain in D̃. Let ∇i be the widening
operator defined over Ãi with i ∈ I\J.

A generic widening operator ∇d over the whole database domain is defined

as follows: Let d̃1 = {t̃11, t̃12, . . . , t̃1n} and d̃2 = {t̃12, t̃22, . . . , t̃2m}.

d̃1 ∇d d̃2 = ((((d̃1 ∇t t̃21) ∇t t̃22) . . . ) ∇t t̃2m) (1)

where

d̃ ∇t t̃ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
if ∃t̃′ ∈ d̃ : attr(t̃′) = attr(t̃)

(d̃\t̃′) ∪ (t̃′ ⊕ t̃)

d̃ ∪ {t̃} otherwise

Consider two abstract tables t̃and t̃′whereattr(t̃) = attr(t̃′). Let t̃ = {r̃1, r̃2, . . . , r̃p}
and t̃′ = {r̃′1, r̃′2, . . . , r̃′q}. The operation t̃∗ = t̃⊕ t̃′ is defined as follows: ∀r̃′l ∈ t̃′,⎧⎪⎪⎪⎨⎪⎪⎪⎩

if ∃r̃k ∈ t̃ : ∀ã ∈ ({ãj | j ∈ J} ∩ {attr(t̃)}) r̃k.ã = r̃′l.ã

t̃∗ = (t̃\r̃k) ∪ {r̃k  r̃l}

t̃∗ = t̃ ∪ {r̃′l} otherwise

Consider two records of the same table, i.e. two abstract tuples r̃ and r̃′ such
that for all h ∈ J : r̃.ãh = r̃′.ãh (where ãh is an attribute of that table). The

operation r̃∗ = r̃  r̃′ is defined as follows:

r̃∗.ãk =

⎧⎪⎨⎪⎩
r̃.ãk ∇k r̃′.ãk if k !∈ J

r̃.ãk otherwise

(2)

where ∇k is the widening operator on the domain Ãk satisfying the standard
conditions of definition 5.

Let us illustrate the widening operator defined above using our running example.
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Example 3. Consider the running example of section 2. Consider the domain of
intervals as an abstract domain for the attribute “cost”. The abstract database
“f̃ light” corresponding to “flight” is depicted in Table 5. In this example, the

Table 5. Abstract Database “f̃ light”

˜flight no. s̃ource d̃est c̃ost
F001 Fiumicino (FCO) Zurich (ZRH) [410.57, 410.57]
F002 Marcopolo (VCE) Orly (ORY) [325.30, 325.30]
F003 Orly (ORY) Zurich (ZRH) [200.00, 200.00]
F004 Orly (ORY) Fiumicino (FCO) [428.28, 428.28]
F005 Zurich (ZRH) Marcopolo (VCE) [250.15, 250.15]

indexed set J corresponds to the attributes ˜flight no., s̃ource and d̃est: observe
that for these attributes the abstraction function is just the identity. For the other

attributes ˜connects and c̃ost, corresponding to the indexed set I\J, we consider
the widening operator for the domain of intervals introduced in Example 2. The
application of this widening operator results into a fast convergence of the fix-
point computation of the running query, yielding to the following approximate
result after (k1 ∗ k2) iterations, where k1 and k2 represent the threshold for the
widening operators in case of the two interval domains corresponding to the

attributes ˜connects and c̃ost respectively:

˜departure ˜arrival ˜connects c̃ost
Marcopolo (VCE) Orly (ORY) [0, ∞] [325.30, ∞]
Marcopolo (VCE) Zurich (ZRH) [1, ∞] [525.30, ∞]
Marcopolo (VCE) Fiumicino (FCO) [1, ∞] [753.58, ∞]
Marcopolo (VCE) Marcopolo (VCE) [2, ∞] [775.45, ∞]

Observe that although users are not able to get the exact details, they still get a
precise information on the minimum number of connections and on the best price
for all reachable destinations. A more sophisticated widening operator might also
be used to get more precise information, by allowing the multiple occurrences of

the same pair ( ˜departure, ãrrival) up to a threshold number of cases.

Convergence. It can be observed from equations 1 and 2 that ∇d is defined
in terms of widening operators that satisfy the standard conditions of Definition
5. Therefore, by Theorem 3, we can prove that the upward iteration sequence
starting at the initial abstract database d̃0 and such that

d̃i+1 :=

⎧⎪⎨⎪⎩
d̃i if Q̃(d̃i) � d̃i

d̃i ∇d Q̃(d̃i), otherwise

where Q̃ : D̃ �→ D̃ is an abstract recursive query which is monotonic function,
converges after a finite number l ∈ N of iterations and gives a sound approxi-
mation of lfp�

d̃0

Q̃.
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6 Conclusions

In this work, we dealt with a fast convergence of recursive queries independent
of the database content. We discussed how the application of widening operators
in the context of Abstract Interpretation make the system more effective and
efficient in case of recursive query executions, in particular when the presence
of large volume of data or the presence of cyclic nature of data in a database
affect recursive execution and result into a convergence after finitely many steps
or result into an infinite loop.
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Introduction

We study the problem of using monadic second order (MSO) logic to reason
about certain distributed infinite state systems that communicate by exchang-
ing messages. The success of MONA [6] and similar tools shows that a non-
elementary worst-case complexity of MSO logic is not relevant in the practice
of model checking. Indeed, MSO logic enjoys a satisfactory expressive power
for many applications since it subsumes many temporal and program logics.
Towards obtaining decidable MSO theory, we consider systems that are not ex-
plicitly product-based but, still have an underlying component-based structure.
One such model is that of Message Sequence Charts (MSCs). MSCs are an ITU–
standardized notation widely used in early stages of design of communication
protocols [11]. An MSC depicts the exchange of messages between processes and
corresponds to a single partially ordered execution of the system. Message Se-
quence Graphs (MSGs) provide a mechanism to specify collections of MSCs.
MSGs are defined as finite graphs whose vertices are labelled with finite MSCs.
They allow MSCs to be combined using the operations of choice, concatenation
and repetition. Note however that in the present paper MSGs need not be finite.

CMSGs [5] are finite graphs like MSGs but the vertices are labelled with Com-
positional MSCs (CMSCs). A CMSC is an MSC with unmatched send or receive
events (in addition to the normal send and receive events). These are send (re-
ceive) events whose corresponding receive (send) events do not occur within the
MSC. While defining the language represented by the CMSG as concatenation
of CMSCs along a path, these unmatched send (receive) events are matched up
with their corresponding receive (send) events.

The main aim of this paper is to consider infinite MSC–like structures and to
obtain the decidability of MSO theories of these structures. We consider arbitrary
(possibly infinite) graphs labelled by a finite set of MSCs. The semantics of
such an infinite MSG is given by its corresponding message sequence structure
(MSS). Given an infinite MSG, its MSS is obtained by replacing each vertex with
the MSC labelling it and by asynchronously concatenating the MSCs labelling
adjacent vertices. We construct an MSO–transduction [2] between an MSG and
its corresponding MSS. It follows that the MSO theory of the resulting MSS is
decidable whenever the MSO theory of the given MSG is so. We extend these
results to CMSSs corresponding to unfoldings of possibly infinite CMSGs which

C. Hota and P.K. Srimani (Eds.): ICDCIT 2013, LNCS 7753, pp. 171–182, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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are bounded in the sense of [10]. In this way we obtain a wide range of infinite
MSSs (resp. CMSSs) the MSO theory of which is decidable.

Most of work about model checking in this context has been focused on lin-
earizations. [7] provides a survey of several results, with special emphasis on
regular MSC languages. Here we follow the approach of [9] where the model
checking problem for finite MSGs or its unfoldings against specifications written
in MSO logic which are interpreted directly on MSSs (and not on their lineariza-
tions) is shown to be decidable. For unfoldings of bounded finite CMSGs this
problem is shown to be decidable in [10].

1 Message Sequence (Charts, Graphs and Structures)

Let us fix a finite set of processes P for the rest of the paper and let p, q range
over P . Let us also fix a finite set of messages Γ and a finite set of local actions
Λ. Let Σp = {(p!q, a), (p?q, a), (p, l) | q ∈ P , p �= q, a ∈ Γ, l ∈ Λ} denote the set
of actions that p participates in. The action (p!q, a) should be read as “p sends
the message a to q” while the action (p?q, a) means “p receives the message a
from q”. The pair (p, l) represents p doing a local action l. Let Σ =

⋃
p∈P Σp

denote the set of all actions.

Definition 1.1. A Message Sequence Chart (MSC) over P is a tuple
M = (E, {≤p}p∈P , λ, η) where

• E is a finite set of events.
• λ : E → Σ is the labelling function which identifies for each event an action.

Let Ep = {e ∈ E | λ(e) ∈ Σp} denote the set of events of E which p
participates in. Also, let E! = {e ∈ E | λ(e) = (p!q, a) for some p, q ∈ P , a ∈
Γ } denote the set of send events and E? = {e ∈ E | λ(e) = (p?q, a) for some
p, q ∈ P , a ∈ Γ } denote the set of receive events of E.

• η : E! → E? is the matching function which associates with each send event,
its corresponding receive event. We require η to be bijective and, for every
e, e′ ∈ E, if η(e) = e′, then λ(e) = (p!q, a) and λ(e′) = (q?p, a) for some
p, q ∈ P , a ∈ Γ .

• ≤p is a total order on Ep for each p ∈ P .Let ≤̂ = (
⋃

p∈P ≤p) ∪ {(e, e′) |
e, e′ ∈ E and η(e) = e′}. Let ≤= (≤̂)∗ be the reflexive–transitive closure
of ≤̂. Then ≤ denotes the causal ordering of events in the CMSC and we
require it to be a partial order on E.

The assumption of FIFO communication channels between processes is not nec-
essary here for an MSC. It may be expressed by an MSO sentence to check.

An MSC M = (E, {≤p}p∈P , λ, η) can be thought of as a relational structure
in the following obvious way: M = (E, {≤p}p∈P , {c}c∈Σ, η) where η(x1, y2) ∧
η(x2, y1), E and {≤p}p∈P are as above, η(e1, e2) holds iff η(e1) = e2, for c ∈ Σ,
c(e) holds iff λ(e) = c.



Verification of Message Sequence Structures 173

A message sequence graph (MSG) is an M–labelled graph
G = (VG, rG,

G
� , σG) where VG is at most countable set of vertices, rG ∈ VG

is the root of the graph,
G
� is the edge relation, σG : VG → M is the labelling

map into a finite set M = {M1, . . . , Mn} of MSCs over P .
The semantics of an MSG is described by its corresponding MSS. Consider

an M–labelled graph G = (VG, rG,
G
� , σG). For each v ∈ VG, let σG(v) =

(Ev, {≤v
p}p∈P , λv, ηv) denote the MSC labelling the vertex v. The message se-

quence structure (MSS) corresponding to G is MSS(G) := (E, {sp}p∈P ,
{ιp}p∈P , {c}c∈Σ, η) where

• E :=
⋃

v∈VG
{v} × Ev,

• sp :=
{

((v0, e), (vt, e′)) | v0, vt ∈ VG, t ≥ 1,
e is the maximum p–event (wrt. ≤v0) in σG(v0),
e′ is the minimum p–event (wrt. ≤vt) in σG(vt),
∃ (vi)i∈[t−1] s.t. v0

G
� v1

G
� · · ·

G
� vt

and Evi
p = ∅ for i ∈ [t − 1]

}

∪ {
((v, e), (v, e′)) | v ∈ VG, e′ is an immediate ≤v

p successor of e,
}

• ιp := {(rG, e) | e is the minimum p–event (wrt. ≤v
p) in σG(rG)}

• c := {(v, e) ∈ E | λv(e) = c},
• η := {((v, e), (v, e′)) | v ∈ VG, (e, e′) ∈ ηv}.

⇓
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Fig. 1. An infinite MSG (left) and its corresponding MSS (right)

Since an MSS may have circuits, we use a successor relation in the above defini-
tion instead of its reflexive-transitive closure as the latter is not necessarily an
order. The MSS corresponding to an MSG is yet another graph and represents
the behavior corresponding to messages exchanged between processes, as per the
structure of the underlying graph. Later, we will define structures corresponding
to paths in the MSG and these structures will be infinite deterministic MSS.



174 M. D’Souza and T. Knapik

An example of an infinite MSG and its corresponding MSS is given in Fig.
1. It is a simplified view of a transaction between two processes Negotiator
and Manager. Negotiator forwards to Manager customers’ requests for resource
allocation. Allocation is done “by slots”. Several requests for a slot are sent,
ended by an EOT message indicating the end of requests for the next slot. Then
Manager makes a proposal of resource allocation in response to every request
and sends back every proposal to Negotiator in charge of routing it to the
corresponding customer. Every customer either accepts or rejects the proposal.
Customer acceptance/rejection is forwarded by Negotiator to Manager as an
acknowledgement. Our simplified view of Fig. 1 does not represent customers.

2 Monadic Second–Order Logic Applied to MSC-Related
Structures

We recall that Monadic Second–order logic is first–order logic augmented with
(uppercase) variables denoting subsets of the domain of the considered structure,
and new atomic formulae of the form x ∈ X expressing the membership of x
in a set X in addition to first–order atomic formulae. To express properties of
scenarios specified by an MSG and represented by the corresponding MSS, first-
order atomic formula use symbols from RMSS which consist of binary symbol sp

for every process p ∈ P (sp(x, y) means that event y is a successor of event x for
process p), unary symbol ιp for every process p ∈ P (ιp(x) means that x is the
initial event of process p), unary symbol c for every action c ∈ Σ (c(x) means
c is the action of event x like e.g. (p!q, a)(x)), binary symbol η (η(x, y) means
that x is a sent event and y is the corresponding receive event).

We denote by MSO(RMSS, X ) the set of MSO formulae over RMSS with free
variables in X (a set of individual and set variables.) A property of graphs (or
of elements and/or of sets of elements of a graph) is MSO–definable if it can be
expressed by an MSO formula.

MSO–Transductions. The set of tuples for which a formula with free variables
holds in a structure is a relation. The arity of this relation is precisely the
number of free variables of the formula. This observation has been used for
defining new relations within a relational structure, and, more generally, one
structure from another. In the case of MSO logic, a prominent empowerment of
this technique has been brought by Courcelle [1, 2] as MSO-transduction. We
consider a particular case of parameterless MSO-transduction.

Given set R and R′ of ranked relation symbols, a (parameterless) MSO–
transduction is a function f from the class of R-structures into the class of R′-
structures defined, from k ∈ IN and MSO formulae α in MSO(R,∅), δ1, . . . , δk

in MSO(R, {x}), θr,i1,...,in in MSO(R, {x1, . . . , xn}), for r ∈ R′, n = ρ(r), 1 ≤
i1, . . . , in ≤ k, as follows, for an R-structure S:

1. f(S) is undefined iff S � α.
2. Assuming S |= α, then f(S) = T where T is constructed as follows:
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• the domain DT of T is given by DT = D1×{1}∪. . .∪Dk×{k} ⊆ DS ×[k];
each Di is {x ∈ DS | S |= δi(x) };

• each relation rT , for r ∈ R′ is defined on T as the union of sets of tuples
of the form {((x1, i1), . . . , (xn, in)) | S |= θr,i1,...,in(x1, . . . , xn), x1 ∈
Di1 , . . . xn ∈ Din}, for all i1, . . . , in ∈ [k].

The tuple Δ = 〈α, δ1, . . . , δk, {θr,i1,...,iρ(r) }r∈R,1≤i1,...,iρ(r)≤k〉 is called a definition
scheme. Since T is uniquely associated with S and Δ whenever it is defined, we
can denote T by defΔ(S). The transduction f is then defined by f(S) = T =
defΔ(S). An MSO–transduction is k–copying, if k > 1.

We say that a function f from the class of R-structures into the class of
R′-structures is MSO–compatible [3] if there exists a total recursive mapping
f# : MSO(R′,∅) → MSO(R,∅) such that S |= f#(ϕ) iff f(S) |= ϕ . We call
f#(ϕ) the backwards translation of ϕ relative to f .

Theorem 2.1 (Courcelle 91). Every MSO-transduction is MSO–compatible.

The construction of the backwards translation underlying the proof of this theo-
rem is our main tool for transferring decidability of the MSO theory of an MSG
into the corresponding MSS. Another tool is the unfolding.

Unfolding. Let Π denote a finite alphabet. A rooted Π–labelled graph is a tuple
G = (VG, rG,

G
� , σG) where VG denotes the set of vertices, rG ∈ VG is a

distinguished vertex called the root of G,
G
� ⊆ (VG × VG) is the edge relation

of G and σG : VG → Π is the labelling function which associates a label from
Π to every vertex in VG. The unfolding of G, written Un(G), is the tree T :=
(VT , rT ,

T
� , σT ) defined by VT = {rGv1 . . . vn | rG

G
� v1

G
� · · ·

G
� vn},

rT = rG,
T
� = {(rGv1 . . . vn−1, rGv1 . . . vn) | rG

G
� v1

G
� · · ·

G
� vn}, and

σT (rGv1 . . . vn) = σG(vn). The following is an adaptation of Theorem 22 of [3].

Theorem 2.2 (Courcelle, Walukiewicz 98). The unfolding is MSO–
compatible.

3 MSO Transduction from MSGs to MSSs

In this section, we will show that there exists an MSO–transduction which maps
every MSG to the corresponding MSS.

Let us fix a finite set of MSCs M = {M1, M2, . . . Mn} with Ml = (El, {≤l
p

}p∈P , λl, ηl), for l ∈ [n] and an MSG G = (VG, rG,
G
� , σG). The definition

scheme uses symbols from RMSG which consists of unary symbol r (r(x) means
that x is the root of the graph), unary symbols of M = {M1, M2, . . . Mn} (Ml(x)
means that vertex x is labelled by MSC Ml), binary symbol → (x → y means
that there is an edge from x to y).

We denote by M∅
p the subset of MSCs from M which have no event for

process p: M∅
p := {Ml ∈ M | El

p = ∅}. Without loss of generality, we may
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assume that E1, E2, . . . En are disjoint subsets of IN such that
⋃n

l=1 El = [k]
for some k ∈ IN. For a regular expression R, we denote by pathR(x, y) an MSO
formula saying that there is a path with a label in a rational set R between two
vertices is MSO definable (see e.g. [2]).

We define a k–copying transduction TMSC: G → MSS(G) that replaces every
vertex in G with its MSC (as given by σG) and in addition, it “locally concate-
nates” the MSCs corresponding to adjacent vertices.

Definition scheme Δ associated with TMSC is given by Δ = (true, δi,
{θ(sp,i,j)}p∈P , {θ(ιp,i)}p∈P , {θ(c,i)}c∈Σ, θ(η,i,j) | i, j ∈ [k]), where

• Formula δi is Ml(x), where l is such that i ∈ El. It means that the vertices
of the i–th copy are precisely those labelled by MSC Ml such that i is an
event of Ml.

• For each p ∈ P , the formula θ(sp,i,j)(x, y) is a disjunction ϕ ∨ ψ where ϕ

is defined by pathMl(M∅

p )∗Mm
(x, y) if maxp(El) = i, and minp(Em) = j

otherwise. ψ is defined by Ml(x) ∧ x = y, if i, j ∈ El and j is an immediate
successor of i w.r.t.≤l

p, false, otherwise.
• For each p ∈ P , the formula θ(ιp,i)(x) is defined by r(x)∧Ml(x), if minp(El) =

i, false, otherwise.
• For each c ∈ Σ, the formula θ(c,i)(x) is defined by Ml(x), if λl(i) = c, false,

otherwise.
• θ(η,i,j)(x, y) is defined by Ml(x) ∧ x = y, if (i, j) ∈ ηl, false, otherwise.

By adding dummy events with internal actions, we can transform set M of
MSC labels so that M∅

p = ∅ for every process p. Then ϕ is simply x → y

or false depending on i and j of θ(sp,i,j)(x, y): x → y, if maxp(El) = i and
minp(Em) = j, false, otherwise. Under this simplification, definition scheme Δ
consists of first order quantifier free formulae with at most two atomic formulae
and at most two variables. Consequently only polynomial overhead results from
corresponding backwards translation for model–checking.

Proposition 3.1. defΔ(G) = H iff G is a MSG and H is its corresponding
MSS.
Since Δ mimics the definition of the MSS associated to an MSG, this proposi-
tion follows by construction. The next corollary follows from Theorem 2.1 and
Proposition 3.1.

Corollary 3.2. For every MSG G, the MSO theory of TMSC(G) is decidable if
the MSO theory of G is so.

4 Properties of a Language of MSCs

We now consider maximal paths in an MSG and consider MSSs obtained by
asynchronous concatenation of MSC labelling the vertices of the MSG. These
structures are nothing but infinite MSCs, as considered in [8] for example.

Consider an MSG G. We denote the collection of MSCs obtained by con-
catenating MSCs labelling the vertices of maximal paths in G by PMSC(G):



Verification of Message Sequence Structures 177

PMSC(G) := {TMSC(�) | � is a maximal possibly infinite path starting from
rG}. The following proposition is used to check whether an MSO sentence holds
for every MSC of PMSC(G).

Proposition 4.1. For every MSG G and for every MSO sentence ϕ one can
construct an MSO sentence ψ such that PMSC(G) |= ϕ iff Un(G) |= ψ, where
Un(G) stands for the unfolding of G from its root.

The following corollary follows from the above proposition and Theorem 2.2.

Corollary 4.2. For every MSG G the MSO theory of PMSC(G) is decidable if
the MSO theory of G is so.

Although we consider maximal (possibly infinite) paths, we can obtain analogous
results for a language of MSSs corresponding to all finite paths of an MSG. The
above corollary establishes a generic result concerning the decidability of the
MSO-theory of MSCs generated by (maximal) paths in structures labelled by
MSCs.

5 CMSC–Labelled Graphs

Definition 5.1. A Compositional Message Sequence Chart (CMSC) over P is a
tuple M = (E, {≤p}p∈P , λ, η) where E, ≤p, λ are as defined in an MSC and η is a
partial matching function which associates with a send event, its corresponding
receive event. Unlike in an MSC, η is only an injective function. We say that
e ∈ E! is an unmatched send event if η is not defined on e and e ∈ E? is an
unmatched receive event if e �∈ η(E!).

In this section, we consider graphs labelled with compositional MSCs. Similar
to MSGs, the semantics of CMSC–labelled graphs will be obtained by concate-
nating the CMSCs labelling adjacent vertices in the graph. Concatenation of
two CMSCs is done by (asynchronously) concatenating the events of each pro-
cess, and by matching up some unmatched sends of the resulting CMSC with
corresponding unmatched receives.

Definition 5.2. Let Mi = (Ei, {≤i
p}p∈P , λi, ηi), i = 1, 2 be two CMSCs, with

E1 ∩ E2 = ∅. Also, let M1 have no unmatched receives. Then the concatenation
of M1 and M2, written M1M2 is a CMSC (E, {≤p}p∈P , λ, η) where E = E1 ∪
E2, λ = λ1 ∪ λ2, ≤p=≤1

p ∪ ≤2
p ∪{(e1, e2) | e1 ∈ E1

p , e2 ∈ E2
p} and η is defined

as follows:

• If e ∈ Ei
! and ηi(e) is defined, where i ∈ [2], then η(e) = ηi(e).

• Let e1 ∈ E1
! , η1 be undefined on e1, and λ(e1) = (p!q, a). If there is an event

e2 ∈ E2
? � η2(E2

! ) such that λ(e2) = (q?p, a) and
∣
∣{f ∈ E | f ≤p e1 ∧ λ(f) = (p!q, a) ∧ f /∈ Dom(η1)}∣

∣ =
=

∣
∣{f ′ ∈ E | f ′ ≤q e2 ∧ λ(f ′) = (q?p, a) ∧ f ′ /∈ η2(Ep)}∣

∣,

then we set η(e1) = e2. Clearly, if such an e2 exists, it is unique.
• η is undefined on all other events of E!.
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Note that concatenation of two CMSCs is not an MSC in general. The result of
the concatenation may still have some unmatched send events. It may also have
unmatched receive events but then we disallow it be used as the left member
of another concatenation. Requiring the first member of a concatenation has no
unmatched receive events makes it a partial operation. When we write a series
of concatenations N1N2 · · · we always mean a left–to–right application, i.e. the
term ((N1N2)N3) · · · . Note that concatenation is not associative and is sensitive
to the order in which it is made.

We define a CMSG just like a CMSC–labelled graph. A compositional message
sequence graph (CMSG) is given by a tuple G = (VG, rG,

G
� , σG) where VG

is at most countable set of vertices, rG ∈ VG is the root of the graph,
G
�

is the edge relation, σG : VG → M is the labelling map into a finite set M =
{M1, . . . , Mn} of CMSCs over P .

Like an MSG, CMSG represents a variety of scenarios defined by concate-
nation of individual CMSCs labelling a path in the graph. However, defining
a CMSS analogous to the notion of an MSS is meaningless in general. Indeed,
given a sequence of labels N1N2 · · · Nk . . . Nk+m · · · corresponding to a path of
a CMSG, the matching between sends of Nk and receives of Nk+m depends
not only on MSCs occurring between Nk and Nk+m but also on the prefix
N1N2 · · · Nk−1. Hopefully, this matching is unambiguous in cases when CMSG is
a word or a tree. Moreover, provided an additional restriction, it may be defined
by means of an MSO–transduction. An essential ingredient of this transduction
is an automaton accepting sequences of CMSCs satisfying this restriction.

6 Bounded Sequences of CMSCs

We start this section by pointing out that a counter automaton can be simulated
by a finite CMSG. The number of processes we need for this simulation is twice
the number of counters. Each counter corresponds to an ordered pair of processes
(p, q). Its value is encoded by the number of unmatched send events from p to
q. Then the increment (resp. decrement) is realised by a CMSC say I(p,q) (resp.
Dp,q) with only one event labelled (p!q, a) (resp. (q?p, a)) and non-zero test of
the counter is realised by Dp,q followed by I(p,q).1

As consequence of this fact, we need to restrict the expressive power of CMSGs
by bounding the number of unmatched send events. Given the set of all sequences
of CMSCs corresponding to maximal paths of a CMSG and b ∈ IN, we wish to
construct an automaton that accepts all those paths whose sequences of CMSCs
have the following property: for every finite prefix � of an accepted path, consider
the CMSC M� obtained by concatenating the CMSCs along �. Then, M� is such
that for every pair of processes p, q ∈ P and each message a ∈ Γ the number of
unmatched sends of a from p to q is at most b. We make this precise below.

Consider a CMSC M = (E, {≤p}p∈P , λ, η). For each pair of processes p, q ∈ P
such that p �= q, we define two sequences over E: the sequence of unmatched
1 As for multi-counter automata with zero test, it is straightforward to establish that

multi-counter automata with non-zero test are again Turing–complete.
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sends of message a from p to q, written U(p!q,a)(M), and the sequence of un-
matched receives by q from p of message a, written U(q?p,a)(M).

Definition 6.1. A sequence of CMSCs N1, N2, . . . is said to be b–bounded,
for b ∈ IN, if for every prefix � = N1, N2, . . . Ni of the sequence, the CMSC
N� = N1N2 . . . Ni obtained by concatenating the CMSCs along �, we have
|U(p!q,a)(N�)| ≤ b for all p, q ∈ P and a ∈ Γ . We say that a CMSG G is b–
bounded if every maximal path starting from the root of G is so.

Note that our notion of boundedness is similar to [10] but differs from the one
of [4] where it depends on linearizations. Moreover it should not be confused
with analogous notion for message passing automata. Unlike other approaches,
we do not address channel capacity related questions here. According to our
definition, every sequence of MSCs M1M2 . . . is 0-bounded. Consequently our
notion is meaningful for sequences of CMSCs (but not for sequences of MSCs)
and is used for transforming such sequences into their concatenations.

In order to define an MSO–transduction, which, given N1, N2, . . . Ni, . . . yields
the CMSC obtained as concatenation N1N2 . . . Ni . . ., we first construct a finite
automaton Ab,M which accepts all b–bounded sequences of CMSCs for which
the concatenation is defined.

6.1 An Automaton for Checking b–Boundedness

The states of automaton Ab,M record the number of unmatched sends of each
message between every pair of processes. As for MSGs, we fix a finite set of
CMSCs M := {Mi | i ∈ [n]} with Mi = (Ei, {≤i

p}p∈P , λi, ηi).
The automaton is given by Ab,M = (QAb,M , Ab,M

� , IAb,M , FAb,M ) where
QAb,M := {χ | χ : ((P × P) � IdP) × Γ → [b]} where IdP is the identity relation
on P , IAb,M := {χ0 | χ0(p, q, a) = 0, for all a ∈ Γ, p, q ∈ P , p �= q}, FAb,M :=
QAb,M , χ M

Ab,M
� χ′ ∈ (Q × M × Q) is a transition of Ab,M whenever χ(p, q, a) −

|U(q?p,a)(M)| ≥ 0 and χ′(p, q, a) = χ(p, q, a) − |U(q?p,a)(M)| + |U(p!q,a)(M)|.
Note that Ab,M is deterministic and that QAb,M is a set of functions χ where

for every pair of processes p, q ∈ P and message a ∈ Γ , χ(p, q, a) is a number of
unmatched sends of a from p to q taking a value ≤ b.

Observe that Ab,M may be considered as a Büchi automaton or as an au-
tomaton on finite words. Indeed, a finite or infinite word on the alphabet M is
b–bounded iff every prefix of the word satisfies the property required by Defini-
tion 6.1. We have therefore the following.

Proposition 6.2. Ab,M is a Büchi automaton (resp. finite automaton) which
accepts exactly all b–bounded (resp. finite b–bounded) sequences over M.

Since one can define in MSO that every path of a CMSG G starting at its root
belongs to a language accepted by a Büchi automaton (resp. finite automaton),
we have the following.
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Corollary 6.3. Given a CMSG G having a decidable MSO theory and a bound
b ∈ IN, one can decide whether G is b–bounded.

Note that this corollary contrasts with analogous undecidability results for com-
municating automata and CMSGs based on a different notion of boundedness
[4]. Note also that the simulation of a counter machine by a finite CMSG open-
ing this section shows that the question whether there exists b ∈ IN such that a
finite CMSG is b–bounded is, of course, undecidable.

6.2 Matching Automata

Based on automaton Ab,M, we now define a family of automata that will be use-
ful for matching up the unmatched send events with their corresponding receive
events: {Aχ,e | ∃ a reachable state χ′ of Ab,M,

∃ a transition χ′ M

Ab,M
�χ s.t. e is an unmatched send event of M}.

Let M ∈ M, let e := U(p!q,a)(M)(j) be the j–th unmatched send event of M
with λ(e) = (p!q, a) for some p, q ∈ P and a ∈ Γ , and let χ ∈ QAb,M be a state
of Ab,M such that χ′ M

Ab,M
� χ for some reachable χ′ ∈ QAb,M .

We define an automaton Aχ,e := (QAχ,e , Aχ,e

� , IAχ,e , FAχ,e) where QAχ,e :=
[b] IAχ,e := χ′(p, q, a) − |U(q?p,a)(M)| + j, FAχ,e := 0, r N

Aχ,e

� s iff r �= 0 and
s = r − |U(q?p,a)(N)| and s > 0, or r − |U(q?p,a)(N)| ≤ 0 and s = 0. The states
of Aχ,e record the number of unmatched send events of message a from p to q
up to occurrence e of M . When the final state is reached through a transition
r N

Aχ,e

� 0, then e is matched up with a receive event e′ := U(q?p,a)(N)(r).
The next lemma follows from the construction of Ab,M and Aχ,e.

Lemma 6.4. Let χ0
N1

Ab,M
� χ1

N2

Ab,M
� · · · Nn

Ab,M
� χn for some b ∈ IN, let

e ∈ U(p!q,a)(Nn) and let q0
Nn+1

Aχn,e

� q1
Nn+2

Aχn,e

� · · · Nn+m

Aχn,e

� qm, where q0 is
the initial and qm is the final state of Aχn,e. Then the occurrence of e′ :=
U(q?p,a)(Nn+m)(qm−1) is the one that matches up the occurrence of e within
Nn provided that N1 · · · Nn+m is defined.

Note that the above lemma does not claim that N1 · · · Nn+m is b–bounded.
Consequently, one has to consider an appropriate product of the two automata
in order to simultaneously check for b–boundedness of the input sequence and
look for the matching event. More precisely, let Ab,M,χ be defined as Ab,M,
except for the initial state: IAb,M,χ

:= {χ}. We denote by Bχ,e, the product of
Ab,M,χ and Aχ,e.

6.3 Bounded Concatenation Is MSO–Compatible

We now define an MSO transduction TCMSCb which given a b–bounded sequence
W = N1, N2, N3 . . . of CMSCs, yields the CMSC, CMSC-word(W ), resulting from
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the concatenation N1N2N3 . . .. It is represented like an MSS, CMSC-word(W ) =
(E, {sp}p∈P , {c}c∈Σ, η) except that relation η is a partial bijection.

Our assumptions for this transduction are the same as for TMSC (see Sect. 3)
except that M = {M1, M2, . . . , Mn} is a set of finite CMSCs and that TCMSCb

applies on b–bounded CMSGs of the form N1• � N2• � N3• � · · ·. Recall that
Mi = (Ei, {≤i

p}p∈P , λi, ηi) and
⋃n

i=1 Ei = [k] for some k ∈ IN. The definition
scheme associated with TCMSCb, written Δ′ uses Δ. It is given by

Δ′ := (α, δ1, δ2, . . . , δk, {θ(sp,i,j)}p∈P , {θ(ιp,i)}p∈P , {θ(c,i)}c∈Σ, θ′
(η,i,j)),

where δ1, δ2, . . . , δk, {θ(sp,i,j)}p∈P , {θ(ιp,i)}p∈P , {θ(c,i)}c∈Σ are as for Δ and
• α := αchain ∧ αAb,M where αchain says that the input graph is a linear chain,

αAb,M says that Ab,M has an accepting run on N1• � N2• � N3• � · · ·,
• θ′

(η,i,j)(x, y) is defined by Ml(x)∧x = y, if (i, j) ∈ ηl and
∨

χ∈QAb,M

(
βχ(x)∧

∃ z
(
x � z ∧ γχ,i,j(z, y)

))
, otherwise. where βχ(x) says that starting at

the root of a CMSG, automaton Ab,M reaches vertex x in state χ. Formula
γχ,i,j(z, y) says that starting at vertex z, after transition (χ′, q) N

Bχ,i

� (χ′′, 0)
automaton Bχ,i reaches vertex y such that N(y) holds with U(q?p,a)(N)(q) =
j and λ(i) = (p!q, a).

It is well known that the existence of an accepting run of an automaton on a
(finite or infinite) word may be expressed by an MSO sentence. Thus, formula
αAb,M may look like the one given in page 397 of [12]. Formulae βχ(x) and
γχ,i,j(z, y) are similar.
Proposition 6.5. defΔ′(G) = H iff G is a b–bounded sequence of CMSCs rep-
resented by a CMSG and H a CMSC resulting from the concatenation of the
sequence.
Corollary 6.6. If a b–bounded sequence N1, N2, . . . of CMSCs has a decidable
MSO theory then the CMSC resulting from the concatenation N1N2 . . . has a
decidable MSO theory.
We may use TCMSCb in the case of b–bounded CMSG G, in order to check
whether an MSO sentence holds for every CMSC resulting from the concatena-
tion along each maximal path starting from the root. More precisely, we consider

PCMSC(G) := {TCMSCb(�) | � is a maximal path of G starting from rG}.

The following proposition is established similarly to Proposition 4.1.
Proposition 6.7. For every b–bounded CMSG and for every MSO sentence ϕ,
one may construct an MSO sentence ψ such that PCMSC(G) |= ϕ iff Un(G) |=
ψ, where Un(G) stands for the unfolding of G from its root.
Corollary 6.8. For every b–bounded CMSG G the MSO theory of PCMSC(G)
is decidable if the MSO theory of G is so.
With slight modifications we obtain analogous results for a language of CMSCs
corresponding to all finite paths of a bounded CMSG.
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7 Conclusion

We have shown that the truth of an MSO sentence on an infinite MSSs reduces
to the truth of an MSO sentence on the underlying MSGs. Since there are many
interesting classes of infinite graphs with decidable MSO theory, we obtain the
decidability of corresponding MSSs. The result has been extended to infinite
CMSGs provided they are bounded and past independent.

We also have shown, for given bound b ∈ IN and a finite set of CMSCs, the con-
struction of a Büchi automaton which accepts exactly all b-bounded sequences
of CMSCs. Consequently, the b-boundedness of a CMSG with a decidable MSO
theory is also decidable.

The core of our decidability proofs are constructions of MSO–transductions.
This is different from [9] and [10] where a more elementary proof for unfoldings
of finite MSGs is based on a construction of an automaton corresponding to an
MSO formula.
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Abstract. With the fastest growth of World Wide Web it is quite difficult to 
track and understand users’ need for the owners of a website. Hence, an 
intelligent analyzer is proposed to find out the browsing patterns of a user. 
Moreover the pattern, which is revealed from this deluge of web access logs 
must be interesting, useful, and understandable. In this paper, a two phases 
learning algorithm with a modified kernel for radial basis function neural 
networks is proposed to classify the web pages on time of access and region of 
access. In phase one a meta-heuristic approach known as differential evolution 
is used to reveal the parameters of the modified kernel. The second phase focus 
on optimization of weights for learning the networks. The simulation result 
shows that the proposed learning mechanism is evidently producing better 
classification accuracy vis-à-vis radial basis function neural networks.  

Keywords: Differential evolution, Radial basis function neural networks, 
Classification, Web log. 

1 Introduction 

Over the last decade, the proliferation of information on the World Wide Web 
(WWW) in short called web has resulted a large repository of web documents stored 
in multiple websites. This plethora and diversity of resources has promoted the need 
for developing a semi-automatic mining technique on the WWW, thereby giving rise 
to the term web mining [15].  

Every website contains multiple web pages. Every web page has: 1) contents 
which can be in any form e.g. text, graphics, multimedia etc; 2) links from one page to 
another; and 3) users accessing the web pages. According to this the area web mining 
can be categorized as in Figure 1. 
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Fig. 1. Web mining categorization 

Mining the contents of web pages is called “Content Mining”. Mining the links 
between web pages is called “Structure Mining”. Mining the web access logs is called 
“Web Usage Mining”. 

Web servers record and mount up data about user interactions whenever request for 
resources are received. Analyzing the web access logs of different web sites can help 
understand the user behavior and the web structure, thereby improving the design of 
this colossal collection of resources. To proceed towards a semi-automatic intelligent 
web an analyzer, obviating the need for human intervention, we need to incorporate 
and embed computational or artificial intelligence into web analyzing tools. The 
necessity of creating server side and client side intelligent systems that can effectively 
mine for knowledge both across the internet and in particular web localities is 
drawing the attention of researchers from the domains of information retrieval, 
knowledge discovery, machine learning, artificial intelligence, and computational 
intelligence, among others.  

However, the problem of developing semi-automated tools in order to find, extract, 
filter, and evaluate the users desired information from unlabeled, distributed, and 
heterogeneous web access logs data is far from being solved. To handle these 
characteristics and overcome some of the limitations of existing methodologies radial 
basis function neural network (RBFN) [14] a member of computational intelligence 
family seems to be a good candidate. However, the problem of appropriate number of 
basis functions remains a critical issue for RBF network. Because too few basis 
functions can not fit the training data adequately, also too many basis functions yield 
poor generalization ability. Differential Evolution (DE) [21], an emerging 
evolutionary computation technique was used to fix the structure of the network in 
advance according to the prior knowledge. In this paper, DE algorithm is adopted   to 
auto configure the structure of RBF network to design a classifier for web access logs 
classification. Zhichao et al.[17] and Chen et al.[18] works of RBFN for classification 
of web usage data are the source of motivation to carry out this work, among others. 

Over the last several decades multilayer perceptron (MLP) network and RBFN is 
the popular network architectures used in most of the applications. In MLP, the 
weighted sum of the inputs and bias term are passed to activation level through a 
transfer function to produce the output, and the units are arranged in a layered feed-
forward topology called Feed Forward Neural Network (FFNN). In particular, MLP 
using back-propagation learning algorithm has been successfully applied to many 
applications. However, the training speed of MLP is typically much slower than those 
of feed-forward neural network comprising of single layer. Moreover, the problems 
such as local minima trapping, saturation, weight interference, initial weight 
dependence, and over-fitting make MLP training difficult [20]. Additionally, it is also 

Web Mining 

Content Mining Structure Mining Usage Mining 
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very difficult to fix the parameters like number of neurons in a layer, and number of 
hidden layers in a network, thereby deciding a proper architecture is not easy. These 
issues create another source of motivation to choose RBFN.      

Radial basis function neural network is based on supervised learning. RBFN 
networks are also good at modeling nonlinear data and can be trained in one stage 
rather than using an iterative process as in MLP. Radial basis function networks [1, 2, 
3] have been studied in many disciplines like pattern recognition [4], medicine [5], 
multi-media applications [6], computational finance [7], software engineering [9], etc. 
It is emerged as a variant in late 1980’s, however its root entrenched in much older 
pattern recognition, numerical analysis and other related fields [8]. The basic 
architectural framework of RBFN and details is discussed in Section 2.  

2 A Framework of RBFNs in Web Access Logs 

Figure 2 describes overall framework of our research. Subsection 2.1 describes the 
web usage mining and steps required for preprocessing the dataset highlighted in the 
framework. Subsection 2.4 briefly describes RBFN and 2.5 describe about the DE for 
classification of web access logs.  
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Fig. 2. Block diagram of web log classification 

2.1 Web Usage Mining and Preprocessing  

While visiting a website user navigates through multiple web pages. Each access to a 
web page is stored as a record in log files. These log files are managed by web 
servers. The format of log files varies from server to server. Apache web server 
maintains two different log file format namely 1) Common Log Format, 2) Combined 
Log Format. The general format of an access log file in Apache web server is given 
below. 

Common Log Format - LogFormat "%h %l %u %t \"%r\" %>s %b" 
common 
Example - 122.163.111.210 - - [22/Oct/2010:04:15:03 -
0400] "GET /index.html HTTP/1.1" 404 494  

Combined Log Format - LogFormat "%h %l %u %t \"%r\" %>s 
%b \"%{Referer}i\" \"%{User-agent}i\"" 
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Example - 127.0.0.1 - frank [10/Oct/2000:13:55:36 -0700] 
"GET /apache_pb.gif HTTP/1.0" 200 2326  

"http://www.example.com/start.html" "Mozilla/4.08 [en] 
(Win98; I ;Nav)" 

The raw data from access log file are not in a state to be used for mining. These 
records must be pre-processed first. Pre-processing [16] involves 1) Data cleaning, 2) 
User identification, 3) Session identification. After pre-processing these records can 
be used as training and test data set for classification. 

For pre-processing work we have followed the database approach where all the raw 
records are inserted in to a table and the pre-processing tasks such as data cleaning, 
user identification and session identification are done using SQL queries. This 
approach gives better flexibility and faster execution.  

First the raw web access log records are scanned from log files and inserted into a 
table which is designed in MySQL database. As we know query execution is easy and 
also the time taken for query execution is very less in comparison to file processing. 
Once all records are inserted successfully, then the steps of preprocessing can be 
executed. 

In this paper, we have used the web access log data from www.silicon.ac.in. 
Silicon institute of technology is one of the premiere technical institutes in Odisha, 
India. We have collected the records between 22-Oct-2010 04:15:00 to 24-Oct-2010 
04:05:48. The total number of records in the file is 12842.  

2.2 Data Transformation 

We have written a java program which reads each line from the log file and insert in 
to the table in MySQL database. The different fields in log record and their value are 
described in Table 1. 

Table 1. Field name & value of a HTTP request 

Value Field Name 
122.163.111.210 IP Address 
- Client ID 
- User ID 
[22/Oct/2010:04:15:00 -0400] Request Date & Time 
"GET /sitsbp/index.html HTTP/1.1" Request Method, URL, 

Protocol 
200 Response Status 
4520 Bytes Sent 
"http://www.google.co.in/search?hl=en&rlz=1R2ADFA_e
nIN388&q=silicon+institute+of+technology&btnG=Searc
h&meta=&aq=f&aqi=&aql=&oq=&gs_rfai=" 

Referrer 

"Mozilla/4.0 (compatible; MSIE 6.0; Windows NT 5.1; 
GTB0.0; SV1; .NET CLR 2.0.50727; .NET CLR 
3.0.04506.30; .NET CLR 3.0.4506.2152; .NET CLR 
3.5.30729; RediffIE8)" 

User Agent 
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The pseudo code of data transformation is given below 

While not EOF 
   Read each line 
   Split the line into words separated by “ “ (blank 
space) 
   IP = first word 
   clientID = second word 
   userID = third word 
   begin = indexof(‘[‘) 
   end = indexof(‘]’) 
   accessDateTime = charbetween(begin,end)  
   rest = substring(end,length(line)-end)  
   scan each character of the rest string 
   requestedURL = characters between first pair of “ “ 
   referrer = characters between second pair of “ “ 
   userAgent = characters between third pair of “ “ 
End While 

First split the line into words separated by blank space. After this we get the clientIP, 
clientID, nad userID. As the request date and time is written in pair of square brackets 
[] so we find the index of ‘[‘ and ‘]’ and then get the characters between these index 
by using getChars() method. Then the rest part is stored in another variable and using 
another loop and searching character by character we retrieve the requested URL, 
request status, method, user agent etc.  

2.3 Data Cleaning  

For data cleaning we need to remove all the records which contain the request for files 
like jpg, gif, css, js etc. For this we execute the delete query. 

Before the data cleaning the total number of records were 12842. After the data 
cleaning now it contains 1749 records, which are the actual page access records. 
Every unique page is assigned a PageID. The total number of unique web pages is 
found to be 97. 

2.4 Radial Basis Function Neural Networks 

The multi-layered feed forward network (MFN) is the most widely used neural 
network model for pattern classification. The basic architecture of a three-layered 
network is shown in Figure 3. A RBFN has three layers including input layer, hidden 
layer and output layer. The input layer is composed of input data. The hidden layer 
transforms the data from the input space to the hidden space using a non liner 
function. The output layer, which is linear, yields the response to the network. Its 
training procedure is usually divided in to two stages. First, the centers and widths of 
the hidden layer are determined by various ways like clustering algorithms such as k-
means [10], vector quantization [11], decision trees [12], or self-organizing future 
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maps [13]. In this paper random initialization of centers and width is considered and 
then fine tuned over iterations. Second the weights connecting the hidden layer with 
the output are determined by singular value decomposition (SVD) or least mean 
square (LMS) algorithm. Here SVD is used for optimizing the weights. The number 
of basis functions controls the complexity and the generalization ability of RBF 
network. 

 

Fig. 3. Architecture of a radial basis function network 

The argument of the activation function of each hidden unit in an RBFN computes 
the Euclidean distance between an input vector and the center of the unit. 
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of the ith hidden unit. The output layer, a set of summation units, supplies the 
response of the network. 

The commonly used radial basis functions are enumerated in Table 2 as follows: 

Table 2. Different kernel functions used in RBF network 

Name of the Kernel Mathematical Formula 
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2.5 Differential Evolution 

Differential Evolution (DE) [21, 22, 23, 24, 28], is a population based stochastic 
search algorithm which typically operates on real valued chromosome encodings. 
Like GAs, DE   maintains a population of potential solution encodings which are then 
perturbed in an effort to uncover yet better solutions to a problem in hand. In GAs 
[25] the basic steps are selection, crossover and mutation. However in DE, individuals 
are represented as real-valued vectors, and the perturbation of solution vectors is 
based on the scaled difference of two randomly chosen individuals of the current 
population. One of the advantages of this approach is that the resulting ‘step’ size and 
orientation during the perturbation process automatically adapts to the fitness function 
landscape. 

Although several DE algorithms available in literature Das et al. [22, 29] we 
primarily describe a version of the algorithm based on the DE/rand/1/bin scheme [21]. 
The different variants of the DE algorithm are described using the shorthand 
DE/x/y/z, where x specifies how the base vector is chosen, y is the number of 
difference vectors used, and z denotes the crossover scheme. 

A notable feature of the mutation step in DE is that it is self-scaling. The size/rate 
of mutation along each dimension stems solely from the location of the individuals in 
the current population. The mutation step self-adapts as the population converges 
leading to a finer-grained search. In contrast, the mutation process in GA [26] is 
typically based on (or draws from) a fixed probability density function. 

Rationale for an DE-RBF Integration: There are a number of reasons to support that 
an evolutionary methodology, particularly DE coupled with a RBF can prove fruitful 
in the classification tasks. In classification of web logs, it is a challenging job to 
approximate an arbitrary boundary of complex phenomenon. Hence, combining DE 
with the universal approximation qualities of a RBF produces a powerful modeling 
methodology. 

Learning Procedure: As mentioned there are two phases within the learning 
procedure. In phase one differential evolution is employed to reveal the centers and 
spread of the RBFNS. Although centers, spread and weights can be evolved using 
DE, but here we restrict ourselves with evolving only centers and spreads. This 
ensures efficient representation of an individual of DE [27]. If we encode all the 
parameters such as centers, spread and weights into an individual chromosome, the 
chromosome length is too long and the search space becomes too large, which results 
in a very slow convergence rate. Since the performance of the RBFNs mainly depends 
on center and spread of the kernel, we just encode the centers and spread into a 
individual chromosome for   stochastic search. 

Suppose the maximum number of kernels is set to maxK , then the structure of the 

individual is represented in Figure 4. 
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Fig. 4. Structure of an individual 

In other words each individual has three constituent parts such as center, spread 

and bias. The length of an individual is
max

2 1K + . 

The algorithmic framework of DE-RBF is described as follows: Initially, a set of 

p
n  individuals (i.e., 

p
n  is the size of the population) pertaining to networks centers 

spread and bias are initialized randomly, the individuals have the form:     
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where  
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2 1d k= ⋅ +  and t is the iteration number.  

In each iteration, e.g., iteration t, for individual ( )t

i
x  undergoes mutation, crossover 

and selection as follows: 

Mutation: For vector ( )t
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generated according to equation (3). 
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Crossover: The trial vector is generated as given in equation (4). 
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where j=1..d, rand is random number generated in the range (0,1), rc  is  the user 

specified crossover constant from the range (0,1) and rand (1,2,…,d) is a random 
integer from [1,2,…,d].  

Finally, we use selection operation and obtain the target vector ( 1)t
ix +  as given in 

equation (5). 
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,   i=1,2,…,d.  (5) 

The fitness function which is used to guide the search process is defined in equation 
(6).    
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where N is the total number of training sample, 
n

t  is the actual output and ( )ixΦ  is 

the estimated output of RBFNs. Once the centers and spreads are fixed, the task of 
determining weights in second phase of learning reduces to solving a simple linear 
system. In this work the pseudo inverse method is adopted to find out a set of optimal 
weights.  

The pseudo-code for computing spread, center and bias using DE, as follows: 

Begin 
  t=1; 
      initialize a set of np individuals  

      
( ) ( ) ( ) ( )

1 2
, , ...,t t t t

i i i id
x x x x=< > ,  1, 2, ...,

p
i n=  randomly; 

      For t=1 to maxG do 
    For i=1 to np do  

            Mutation step:  for each vector 
( )t
iv  a  

            perturbed    

            vector  
( 1)t

i
v +

 called the donor vector is 

            generated according to equation (3).  

            Crossover step: the trial vector 
( 1)t

i
u +

 is    

            generated according to equation (4). 
            Compute fitness function according to  
            equation (6) and train dataset. 

            Selection step: get the target vector 
( 1)t

i
x +

   

            according to equation (5) 
         End for  
    t=t+1 
 End for 
End  

After getting center, spread and bias from the above pseudo-code now the weights of 
the network can be computed by pseudo-inverse method as described in equation (7). 

                                        Y=WΦ 

       ( ) 1T TW Y
−

= Φ Φ Φ                (7) 

Pseudo code of DE-RBF: 

Begin 
 Compute the center, spread, and bias according to 
      the above pseudo-code;  
 Calculate the basis function ( )Φ  ; 

 Compute the weight according to equation (7);
 Calculate the output as Y=WΦ ; 
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 Calculate the accuracy by comparing actual output  
      with desired output; 
End 

3 Experimental Study 

3.1 Description of Dataset and Parameters 

For classification purpose we have categorized the access time into 2 categories, i.e. 
from 00:00 hours to 12:00 hours 1 and 12:00 to 24:00 as 2. Similarly we have 
grouped all the region of access into 2, i.e. IP addresses accessing from within India 
as 1 and IP addresses accessing from outside India as 2. To find the region from IP 
address we have used the website www.ip2location.com [19]. 

Our class attribute is frequent. For this we have considered two values i.e. 1 for not 
frequent and 2 for frequent. This dataset includes 237 instances and each having 4 
attributes e.g. ID, request count, timeid, locationid.  

The instances are classified into 2 classes (i.e., every instance either belongs to 
class 1 or 2). Class 1 has 129 instances, and class 2 contains 108. None of the 
attributes contain any missing values.  

3.2 Results and Analysis 

In this experimental set up a learning algorithms (i.e., RBFNs) and considered for a 
comparative study with the proposed method DE-RBF. 

The results obtained from our experimental study are enumerated in Table 3. In our 
work  two  training algorithms were compared. In DE-RBF the parameter were set as 
follows : mutation factor mf=0.2 and crossing factor cr=0.5. Corresponding to different 
kernels like Gaussian functions, multi-quadratic functions, inverse multi-quadratic 
function, and cubic function, it is observed that Cubic kernels in DE-RBF gives better 
result as compared to other kernels of RBF and DE-RBF networks for web log dataset.  

Table 3. Classification accuracy obtained from simulation of Gaussian function, Multi –
quadratic function, Inverse multi-quadratic function, Cubic function 

Name of the 
Kernel 

RBF DE-RBF 

No of  
Hidden 
units 

Training Testing 
No of  
Hidden 
units 

Training Testing 

Gaussian  5 81.3953 79.0698 9 88.453 84.769 

  Multi – 
quadric  

5 86.8217  77.5194 9 86.4217 84.194 

Inverse multi- 
quadric 

5 75.9690  76.722 9 88.3454 82.446 

Cubic  5 77.5194  74.5736 9 88.4924 84.924 
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4 Conclusion and Future Work 

In this paper, DE algorithm a population-based iterative global optimization has been 
used to train a RBF networks for classification on web log data. The method of 
encoding a RBF network into an individual is given, where only the centers and the 
spread of the hidden units are encoded. Here, we have considered the attributes like 
region and time of the dataset in the process of classification; however, this can be 
extended to some more attributes like user agent and referrer of the dataset. 
Experimental result shows that DE algorithm based RBFN is performing better than 
RBFN irrespective of kernels considered in this paper. Further, it is observed that by 
taking different basis functions we get varying accuracy levels. 
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Abstract. This paper proposes a distributed algorithm for circle for-
mation by a system of mobile robots. Each robot observes the positions
of other robots and moves to a new position. Eventually they form a
circle. The robots do not store past actions. They are anonymous and
cannot be distinguished by their appearance and do not have a common
coordinate system (origin and axis) and chirality (common handedness).
Most of the earlier works assume the robots to be dimensionless (points).
In this paper a robot is represented as a unit disc (fat robot). The robots
are assumed to be transparent in order to achieve full visibility. However,
a robot is considered as a physical obstacle for another robot. The robots
execute the algorithm asynchronously.

Keywords: Asynchronous, Transparent Fat Robots, Circle Formation.

1 Introduction

The field of cooperative mobile robotics has received a lot of attention from vari-
ous research groups in institutes as well as in industries. A focus of these research
and development activities is the distributed motion coordination which allows
the robots to form certain patterns [9]. Motion planning algorithms for robotic
systems are very challenging due to severe limitations, such as in communica-
tion between the robots, hardware constraints, obstacles etc. The significance of
positioning the robots based on some given patterns is useful for various tasks,
such as operations in hazardous environments, space mission, military opera-
tions, tumor excision[7] etc. In addition, formation of patterns and flocking of
a group of mobile robots is also useful for providing communication in ad-hoc
mobile networks. Pattern formation by cooperative mobile robots involves many
geometric issues [9]. This paper addresses one such geometric problem, circle
formation. The robots are free to move on the 2D plane. They are anonymous.
They do not have a common coordinate system and are unable to remember
past actions. Furthermore, the robots are incapable of communicating directly
and can only interact by observing each others position. Based on this model, we
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� Springer-Verlag Berlin Heidelberg 2013



196 S. Datta et al.

study the problem of the mobile robots positioning themselves to form a circle.
The robots are represented as unit discs (fat robots [1]). The robots are assumed
to be transparent in order to ensure full visibility. But they act as physical ob-
struction for another robots. The formation of a circle provides a way for robots
to agree on a common origin point and a common unit distance. The main idea
is to let each robot execute a simple algorithm and plan its motion adaptively
based on the observed movement of other robots, so that the robots as a group
will manage to form a given pattern (a circle in this case).

2 Related Works

A large body of research work exists in the context of multiple autonomous mo-
bile robots exhibiting cooperative behavior. The aim of such research is to study
the issues such as group architecture, resource conflict, origin of cooperation,
learning and geometric problems [11]. The computational model popular in lit-
erature for mobile robot is called the weak model [5]. Under this model robots are
considered to be points which move on the plane. The robots have no identity,
no memory of past actions (oblivious), no common sense of direction and dis-
tance. The robots execute cycles consisting of three phases, look-compute-move
described below:

– Look: Determine the current configuration by identifying the locations of all
visible robots and marking them on the robot’s (the one that is executing
the cycle) private coordinate system.

– Compute: Based on the locations of all the visible robots, compute a location
T , where this robots should move now.

– Move: Travel towards the point T in straight line.

The robots may execute the cycles synchronously or asynchronously or semi-
synchronously. The definitions of the models are as follows:

– Fully−synchronous (FSY NC) model: The robots are driven by an identical
clock and hence operate according to the same cycles, and are active in every
cycle.

– Semi − synchronous (SSY NC) model: The robots operate according to
the same cycles, but need not be active in every cycle. A fairness constraint
guarantees that each robot will eventually be active (infinitely many times)
in any infinite execution.

– Asynchronous (ASY NC) model: The robots operate on independent cycles
of variable length. Formally, this can be modeled by starting each cycle with
a “Wait” step of arbitrary variable length.

Formation of circle by multiple autonomous mobile robots is defined as follows-
A set of robots is given. The robots are asked to position themselves on the cir-
cumference of a circle in finite time. Sugihara and Suzuki [9] proposed a simple
heuristic algorithm for the formation of an approximation of a circle under lim-
ited visibility. However, the algorithm does not guarantee that the formed circle
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will be uniform. Sometimes it may bring the robots to form a Reuleaux trian-
gle 1 instead of a circle. Suzuki and Yamashita[10] proposed a regular polygon
formation algorithm for non-oblivious robots. Défago and Konogaya [2] came
up with an improved algorithm by which a group of oblivious robots eventu-
ally form a circle. The algorithm consists of two sub-algorithms. The first part
brings the system towards a configuration in which all robots are located on the
boundary of the circle. The second part converges towards a homogeneous distri-
bution of the robots along the circumference of the circle. All of these solutions
assume semi-synchronous (SSM)[10] model in which the cycles of all robots are
synchronized and their actions are atomic. Katreniak [6] used an asynchronous
CORDA [8] model to form a biangular circle 2. Défago and Souissi [3] presented
an algorithm where a group of mobile robots, starting from any arbitrary con-
figuration, can be self-organized to form a circle. This algorithm has the useful
property that it allows robots to be added, removed or relocated during its ex-
ecution. The robots share neither knowledge of the coordinate systems of the
other robots nor of a global one. However, robots agree on the chirality of the
system (i.e., clockwise/counterclockwise orientation).

All of these algorithms assume that a robot is a point which neither creates any
visual obstruction nor acts as an obstacle in the path of other robots. Czyzowicz
et al.,[1] extend the traditional weak model [5] of robots by replacing the point
robots with unit disc robots (fat robots). Dutta et. al. [4] proposed a circle
formation algorithm for fat robots assuming common origin and axes for the
robots. Here the robots are assumed to be transparent in order to avoid visibility
block. However, a robot acts as an physical obstacle if it falls in the path of other
robots. The visibility range/radius of the robots is assumed to be limited. Many
of the earlier circle formation algorithms required the system to be synchronous
which is also an ideal situation. Dutta et. al. [4] assumed asynchronous system. In
this paper we propose a circle formation algorithm for asynchronous, transparent
fat robots with no agreement on common origin and axes.

3 Circle Formation by Multiple Transparent Fat Robots

We first describe the computation robot model used in this paper and present
an overview of the problem. Then we move to the solution approach and present
the algorithms with the proofs of their correctness.

3.1 Underlying Computation Model of Robots

Let R = r1, r2, . . . , rn be a set of points on the plane representing a set of
fat robots. A robot is represented by its center, i.e., by ri we mean a robot
whose center is ri. We use the basic structure of weak model [5]. The following
assumptions describe the system of robots deployed on the 2D plane:

1 A Reuleaux triangle is a curve of constant width constructed by drawing arcs from
each polygon vertex of an equilateral triangle between the other two vertices[12].

2 In a biangular circle, there is a center and two non zero angles α and β such that the
center between each two adjacent points is either α or β and these angles alternate.
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– The robots are autonomous.
– The robots execute their cycles (Look-Compute-Wait-Move) asynchronously.
– The robots are anonymous and homogeneous in the sense that they are

unable to uniquely identify themselves, neither with a unique identification
number nor with some external distinctive mark (e.g. color, flag, etc.).

– A robot can sense all other robots irrespective of their configuration.
– Each robot is represented as a unit disc (fat robots).
– The robots are assumed to be transparent to achieve full visibility.
– CORDA [8] model is assumed for robots’ movement. Under this model the

movement of the robots is not instantaneous. While in motion, a robot may
be observed by other robots.

– The robots have no common orientation or scale. Each robot uses its own
local coordinate system (origin, orientation and distance) and has no par-
ticular knowledge about the coordinate system of any other robot or of a
global coordinate system.

– The robots can not communicate explicitly. Each robot has a device which
takes picture or senses over 360 degrees. The robots communicate only by
means of observing other robots using the camera or sensor. The robots are
able to compute the coordinates (w.r.t. its own coordinate system) of other
robots by observing through the camera or sensor.

– The robots have infinite visibility range.
– The robots are oblivious. They do not remember the data from the previous

cycles.
– Initially all robots are stationary.

3.2 Overview of the Problem

Let R be a set of stationary transparent fat robots, under the computation model
described in section 3.1 is given. The objective is to move the robots in R in
order to form a circle. First, the robots compute the Smallest Enclosing Circle
(SEC) with R. Let P be the center of the SEC. The aim of each robot is to find
a destination on the circumference of the SEC and move to that destination.
The robot nearest to the circumference of the SEC, (i.e., farthest from P ) is the
one which moves towards the circumference of the SEC. During this period, all
other robots remain in their positions. However, there may be multiple robots
nearest to the circumference of the SEC. This means that these robots are
equidistant from P and they lie on a circle centered at P . Let C(1) be the set
of robots nearest to P . We call this set, the robots at 1st level of distances.
Similarly C(2) is the set of robots 2nd nearest to P . We call this set, the robots
at 2nd level of distances. Let there be m such levels of distances. The robots
which are at ith level of distance from P constitute the set C(i) (1 ≤ i ≤ m).
The robots in C(m) are actually on the SEC. We can visualize the configuration
of robots as m concentric circles whose center is P (Fig.1.). If any robot is at
the center then it is considered to be on a circle with radius zero and denoted
by C(0). This set of circles is arranged according to their distances from P as
C = {C(0), C(1), C(2), . . . , C(m)}. Since the SEC is unique, the set C is also
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unambiguous. Each robot computes this sequence C. The robots in C(m−1) are
considered for moving and they move to C(m). All robots always move outwards
from P . Finally all robots in R are on SEC.

P

C(m)

C(m− 1)

C(m− 2)

C(1)

Fig. 1. An example of a set of robots and their multiple levels of distances

3.3 Expanding the Smallest Enclosing Circle

Before a robot computes its destination it executes a preprocessing algorithm
for expanding the SEC. In this algorithm robots check following conditions.

1. If SEC is not large enough to accommodate all robots, then SEC is ex-
panded.

2. It may be the case when a robot from C(m−1) finds its destination on C(m)
for moving, but its path towards the destination is either intersected by the
path of other robots or some other robots lie on its path. In this situation,
the SEC is expanded.

3. If the robots initially are in lock configuration (discussed in section 3.5) then
the SEC is expanded.

In order to expand SEC the robots on the SEC move a certain distance (depend-
ing on the number of robots) radially away from the center of SEC. We now in-
troduce some definitions which will be used in the algorithm SEC Expansion(r).

– RECSEC(R) - The minimum perimeter of a circle required to accommodate
all the robots in R. This is proportional to the number of robots in R.

– CURSEC(R)- The perimeter of the present SEC i.e., circumference of C(m).
– DIS(r) = (RECSEC(R) − CURSEC(R))/2π: The distance, robots in

C(m) move radially outward in order to make radius of SEC into
RECSEC(R) from CURSEC(R).

Note that, this is an asynchronous system; so all the robots on C(m) may not
execute this algorithm at the same time. This algorithm may be executed more
than once and the center of the new SEC may not remain same as the one
before expansion. However, once the terminating condition is achieved i.e. when
CURSEC(R) ≥ RECSEC(R) then this algorithm stops.
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Algorithm 1. SEC Expansion(r)

Input: (i) The set of robots R;(ii) A robot r ∈ R.
Output: RECSEC(R): An expanded SEC of R.
Compute CURSEC(R) and RECSEC(R);
if (CURSEC(R) < RECSEC(R)) ∨ (r is on C(m)) then

Computes DIS(r);
Move r DIS(r) distance radially away from the centre of
CURSEC(R);

else
r does not move ;

Correctness of the Algorithm SEC Expansion(r): The following lemmas
prove the correctness of the algorithm.

Lemma 1. The radius of the CURSEC(R) is never decreased by the execution
of SEC Expansion(r).

Proof. According to the algorithm SEC Expansion(r), a robot either moves
away from the center of the current SEC or stay still. Hence, the radius of the
circle either increases or remains same. ��

Lemma 2. SEC Expansion(r) stops after a finite number of steps.

Proof. After every execution of SEC Expansion(r), CURSEC(R) increases
(lemma 1). Once CURSEC(R) ≥ RECSEC(R) is true, the algorithm stops.
Since, the number of robots is finite, RECSEC(R) is finite and CURSEC(R) ≥
RECSEC(R) becomes true after a finite time. Hence, the result follows. ��

3.4 Computing the Destinations of the Robots

Let us introduce some notations and definition which will be used later.

– |A| : Number of elements in set A.
– Dist(A,B): The euclidean distance between two points A and B.
– Tr: Computed destination for r.
– LN(r, i): ith left (clockwise w.r.t. r) neighbor of the robot r on the circum-

ference of the circle on which r lies.
– RN(r, i): ith right (anti clockwise w.r.t. r) neighbor of the robot r on the

circumference of the circle on which r lies.
– Poly(C(k)): The convex polygon formed by the robots on the circumference

of the circle C(k) ∈ C.
– Maxe(Poly(C(k))) : The unique longest edge of Poly(C(k)). (If there are

more than one longest edge, then the next maximum length is found until we
get a single edge of maximum length.) If R is not in symmetric configuration
(described in section 3.5), then a longest unique edge is positively found.

– Projpt(r, C(k)): The projected (radially inward or outward) point of the
robot position r on the concentric circle C(k) ∈ C.

– SER(R): SEC computed by a robot r ∈ R. SEC(R) > RECSEC(R).
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Definition 1. If the circular area of radius 2 and centered at point t does not
contain the center of any other robot, then t is called a vacant point.

rpt

Projpt′(r, c(m))

C(2)

C(1)

P

r

C(1)

P

r

Tr

C(2)

(b) (c)

e

u

v

r

(a)

C(1)

Fig. 2. Examples of Compute destination(r) for a robot r for m = 1 and m = 2

(a) (b) (c)

rpt

C(m)

C(m− 1)

P

r

R

L

Tr

Dist(r′pt, R) > Dist(r′pt, L)

rpt

C(m)

C(m− 1)

P

r

R

L

Tr

Dist(r,R) > Dist(r, L)

rpt

C(2)
C(1)

P

r

L

R

Tr

Dist(rpt, R) < Dist(rpt, L)

r′pt

d d d

Fig. 3. Example of Compute destination(r) for a robot r for m ≥ 2

P

r1

r2

T

T

C(m)

C(m− 1)

Fig. 4. Example of Compute destination(r) for a collinear robot r
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Algorithm 2. Compute destination(r)

Input: (i) A set of robots R, such that SEC(R) > RECSEC(R). (ii) A robot r in C(m− 1).
Output: The destination for r, Tr .
Found Destination ← false;
if (Found Destination == false) ∨ ((m = 1) ∧ (|C(0)| = 1)) (Fig. 2(a).) then

Compute Poly(C(m)); e ← Maxe(Poly(C(m))); l ← bisector of e;
u ← intersection point of l and C(m) at that side of e where r lies;
Tr ← u;
Found Destination ← true;

else
if Projpt(r, C(m)) is a vacant point (Fig. 2(b).) then

Tr ← Projpt(r, C(m)); Found Destination ← true;
else

// Projpt(r,C(m)) is not a vacant point.
if (m = 2) ∧ (|C(1)| = 1) ∧ (Projpt′(r, C(m))) (the point diametrically opposite
to Projpt(r, C(m))) is a vacant point (Fig. 2(c).) then

Tr ← Projpt′(r, C(m)); Found Destination ← true;

rpt ← Projpt(r, C(m)); d ← Projpt′(r, C(m));
if Found Destination = false (Fig. 3(a).) then

i ← 1; R ← RN(rpt, i); L ← LN(rpt, i);
while Dist(rpt, R) = Dist(rpt, L) do

i+ +; R ← RN(rpt, i); L ← LN(rpt, i);

if Dist(rpt, R) > Dist(rpt, L) then
Tr ← the first vacant position at right side (anti clockwise w.r.t. r) of rpt
between rpt and d; Found Destination ← true;

else
Tr ← the first vacant position at left side (clockwise w.r.t. r) of rpt
between rpt and d; Found Destination ← true;

if Found Destination = false (Fig. 3(b).) then
i ← 1; R ← RN(r, i); L ← LN(r, i);
while Dist(r, R) = Dist(r, L) do

i+ +; R ← RN(r, i); L ← LN(r, i);

if Dist(r, R) > Dist(r, L) then
Tr ← the first vacant position at right side (anti clockwise w.r.t. r) of rpt
between rpt and d; Found Destination ← true;

else
Tr ← the first vacant position at left side (clockwise w.r.t. r) of rpt
between rpt and d; Found Destination ← true;

if Found Destination = false (Fig. 3(c).) then
k ← 1;
while (Found Destination = false) ∧ (k < m) do

r′pt ← Projpt(r, C(m− k)); i ← 2; R ← RN(r′pt, i); L ← LN(r′pt, i);
while Dist(r′pt, R) = Dist(r′pt, L) do

i+ +; R ← RN(r′pt, i); L ← LN(r′pt, i);

if Dist(r′pt, R) > Dist(r′pt, L) then
Tr ← the first vacant position at right side (anti clockwise w.r.t. r) of
rpt between rpt and d; Found Destination ← true;

else
Tr ← the first vacant position at left side (clockwise w.r.t. r) of rpt
between rpt and d; Found Destination ← true;

if Found Destination = false then
k + +;

if Found Destination = false (Fig. 4.) then
Draw tangent T at r;
T intersects C(m) at point Lp and Rp;
Tr ← Lp ; or Tr ← Rp;

Return Tr;
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The algorithm Compute destination(r) assumes that no lock configuration is
encountered either at initial stage or at intermediate stage.

Definition 2. A robot is called an eligible robot, if it finds a unique3 destination
(using Compute destination(r)) on the circumference of SEC.

Correctness of the Algorithm Compute destination(r): Following lemmas
prove the correctness of the algorithm Compute destination(r).

Lemma 3. Every robot in R is an eligible robot.

Proof. The proof follows from the fact that SEC(R) > RECSEC(R). ��

Lemma 4. The path of each robot is obstacle free.

Proof. Only the robots on C(m − 1) are selected for moving and SEC(R) >
RECSEC(R). The robots always move outwards. Hence, the result follows. ��

3.5 Characterizing Lock Configurations

Definition 3. A straight line L is called a line of symmetry for R if L divides
R (excepting those robots which lie on L) into two parts, such that one part is a
mirror image of the other (Fig. 5.).

P

L

ri r′
i

rlvi
v′
i

P

L

vi v′
i

(a)
(b)

Fig. 5. Examples showing a set of robots in Symmetric Configuration (ØS)

Note that if all the robots are collinear, the line containing all the robots is a
line of symmetry.

Definition 4. R is said to be in symmetric configuration ØS, if R has a line of
straight symmetry (Fig. 5.).

Let r be a robot on the circle C(m− i) (1 ≤ i ≤ m− 1). r is projected (radially
outward) on the circle C(m). Let r′ be the projected point. Let us denote the
rectangular area with length l = Dist(r, r′) and width 2 as shown in Fig. 6., as
rect(rr′).

3 No two robots will have same destination.
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P

L

ri

r′i

rj

r′j
l

2

Fig. 6. An example of free robots and locked robots

Definition 5. r is said to be a free robot if rect(rr′) does not contain any part
of other robot. A robot which is not free is called locked robot.

In Fig. 6., ri is a locked robot but rj is a free robot.

Definition 6. If (a) m = 2; and (b) the number of vacant points on C(m) =
the number of robots in C(m− 1); and (c) ∀ri ∈ C(m− 1), ri is not a free robot;
and (d) R is in ØS ; then R is in lock configuration (denoted by ØL (Fig. 7)).

d1

d2

r1
r2

P

m

Fig. 7. An example of a lock configuration(ØL)

Observation 1. If the number of vacant points on C(m) > the number of robots
in C(m− 1) then any ri in C(m− 1) eventually finds its unique destination on
C(m) using Compute destination(ri ).

Lemma 5. If R is not in ØL , then ∀ri ∈ R, ri is an eligible robot.

Proof. Follows from observation 1. ��

3.6 Detection of Lock Configurations

The circle formation algorithm presented in this paper assures that no lock
configuration is formed due to the execution of the algorithm. The function
Check lock(r, Tr) is used by robots to check whether a lock configuration occurs
when r reaches its computed (using Compute destination(r)) destination Tr.
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3.7 Circle Formation Algorithm

Finally the algorithm Circle form(r) forms the circle. Each robot in R computes
the SEC of R and the sequence of concentric circles C (as described in section
3.2). Each robot from C(m − 1) finds its destination on C(m), using algorithm
Compute destination(r) and moves towards it. However, r does not move if any
following cases occurs.

– Case 1. If r is not in C(m− 1), then r does not move.
– Case 2. If r is on the SEC i.e., on C(m) then r does not move.
– Case 3. Using Check lock(r, Tr), r checks whether the configuration is in

ØL, when r reaches to Tr. If the next configuration is going to be in ØL,
then r does not move.

– Case 4. If the line joining r and Tr intersects C(m−1) or contains any part
of other robots or intersects the path of other robots, then r does not move.

Case 3 and 4 are eliminated using SEC Expansion(r) algorithm.

Algorithm 3. Circle form(r)

Input: (i) The set of robots R;(ii) A robot r ∈ R.
Output: The SEC of R such that all robots in R lie on SEC of R.
if r is in case 1 or 2 then

r does not move;
else

Tr ← Compute destination(r);
if r is in case 3 or 4 then

SEC Expansion(r);
else

Tr ← Compute destination(r);
r moves to Tr;

Correctness of the Algorithm Circle form(r): Following lemma, observa-
tion and theorem prove the correctness of the algorithm.

Lemma 6. Lock configuration is successfully removed by SEC Expansion(r) al-
gorithm.

Proof. Follows from the proof of correctness of the algorithm SEC Expansion(r).
��

Observation 2. Circle form(r) does not create any lock configuration.

Theorem 1. Circle form(r) forms a circle after a finite time.

Proof. If initially R is in ØL, SEC Expansion(r) removes the lock configuration
(lemma 6). Moreover, Circle form(r) algorithm does not create any lock configura-
tion observation 2. From lemma 5, if R is not in ØL, Compute destination(r) suc-
cessfully computes a deterministic destination for r. Hence, the result follows. ��
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4 Conclusion

In this paper, a distributed algorithm is presented for circle formation by
autonomous, oblivious, homogeneous, non communicative, asynchronous, trans-
parent fat robots having individual coordinate systems. The algorithm ensures
that multiple mobile robots will form a circle in finite time. The robots are con-
sidered to be transparent in order to achieve full visibility. However, a robot is
considered as a physical obstacle for another robot. The algorithm presented in
this paper also assures that there is no collision among the robots. The work will
be extended further for solid fat robots which obstruct the visibility of the other
robots.
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Abstract. This paper presents a finite-buffer single server queue where
packets arrive according to a batch Markovian arrival process (BMAP).
Partial batch acceptance strategy has been analyzed in which the incom-
ing packets of a batch are allowed to enter the buffer as long as there is
space. When the buffer is full, remaining packets of a batch are discarded.
The server serves till system is emptied and after that it takes a maxi-
mum H number of vacations until it either finds at least one packet in the
queue or the server has exhaustively taken all the vacations. We obtain
some important performance measures such as probability of blocking
for the first-, an arbitrary- and the last-packet of a batch, mean queue
lengths and mean waiting time of packet. The burstiness of the corre-
lated traffic influences the probability of packet loss which makes buffer
management to satisfy the Quality of Service (QoS) requirements.

Keywords: Buffer management, correlated arrivals, variant of multiple
vacation policy, packet loss probability.

1 Introduction

The performance analysis of various communication network is gaining increas-
ing importance nowadays. The performance analysis of statistical multiplexer
whose input consists of a superposition of several packetized sources have been
done through some analytically tractable arrival process, viz., Markovian arrival
process (MAP ), see Lucantoni et al. [9]. Later Lucantoni [7] introduced batch
Markovian arrival process (BMAP ) which is a convenient representation of the
versatile Markovian point process, see Neuts [11].

Queueing systems with vacations are considered to be an effective instrument
in modelling and analysis of communication networks and several other engineer-
ing systems in which single server is entitled to serve more than one queue, for
detail, see Tian and Zhang [15] and references therein. Queueing systems with
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server’s vacations and MAP or BMAP as input process, i.e., MAP/G/1/∞
and BMAP/G/1/∞ queue have been analyzed by Lucantoni et al. [9] and Lu-
cantoni [7], respectively. Queueing analysis of finite systems are more realistic
than infinite systems. The study of finite capacity vacation model with BMAP
arrival, that is, finite-capacity BMAP/G/1 queue has been done by Dudin et
al. [4] where they have presented analysis for partial batch acceptance-, total
batch acceptance- as well as total batch rejection-strategies. More detail study of
BMAP/G/1/N queue with vacation(s) under exhaustive service discipline was
performed by Niu et al. [13]. Recently, Banik [2] investigated BMAP/G/1/∞
queue with a variant of multiple vacation policy. In this paper, we consider a
BMAP/G/1/N/VMV queue with VMV stands for variant of multiple vacation
policy. This means that the server will go for a vacation if the system becomes
empty after a service. The server is allowed to take maximum H consecutive
vacations if the system remains empty after the end of a vacation. The vacation
schedule is exactly similar to that of Ke [6]. Similar model with single as well as
multiple vacations were previously analyzed in [13] for the case of partial- and
total-batch rejection strategies. We analyzed the model for the case of partial
batch rejection strategy.

The model presented in this paper may be useful for the performance eval-
uation of an energy-aware medium access control (MAC)/physical (PHY) layer
protocol in view of bursty traffic arrival patterns (modeled as BMAP). The
MAC/PHY layer in a node is modeled as a server and a vacation queueing model
is utilized to represent the sleep and wakeup mechanism of the server. Energy
efficiency is a major concern in traditional wireless networks due to the limited
battery power of the nodes, see Azad [1], Miao et al. [10] and references therein
for details. In one direction to save energy in such a network is to bring into
play an efficient sleep and wakeup mechanism to turn off the radio transceiver
irregularly in order that the desired trade-off between the node energy savings
and the network performance can be achieved.

2 Description of the Model

We analyze the BMAP/G/1/N/VMV queue with variant of multiple vacation
policy, where N is the capacity of the queue excluding the one in service. When
the server finishes servicing a customer and finds the queue empty, the server
leaves for a vacation. The server takes vacations consecutively until either the
server finds a customer at a vacation completion instant or the server has taken
a maximum number, denoted by H (> 0), of vacations. In case of arrivals oc-
curred during a vacation, the server resumes service immediately at that vacation
completion instant. In case of no arrivals occurred during the period of H con-
secutive vacations have completed, the server stays idle and waits to serve the
next arrival. Customers are assumed to arrive at the queueing system according
to an m-state batch Markovian arrival process (BMAP ). The arrival process
is characterized by m × m matrices Dk, k ≥ 0, where (i, j)-th (1 ≤ i, j ≤ m)
element of D0, is the state transition rate from state i to state j in the under-
lying Markov chain without an arrival, and (i, j)-th element of Dk, k ≥ 1, is
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the state transition rate from state i to state j in the underlying Markov chain
with an arrival of batch size k. The matrix D0 has nonnegative off-diagonal and
negative diagonal elements, and the matrix Dk, k ≥ 1, has nonnegative ele-
ments. Let Y (t) denote the number of arrivals in (0, t] and J(t) be the state of
the underlying Markov chain at time t with state space {i : 1 ≤ i ≤ m}. Then
{Y (t), J(t)} is a two-dimensional Markov process of BMAP with state space
{(n, i) : n ≥ 0, 1 ≤ i ≤ m}. The infinitesimal generator of BMAP is given by

Q =

⎛⎜⎜⎜⎝
D0 D1 D2 D3 · · ·
0 D0 D1 D2 · · ·
0 0 D0 D1 · · ·
...

...
...

...
. . .

⎞⎟⎟⎟⎠ .

AsQ is the infinitesimal generator of the BMAP , we have
∑∞

k=0 Dke = 0, where
e is an m×1 vector with all its elements equal to 1. Further, since D =

∑∞
k=0 Dk

is the infinitesimal generator of the underlying Markov chain {J(t)}, there exists
a stationary probability vector π such that πD = 0 and πe = 1. Then the
average arrival rate (λ∗) and average batch arrival rate (λg) of the stationary

BMAP are given by λ∗ = π
∑∞

k=1 kDke and λg = πD̃1e, respectively, where

D̃n =
∑∞

k=n Dk, n ≥ 1. Let us define {P(k)(n, t), 0 ≤ k ≤ N, 0 ≤ n ≤ k, t ≥ 0}
asm×mmatrix whose (i, j)-th element is the probability to admit n customers in
the queue during the time interval (0, t] and to have the state j of the underlying
Markov chain of the BMAP at the epoch t conditional that the state of this
process was i at the epoch 0 and at most k customers can be admitted during
the interval (0, t]. Since we deal with finite-buffer queue with batch arrival, we
consider following batch acceptance/rejection strategies as follows.
Partial batch rejection: An arriving batch finds not enough space in the buffer
and some of the customers of that batch are accepted and rests are rejected. The
matrices P(k)(n, t) then satisfy the following difference-differential equations:

d

dt
P(k)(n, t) =

n∑
r=0

P(k)(r, t)Dn−r, 0 ≤ k ≤ N, 0 ≤ n < k, (1)

d

dt
P(k)(n, t) =

n∑
r=0

P(k)(r, t)D̃n−r, 0 ≤ k ≤ N, n = k. (2)

Let S(x){s(x)} be the distribution function (DF) {probability density function
(pdf)} of the service time S of a typical customer. Let the consecutive vacations
taken by the server are denoted by the random variables Vi (i = 1, 2, . . . , H)
with Vi(x){vi(x)} be the DF {pdf}. The mean service [vacation] time is E(S)
[E(Vi)]. The service-, each vacation-times are assumed to be independent and
identically distributed (i.i.d.) random variables (r.vs.), and they are independent
of the arrival process. The traffic intensity is given by ρ = λ∗E(S). Further, let
ρ′ be the probability that the server is busy.
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3 Queue Length Distribution at Different Epochs

Consider the system at service completion and vacation termination epochs.
Let t0, t1, t2, . . . be the time epochs at which service completion or vacation
termination occurs. Let t+k denote the time epoch just after a service com-
pletion or vacation termination. The state of the system at t+k is defined as
ζk = {Nq(t

+
k ), J(t+k ), ξ(t+k )}, k ≥ 0, where Nq(t

+
k ) is the number of customers

in the queue and J(t+k ) is the state of the underlying Markov chain of BMAP .
If t+k is a service completion epoch, then ξ(t+k ) = B, where ‘B’ stands for busy
state of the server; ξ(t+k ) = l if t+k is the l-th vacation termination epoch. Then
{ζk, k ≥ 0} forms an embedded Markov chain which is irreducible, aperiodic,
and therefore the Markov chain is ergodic. Thus, the limiting probabilities are
defined as

π+
i (n) = lim

k→∞
P{Nq(t

+
k ) = n, J(t+k ) = i, ξ(t+k ) = B}, 1 ≤ i ≤ m,

ω+
i,l(n) = lim

k→∞
P{Nq(t

+
k ) = n, J(t+k ) = i, ξ(t+k ) = l}, 1 ≤ i ≤ m, 1 ≤ l ≤ H.

Let π+(n) [ω+
k (n)] be the 1 ×m vector whose i-th component π+

i (n) [ω+
i,k(n)]

is the probability that there are n customers in the queue at service completion
[k-th vacation termination] epoch and batch arrival process in phase i.

In order to obtain the queue length distributions at various epochs, we define

the m × m matrices A
(r)
n and V

(r)
n,k (0 ≤ r ≤ N, 0 ≤ n ≤ r, 1 ≤ k ≤ H) as

follows. The (i, j)-th element [A
(r)
n ]ij of A

(r)
n is the conditional probability that

given a departure of a customer which left at least one customer in the queue
and the batch arrival process in phase i, the next departure occurs with the
batch arrival process in phase j and during this service there were n (0 ≤ n ≤ r)
arrivals accepted in the system whereas at most r (0 ≤ r ≤ N) customers can

be admitted during the service. Similarly, the (i, j)-th element [V
(r)
n,k ]ij of V

(r)
n,k

denotes the conditional probability that given a departure or (k − 1)-th (> 0)
vacation termination which leaves the system empty, and k-th vacation begins
with the arrival process in phase i, the end of the vacation occurs with the arrival
process in phase j, and during that vacation there were n (0 ≤ n ≤ r) arrivals
whereas at most r (0 ≤ r ≤ N) customers can be admitted during the vacation.
Therefore, for 0 ≤ r ≤ N , 0 ≤ n ≤ r, we have

A(r)
n =

∫ ∞

0

P(r)(n, t) dS(t), (3)

V
(r)
n,k =

∫ ∞

0

P(r)(n, t) dVk(t), 1 ≤ k ≤ H. (4)

Observing the system at two consecutive embedded Markov points, we obtain
the transition probability matrix (TPM) P with four block matrices of the form:

P =

[
Ξ(N+1)m×(N+1)m Ψ(N+1)m×(N+1)Hm

Δ(N+1)Hm×(N+1)m Φ(N+1)Hm×(N+1)Hm

]
(N+1)(H+1)m×(N+1)(H+1)m,
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where Ξ(N+1)m×(N+1)m describes the probability of transitions among the ser-
vice completion epochs. The elements of this block can be expressed in the form:

Ξ(i,B),(j,B) =

{
A

(N−i+1)
j−i+1 1 ≤ i ≤ N, i− 1 ≤ j ≤ N,

0m otherwise,

where 0m is null matrix of order m × m. Second block of the TPM gives the
probability of transitions from any service completion epoch to the next vacation
termination epochs. The structure of this block denoted by Ψ(N+1)m×(N+1)Hm

is given by

Ψ(i,B)(j,k) =

{
V

(N)
j,1 i = 0, 0 ≤ j ≤ N, k = 1,

0m otherwise.

Third block of the TPM describes the probability of transition from every vaca-
tion termination epoch to the next service completion epochs. The structure of
this block denoted by Δ(N+1)Hm×(N+1)m is given by

Δ(i,k)(j,B) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

D1A
(N)
0 i = 0, j = 0, k = H,∑j+1

r=1 DrA
(N−r+1)
j−r+1 i = 0, 1 ≤ j ≤ N − 1, k = H,∑N

r=1 DrA
(N−r+1)
j−r+1 i = 0, j = N, k = H,

A
(N−i+1)
j−i+1 1 ≤ i ≤ N, i ≤ j ≤ N, 1 ≤ k ≤ H,

0m otherwise,

where Dk = (−D0)
−1Dk, 1 ≤ k ≤ N − 1, and DN = (−D0)

−1[D̃N ] represent
the phase transition matrix during an inter-batch arrival time, i.e., the (i, j)-th
(1 ≤ i, j ≤ m) entry of the matrix Dk is the conditional probability that an
idle or dormant period ends with an arrival of a batch of size k and the arrival
process is in state j, given that the idle period began with the arrival process in
phase i. The fourth block of the TPM describes the transition from each vacation
termination epoch to the next vacation termination epoch. The elements of this
block Φ are given by

Φ(i,k)(j,r) =

{
V

(N)
j,r i = 0, 0 ≤ j ≤ N, 1 ≤ k ≤ H − 1, r = k + 1,

0m, otherwise.

One may note here that in the case of single vacation policy, i.e, when H is fixed
to 1 then at the end of a vacation if there are no customers in the system then
the server is not allowed to go for another vacation rather it remains in dormant
state. Therefore, Φ is the null matrix of the appropriate order.

The evaluation of the matrices A
(r)
n (V

(r)
n,k), in general, for arbitrary service

(vacation) time distribution requires numerical integration or infinite summation
and it can be carried out along the lines proposed by Lucantoni [7] for BMAP
arrival. However, when the service time distributions are of phase type (PH-
distribution), these matrices can be evaluated without any numerical integration,
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see Neuts [12, 67-70]. It may be noted here that various service time distributions
arising in practical applications can be approximated by PH-distribution.

The unknown probability vectors π+(n) and ω+
k (n) can be obtained by solving

the system of equations:
(
π+,ω+

)
=
(
π+,ω+

)
P , where π+ = [π+(0),π+(1),

. . . ,π+(N)] and ω+ = [ω+
1 (0),ω

+
2 (0), . . . ,ω

+
H(0),ω+

1 (1),ω
+
2 (1), . . . ,ω

+
H(1), . . . ,

ω+
1 (N),ω+

2 (N), . . . ,ω+
H(N)] using GTH algorithm, see Grassmann et al. [5].

Considering a departure of a customer from the system as an embedded point
one can also construct a Markov chain like previous section without considering
vacation termination instant. In this case departure epoch probabilities can be
obtained through the proportionality relations between distributions of number
of customers in the queue at service completion and departure epochs. Let p+(n),
0 ≤ n ≤ N, denote the row vector whose i-th element is the probability that there
are n customers in the queue and phase of the arrival process is i at departure
epoch of a customer. Since p+(n) is proportional to π+(n) and

∑N
n=0 p

+(n)e =
1, one can easily establish that

p+(n) =
π+(n)∑N

k=0 π
+(k)e

, 0 ≤ n ≤ N. (5)

Lemma 1. The expression for ρ′ is given by

ρ′ =
E(S)

∑N
n=0 π

+(n)e

T
, (6)

where T =
∑N

n=0

∑H
k=1 E(Vk)ω

+
k (n)e+E(S)

∑N
n=0 π

+(n)e+ω+
H(0)(−D0)

−1e.

Proof: Here,
∑N

n=0

∑H
k=1 ω

+
k (n)e is the probability that an arbitrary Markov

point is a vacation completion instant. On the other hand,
∑N

n=0 π
+(n)e is the

probability of Markov point being a service completion instant. Thus, the mean
interval T between two successive Markov points is equal to E(S) with probability∑N

n=0 π
+(n)e and E(Vk) with probability

∑N
n=0 ω

+
k (n)e, 1 ≤ k ≤ H, which is

given above, where ω+
H(0)(−D0)

−1e is the term due to mean inter-batch arrival
time of customers when the server is idle. This can be verified as shown below.
Let U denote an m×m matrix whose (i, j)-th element Uij is the mean sojourn
time of the system in an idle period with phase j, provided at the initial instant
of the idle period the phase was i. With the help of equation (1), it can be written
as

U =

∫ ∞

0

P(N)(0, t)dt =

∫ ∞

0

eD0tdt = (−D0)
−1. (7)

Therefore, the carried load ρ′ follows Equation (6) from the standard probabil-
ity argument that ρ′ should be equal to E(S) is multiplied by the mean rate of
departure of customers.

To obtain queue length distribution at arbitrary epoch we develop relations
among the number of customers in the queue at embedded Markov points (ser-
vice completion, vacation termination and arbitrary) using the argument of
Markov renewal theory and semi-Markov process.
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Let π(n) [ωk(n)], 1 ≤ k ≤ H , be the row vectors of order 1 × m whose
i-th component πi(n) [wi,k(n)] denotes the probability of n customers in the
queue and the batch arrival process in phase i, when the server is busy [on k-th
vacation] at arbitrary epoch. The i-th component νi(0) of ν(0) represents the
probability that the server is in dormant state and the batch arrival process in
phase i at arbitrary epoch.

In order to obtain the queue length distribution, we introduce the m × m

matrices Â
(r)
n and V̂

(r)
n,k (0 ≤ r ≤ N, 0 ≤ n ≤ r, 1 ≤ k ≤ H) whose (i, j)-th

element is defined as follows. The element [Â
(r)
n ]ij denotes the limiting proba-

bility that n customers are arrived during an elapsed service time with phase of
the arrival process j, provided at the initial instant of previous departure epoch
the arrival process was in phase i and during the service at most r (0 ≤ r ≤ N)

customers can be admitted in the system. Similarly, [V̂
(r)
n,k ]ij denotes the limiting

probability that n customers are arrived during the elapsed time of k-th vacation
with phase of the arrival process j, provided at the initial instant of previous
departure epoch or (k−1)-th vacation termination epoch the phase of the arrival
process was i and during the k-th vacation at most r (0 ≤ r ≤ N) customers
can be admitted in the system. Therefore, for 0 ≤ r ≤ N , 0 ≤ n ≤ r, we have

Â(r)
n =

1

E(S)

∫ ∞

0

P(r)(n, x)(1 − S(x)) dx (8)

V̂
(r)
n,k =

1

E(Vk)

∫ ∞

0

P(r)(n, x)(1 − Vk(x)) dx, 1 ≤ k ≤ H. (9)

The matrices Â
(r)
n (V̂

(r)
n,k) can be expressed in terms of A

(r)
n (V

(r)
n,k) which are

given for one of them as follows:

Â
(r)
0 =

1

E(S)

(
Im −A

(r)
0

)
(−D0)

−1, 0 ≤ r ≤ N,

Â(r)
n =

(
n−1∑
k=0

Â
(r)
k Dn−k − 1

E(S)
A(r)

n

)
(−D0)

−1, 0 ≤ r ≤ N, 0 ≤ n < r,

Â(r)
r =

(
r−1∑
k=0

Â
(r)
k D̃r−k −

1

E(S)
A(r)

r

)
(−D0)

−1, 0 < r ≤ N,

where Im is an identity matrix of order m×m.
Now using similar results of Markov renewal theory and semi-Markov process,

see e.g., Çinlar [3], we obtain

ν(0) =
1

T
ω+

H(0)

∫ ∞

0

P(N)(0, t)dt =
1

T
ω+

H(0)(−D0)
−1,

π(n) =
E(S)

T

n+1∑
r=1

(
π+(r) + ω+

H(0)Dr +
H∑

k=1

ω+
k (r)

)
Â

(N−r+1)
n−r+1 , 0 ≤ n ≤ N − 2,

π(N − 1) =
E(S)

T

N−1∑
r=1

(
π+(r) + ω+

H(0)Dr +

H∑
k=1

ω+
k (r)

)
ÂN−r+1

N−r
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+
E(S)

T

(
ω+

H(0)DN +
H∑

k=1

ω+
k (N) + π+(N)

)
Â

(1)
0 ,

π(N) =
E(S)

T

N−1∑
r=1

(
π+(r) + ω+

H(0)Dr +

H∑
k=1

ω+
k (r)

)
Â

(N−r+1)
N−r+1

+
E(S)

T

(
ω+

H(0)DN +
H∑

k=1

ω+
k (N) + π+(N)

)
Â

(1)
1 ,

ω1(n) =
E(V1)

T
π+(0)V̂

(N)
n,1 , 0 ≤ n ≤ N − 1,

ωk(n) =
E(Vk)

T
ω+

k−1(0)V̂
(N)
n,k , 2 ≤ k ≤ H, 0 ≤ n ≤ N − 1,

ω1(N) =
E(V1)

T
π+(0)V̂

(N)
N,1 ,

ωk(N) =
E(Vk)

T
ω+

k−1(0)V̂
(N)
N,k, 2 ≤ k ≤ H,

where T is derived in Lemma 1. Let p(n) be the 1 ×m vector whose i-th com-
ponent represents the probability that there are n (0 ≤ n ≤ N) customers in
the queue at an arbitrary epoch and state of the arrival process is in phase i at
arbitrary epoch. Then, in vector notation, we have

p(0) = ν(0) + π(0) +
H∑

k=1

ωk(0), p(n) = π(n) +
H∑

k=1

ωk(n), 1 ≤ n ≤ N.(10)

Let p−(n) be the 1×m vector whose i-th component represents the probability
that a batch arrival finds n (0 ≤ n ≤ N) customers in the queue and the arrival
process is in state i at an arrival epoch. Then, in vector notation, we have

p−(n) =
1

λg
p(n)

∞∑
k=1

Dk, 0 ≤ n ≤ N. (11)

Remark 3.1: One may note that the expression of ρ′ obtained in equation (6)

can be a valid check with the result ρ′ =
∑N

n=0 π(n)e which gives the same
expression as in (6) using embedded Markov point equations at service com-

pletion and vacation termination epoch. Similarly,
∑N

n=0

∑H
k=1 ωk(n)e + ν(0)e

gives (1 − ρ′) which can verify the results.

4 Performance Measures

The average number of customers in the queue at an arbitrary epoch is Lq =∑N
n=1 np(n)e, the average number of customers in the queue when the server is

busy is Lq1 =
∑N

n=1 nπ(n)e, and the average number of customers in the queue

when the server is on vacation is Lq2 =
∑N

n=1 n
∑H

k=1 ωk(n)e.
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Blocking Probability: The first customer in a batch (and therefore the whole
batch) is lost if there is no waiting space for an arriving batch, i.e., if an arriving
batch finds N customers in the queue. Since pre-arrival epoch probabilities are
known, the blocking probability of the first customer of a batch is given by

PBLf ≡ p−(N)e =
1

λg
p(N)

∞∑
k=1

Dke. (12)

An arbitrary customer in a batch is lost if he finds n (0 ≤ n ≤ N) customers in
the queue upon arrival and his position in his batch is k ≥ N + 1 − n. Hence,
the blocking probability of an arbitrary customer is given by

PBLa =

N∑
n=0

p(n)

∞∑
k=N+1−n

Gke, where Gk =
1

λ∗

∞∑
n=k

Dn, k = 1, 2, 3, . . .(13)

is a matrix of order m × m whose (i, j)-th element represents the probability
that the position of an arbitrary customer in an arriving batch is k with phase
changes from state i to j; for details, see Samanta et al. [14].

The last customer in a batch is lost if he finds n (0 ≤ n ≤ N) customers in
the queue upon arrival and his batch size is k ≥ N + 1 − n. Thus, the blocking
probability of the last customer of a batch is given by

PBLl =
1

λg

N∑
n=0

p(n)
∞∑

k=N+1−n

Dke. (14)

Mean waiting time wa (in queue) of an arbitrary customer can be obtained using
Little’s rule and it is given by wa = Lq/λ′, where λ′ = λ∗(1 − PBLa) is the
effective arrival rate. One may note that λ′ can also be obtained from Lemma 1
through equating steady-state effective arrival rate to the steady-state effective
departure rate as follows.

λ′ =

∑N
n=0 π

+(n)e

T
. (15)

Thus value of λ′ can be a valid check while performing numerical results.

Optimal Policy: Here we develop the total expected cost function per unit time
for BMAP/G/1/N/VMV queueing system in which N is a decision variable.
We construct a similar cost structure that has been widely used in many works,
see Lee and Srinivasan [8]. For this we need explicit expressions for θ1 and
θ2 defined as expected length of busy and idle periods, respectively. From the
definition of the carried load ρ′ (the fraction of time that the server is busy), it
can be written as

θ1
θ2

=
ρ′

1− ρ′
. (16)
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We first discuss the expected busy period which is comparatively easy to evalu-
ate. Let Nq(t) denote the number of customers in the queue at time t and ξq(t)
be the state of the server, i.e., busy (= 1) or idle (= 0). Then {Nq(t), ξq(t)} enters
the set of busy states, Υ ≡ {(0, 1), (1, 1), (2, 1), . . . , (N, 1)} at the termination of
an idle period. The conditional probability that {Nq(t), ξq(t)} enters any state,
given that {Nq(t), ξq(t)} enters (0, 0), is therefore Cp+(n)e, 0 ≤ n ≤ N, where
C = 1

p+(0)e . Now {Nq(t), ξq(t)} enters (n, 1), 0 ≤ n ≤ N, irrespective of cus-

tomers’ arrival during a service time, which may happen in expected time E(S).
Thus, we have

θ1 =
E(S)

∑N
n=0 p

+(n)e

p+(0)e
=

E(S)

p+(0)e
. (17)

Using (17) in (16), we obtain

θ2 =

(
1− ρ′

ρ′

)
E(S)

p+(0)e
. (18)

Total Expected Cost Function: Our objective here is to determine the opti-
mum value of the control parameter, say N∗, so as to minimize the cost function
given below. Let us define the following costs per unit of time. Ch= holding cost
per unit time per customer present in the queue; Cv=cost incurred per unit
time for keeping the server on vacation; Cb= cost incurred per unit time for
keeping the server busy; Cu= start-up cost per unit time for turning the server
on; Cd= shut-down cost per unit time for turning the server off; Cl= a fixed
cost incurred per unit time for every lost customer. Using the definitions of each
cost element listed above, the total expected cost function per unit time is given
by

F (N) = ChLq + Cv (1− ρ′) + (Cb + Cd + Cu)ρ
′ + λ∗ClPBLa. (19)

We determine the optimal value of the control parameter through minimizing
the value of the total expected cost derived in (19). For each selection of the
optimum value of N, N∗ is determined by satisfying the following inequality

F (N∗ + 1) ≥ F (N∗) ≤ F (N∗ − 1). (20)

One may be interested to obtain the optimal value H∗ of H given N in the
similar manner.

5 Numerical Results

To get some practical idea of the systems we provide some numerical exam-
ples. It would be helpful for the engineers and practitioners to know how system
performance measures behave with the corresponding change of critical model
parameters. Numerical works have been carried out in LINUX environment us-
ing C++ language.
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Fig. 1. N versus probability that the server is busy

For BMAP/PH/1/N queue with vacation, we have taken the following param-

eters. The BMAP representation is taken as D0 =

[
−6.937500 0.937500
0.062500 −0.195800

]
,

D1 =

[
1.200000 0.000000
0.000000 0.026660

]
, D2 =

[
1.800000 0.000000
0.000000 0.039990

]
,

D5 =

[
1.800000 0.000000
0.000000 0.039990

]
and D8 =

[
1.200000 0.000000
0.000000 0.026660

]
. The PH-type

of service time is taken as β = [ 0.4 0.6 ], S =

[
−23.683 0.453
0.367 −16.866

]
with

E(S) = 0.053491. The PH-type of vacation time is taken as α = [ 0.3 0.7 ],

T =

[
−2.098 1.899
0.071 −2.832

]
with E(V ) = 0.505898. For this model, we have H = 4,

λ∗ = 1.949878, and ρ = 0.104302. In Figure 1, we have plotted the proba-
bility that the server is busy (ρ′) against buffer capacity (N), where N varies
from 10 to 100. Since offered load ρ = 0.104302 < 1 is low and therefore as
buffer space increases the model behaves as infinite buffer queue. Consequently
ρ′ asymptotically approaches towards ρ. We have used our approach described in
Section 3 to evaluate service completion and vacation termination epoch proba-
bilities for BMAP/PH/1/N model. After that we have evaluated the quantity
ρ′ = 0.104264 which closely matches with ρ (upto four decimal places) when
N = 100. Next we obtain arbitrary epoch probabilities according to Section 3. It
is found that

∑N
n=0 π(n)e = 0.104264 also matches with above ρ′ for N = 100.

We have verified the fact
∑N

n=0 π(n)e = ρ′ in other numerical experiment ex-
cept N = 100. The above fact is one of the checks of our analytical as well as
numerical results. However, due to lack of space several other results are not
presented here.

6 Conclusions

In this paper, we have analyzed the BMAP/G/1/N queue with a variant of
multiple vacation policy under partial batch acceptance strategy. Several other
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batch acceptance/rejection strategies (e.g., total batch rejection, total batch ac-
ceptance etc.) can be done on this queueing system. This queueing model can be
extended to multiple adaptive vacations, or state dependent vacations/service,
or the Bernoulli vacation schedule, etc. These problems are left for future inves-
tigations.
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Abstract. Tuple Space based Mobile Middleware (TSMM), with tuple
space as its coordination medium, provides multiple decoupled behav-
iors for coordinating interactions between different agents of supported
applications. However, maintaining consistency in TSMM is a challeng-
ing problem, considering its underlying infrastructure with unpredictable
host mobility, sporadic network dynamics, and unreliability in communi-
cation links. Existing TSMM maintains consistency by coupling interact-
ing agents, which in turn reduces decoupling abilities of TSMM, thereby
restricting development of robust and flexible applications. This paper
addresses consistency problems while decoupling agent interactions in
TSMM, which renders complete decoupling of interactions. It proposes
mechanisms to resolve consistency problems in a fully-decoupled TSMM.
Both OUT-consistency and IN-consistency problems are handled in pro-
posed mechanisms. This paper also suggests an approach for formalizing
proposed consistency mechanisms in TSMM in order to appropriately
analyze reliability and robustness of TSMM as coordination platform for
mobile applications. Formalization is carried out using Mobile UNITY.

Keywords. Mobile middleware, coordination, tuple space, reactivity,
consistency, Mobile UNITY.

1 Introduction

Mobile middleware originates to support execution of distributed applications in
presence of mobility and dynamics in underlying infrastructure. It incorporates a
suitable coordination medium for managing asynchronous interactions between
different active components of an application, called agents, whose execution
is supported by computing environments called hosts. Suitability of different
coordination media for agent interaction depends on their abilities to support
asynchronous communication and dynamic context. Tuple space [1] supports
multiple inherent decoupled behaviors, and as such is a potential coordination
medium for mobile middleware [2], which is then called Tuple Space based Mo-
bile Middleware (TSMM) [3]. In TSMM, tuple is considered as basic unit of
information exchanged during interaction of the agents via a shared repository
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called tuple space, while antituple is considered as basic unit of search key to
identify some specific tuples residing in tuple space.

Each tuple is a set of several heterogeneously-typed fields having values (called
actual). During interaction between any pair of agents (initiator of interaction
is reference agent and destination becomes target agent), reference agent is inter-
ested in one/more sought tuples that are related to its interaction. It uses
antituple to identify these sought tuples. Each antituple is also a set of
heterogeneously-typed fields, with some fields being actual, while others having
placeholders for actual (called formal). While searching for sought tuples, antitu-
ple fields are compared with tuple fields following ‘type-value’, ‘exact value’ and
‘polymorphic’ matching conditions. Only fields of sought tuples match positively
with fields of given antituple. Different primitives are defined to carry out writ-
ing, reading and withdrawing tuples from tuple space [1], some of which are single,
while others are bulk. Tuple-producing primitives (e.g. out, outg) write tuples in
tuple space, while tuple-reading primitives (e.g. rd, rdp, rdg, rdgp) and tuple-
consuming primitives (e.g. in, inp, ing and ingp) read and withdraw sought tu-
ples respectively from tuple space, once they are looked up in tuple space using
given antituple.

In tuple space, consistency problem has been studied since tuple spaces are ge-
ographically scattered in different locations and user still gets the idea of logically
shared common tuple space. In such cases of decentralized tuple space imple-
mentations, two facets of consistency problem has been identified, viz. OUT-
consistency and IN-consistency [4]. OUT-consistency refers to the situation
where an antituple of a single tuple-consuming primitive (viz. in or inp) matches
more than one tuple from tuple spaces of different target agents, and only one tu-
ple is actually withdrawn as sought tuple, while other tuples are to be retained in
their respective tuple spaces. On the other hand, IN-consistency refers to the sit-
uation where a newly written tuple matches multiple pending tuple-consuming
primitives, and only one of them actually withdraws that tuple as sought tu-
ple, while others are still kept blocked. It is to be noted that OUT-consistency
problem is not an issue for bulk tuple-consuming operations (viz. ing or ingp),
whereas tuple-producing and -reading primitives never create a consistency prob-
lem. Furthermore, IN-consistency problem is limited within a particular tuple
space, and as such it can be handled easily compared to OUT-consistency prob-
lem. Different mechanisms exist in literature to handle OUT-consistency problem
in decentralized implementations, viz. strict/exclusive, nonexclusive and weak
approaches of executing tuple-consuming primitives [5]. Their degree of weak-
ness vary in decreasing order. In contrast, IN-consistency problem is resolved by
simply imposing strict/exclusive way of executing different primitives.

Consistency problems are equally prevalent in recent tuple space implemen-
tations too, including TSMM. Its prominence has been further increased after
TSMM achieves synchronization decoupling (i.e. decoupling between reference
agent and its invoked primitives) by incorporating reactivity in tuple space. Ex-
isting TSMM, like TuCSoN [6], MARS [7], LIME [8], TOTA [9], LIMONE [10],
EgoSpaces [11] etc., supports reactivity in either rudimentary or refined forms.
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In these TSMM, when a reaction fires at tuple space of target agent, it responds
to reference agent synchronously, for which availability of reference agent is a ne-
cessity. As such, OUT-consistency problem has been handled by allowing sought
tuple from a target agent, which responds first, to fulfill requirement of reference
agent. However, underlying infrastructure of TSMM has unpredictable host mo-
bility, sporadic network dynamics, and unreliability in wireless communication
links. Reference agent executing over such a dynamic infrastructure can hardly
manage to keep itself available for receiving responses from target agents. Also,
this coupled behavior of reactions reduces decoupling abilities of existing TSMM,
and incurs additional overheads by sending responses repeatedly till successful
receipt. Moreover, applications tend to loose robustness and flexibility, as re-
sponses are not guaranteed to be delivered to reference agent.

This paper addresses consistency problems in a fully-decoupled TSMM, which
has enhanced reactivity in its tuple space rendering total decoupling of agent in-
teractions [12]. Contribution of this paper is twofold. Firstly, it proposes
mechanisms to resolve consistency problems in coordinating interactions in fully-
decoupled TSMM. Proposed mechanisms handle both OUT-consistency and IN-
consistency problems. Secondly, this paper also suggests an approach of formally
specifying proposed consistency mechanisms using Mobile UNITY [13], to de-
fine its precise semantics and lay the foundation for its integration into formal
specification of entire TSMM [14]. Favoring Mobile UNITY over other formal
tools is due to its suitability for modeling inherently nonterminating programs
(like mobile middleware), reasoning about agents temporal behavior using its
proof rules, and following stepwise modeling and refining. Authors believe that
formalization of consistency-resolving mechanisms, particularly in TSMM, has
not yet been presented in literature. However, formal specification of other func-
tionalities of TSMM, viz. decoupled reactivity in tuple space [12], discovery and
communication mechanisms in TSMM [15] etc., has been recently expressed.
Rest of the paper is organized as follows. Section 2 presents proposed consis-
tency mechanisms applicable to TSMM, which is next formalized using Mobile
UNITY in section 3. Finally, section 4 concludes the paper.

2 Proposed Consistency Mechanisms in TSMM

2.1 Preliminaries

A fully-decoupled TSMM assumes that connectivity of underlying network can
be dynamic and unreliable, whereas coordination between its two interacting
agents can be asymmetric. Former assumption is essential to deal with host mo-
bility and wireless connectivity of underlying network. In latter assumption, an
agent interacting asymmetrically can accept/deny interactions with other avail-
able agents depending on context, like users’ choice, link capacity, security.

Tuple Space Model. In fully-decoupled TSMM, tuples and antituples are con-
sidered as unordered sequence of heterogeneously typed elements, as presented
in [16]. Tuple space is partitioned into preamble and tuple store for identifying
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apposite tuples, as shown in [17]. Preamble holds all index tables corresponding
to different constituent fields of all tuples present in tuple space, while tuple store
is the actual storehouse of those tuples. Content of each index table indicates
locations of different apposite tuples in tuple store for given antituple. Moreover,
tuple-consuming primitives, after withdrawing one/more sought tuples, update
all relevant index tables in preamble. On the other hand, tuple-producing prim-
itives first write given tuple(s) in tuple store, and update indices of written
tuple(s) in all required index tables. Both local and remote tuple-producing,
tuple-reading and tuple-consuming primitives are included. Remote primitives
can be blocking or nonblocking, whereas local primitives are solely nonblocking.

Reactivity Model. Reference agent is completely decoupled from target agent
by decoupled reactivity [12]. In this reactivity model, an additional layer of de-
coupling medium is introduced to store responses from actions (of reactions)
till reference agent becomes available. It removes the need for both reference
and target agents to be available at same time once reactions fire, thus enabling
application designers to build robust applications. This decoupling medium is a
special tuple space, which is housed at each host and termed as host tuple space
(HTS), to differentiate from agent tuple space (ATS) of each agent. Two special
primitives, inject and eject, are provided for storing and withdrawing special
tuples (viz. reaction tuple and response tuple) respectively from HTS. Both reac-
tion tuple and response tuple are unordered tuples [16], as their arity and nature
of constituent fields can vary with nature of invoked remote primitives.

Reaction tuple is generated for shipping parameters of any remote primitive
invoked by reference agent to target agents. It comprises of all parameters re-
quired for successful execution of remote primitive in target agent. It is next
inserted into HTS of reference host using inject primitive. On availability of tar-
get host, this reaction tuple is withdrawn from reference host’s HTS using eject,
passed over communication links to reach target host, and subsequently inserted
into its HTS. Eventually, reaction tuple is withdrawn from target host’s HTS, once
desired target agent becomes available. It is processed next to extract parameters
of invoked primitive, and execution of invoked remote primitive starts at target
agent. In case of reading/withdrawing operations, target agent is responsible for
shipping results of execution (viz. sought tuple(s) from ATS of target agent) to
reference agent. It generates response tuple to pack the results and other nec-
essary parameters. Following previous approach, this response tuple eventually
reaches reference agent, and sought tuple(s) are extracted from it.

Architecture. Fully-decoupled TSMM provides agent interactions that are to-
tally decoupled. Its architecture, shown in Figure 1, presents a tuple space dis-
tribution among hosts and agents, which is unlikely in existing TSMM. In this
distribution, each agent holds ATS for coordination purpose, whereas each host
holds HTS for storing reaction/response tuples (collectively referred as RT) to be
transferred to destination agents/hosts. Host Server, a primary component of each
host in this TSMM, holds HTS and is responsible to manage transfer of RT using
Communication Manager and Discovery Manager. Reference agent encapsulates its
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Fig. 1. Architecture of a fully-decoupled TSMM

interacting data within tuples/antituples, and converts them to reaction tuples
before handing over to Host Server for transfer to target agent(s). Each target
agent also encapsulates its interacting data within tuples, converts them to re-
sponse tuples, and passes to Host Server for transmitting back to reference agent.
During inter-host transfer, Host Server periodically checks NeighborList of Discov-
ery Manager for host availability, and hands over different RT that are destined
to available hosts, to Communication Manager. Also, it stores received RT from
Communication Manager in its HTS before delivering them to its respective agents.

Additional Supporting Components. TSMM requires support of TSMM-
specific Discovery Manager and Communication Manager for its working. Discovery

Manager furnishes an updated knowledge of available agents (along with their
hosts) that are reachable from (i.e. neighbors of) source host. This knowledge
is utilized by other components of TSMM, including Host Server and Communica-

tion Manager. Up-to-date information of availability is attained by exchanging a
special tuple called Beacon, and preserving them in NeighborList.

Primary emphasis of Communication Manager is to reliably transfer RT from one
host to another, using TSMM-specific acknowledgement mechanism. However,
acknowledgement is not required for hosts communicating using wired network
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interfaces; it is required when hosts are communicating via wireless network
interfaces. RT, handed over by Host Server, are converted to RT messages be-
fore being transferred to destination host. Information about target agents are
present in RT itself. During communication via wireless network interface, each
host additionally preserves a copy of RT message in a special data structure,
CommStash before passing it to transport service. At destination side, each host
directly hands over RT from RT message, received via wired interface, to Host

Server for further processing. However, on receiving RT message via wireless in-
terface, each host acknowledges its receipt before giving RT to Host Server.

2.2 Proposed Consistency Mechanisms

A fully-decoupled TSMM has a extensive repertoire of tuple space primitives
for supporting coordination of wide variety of applications. So, mechanisms for
handling both OUT-consistency and IN-consistency problems are proposed. In
case of invoke of single remote tuple-reading and -consuming primitives, OUT-
consistency is to be maintained by first accumulating all responses from other
target agents at reference agent, and later, a single sought tuple is nondetermin-
istically chosen from them. This approach is essential, considering that agent
interaction has been fully-decoupled in this TSMM. Once a sought tuple is se-
lected, single tuple-reading and -consuming primitives behave differently. Since
OUT-inconsistency is not caused by tuple-reading primitives, all other tuples,
which are received as responses for invoked single tuple-reading primitives (like,
rd and rdp) and are finally not selected, are subsequently discarded by refer-
ence agent. However, for single tuple-consuming primitives (like, in and inp),
reference agent maintains OUT-consistency by sending positive and negative
acknowledgements to those target agents, whoever has responded. Positive ac-
knowledgement (sent as ACK tuple) is sent back to that target agent, whose tuple
is chosen nondeterministically, and negative acknowledgements (sent as NACK
tuples) are sent to all other remaining target agents who have responded.

Target agent, on receiving NACK tuple, reinserts its responded tuple, which
is not selected and sent back by reference agent via NACK tuple, in its respec-
tive ATS using a tuple-producing primitive. Target agent, which receives ACK
tuple, need not to carry out any tuple reinsertion. Effectively, that target agent
actually performs tuple-withdrawal operation on its ATS. For bulk tuple-reading
and -consuming primitives, all responses from different target agents are kept as
sought tuples by reference agent. Hence, only ACK tuples are sent back to all
target agents, whoever has responded. Figure 2(a) and Figure 2(b) show how
a pair of interacting agents behave during tuple-reading and -consuming primi-
tives respectively in intra-host interactions, whereas Figure 3(a) and Figure 3(b)
show same behavior in inter-host interactions. ACK tuples and NACK tuples
are considered as special system tuples, and accordingly, they are converted to
response tuples while being shipped from one agent to another via Host Server.

Resolving IN-consistency problem in this TSMM is comparatively easy. Since
IN-consistency problem is restricted to a particular ATS, it is proposed to be
solved by imposing a predefined ordering scheme in that tuple space, and by
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Fig. 2. OUT-consistency of remote (a) tuple-reading and (b) tuple-consuming primi-
tives in intra-host agent interaction

enforcing each operation to happen in a strict/exclusive way. For instance, if
execution of all tuple space primitives, including pending reactions of blocked
tuple-reading and -consuming primitives, are scheduled in a particular order
(say, first-in-first-out or FIFO order), IN-consistency problem will not arise. In
TSMM, each blocked primitive registers a reaction for continuing lookup on
its behalf. While inserting a particular tuple in ATS, tuple-producing primitive
first acquires access of that ATS, writes given tuple, and subsequently releases
that access. Once insertion is over, all registered reactions are served one-by-one
(according to pre-defined order) by following same approach of acquiring and
releasing access of ATS. Both pre-defined ordering and strict/exclusive way of ac-
cessing ATS together resolves IN-consistency problem in fully-decoupled TSMM.

3 Formalization of Proposed Consistency Mechanisms

This section presents an approach of formally specifying proposed consistency
mechanisms for fully-decoupled TSMM, and includes integration of these spec-
ifications in formalization of entire TSMM [14]. In this formal system, which
comprises of a set of formal programs representing different hosts and agents,
i-th host is specified by Program host(i), whereas k-th agent is represented
by Program agent(k). Functionalities of different components of host, including
Transport Interface, Discovery Manager, Communication Manager, Host Server, Agent

Manager etc., are contained in Program host(i). Similarly, agent behavior, in-
cluding functionalities of ATS, Local Operation Manager, Remote Operation Manager,
ATS Reaction Manager etc. are contained in Program agent(k). While formalizing
host(i), underlying network infrastructure of TSMM is assumed to be Infras-
tructure Basic Service Set (iBSS) (i.e. Wireless LAN). However, in above formal
system, many aspects of TSMM, inter alia Agent Mobility Manager, are not directly
formalized, to keep it simple.
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Fig. 3. OUT-consistency of remote (a) tuple-reading and (b) tuple-consuming primi-
tives in inter-host agent interaction

3.1 Formalizing Proposed Consistency Mechanisms

Proposed consistency mechanisms for TSMM, as presented in section 2.2, op-
erates at the agent-level, and consequently, formalization of these consistency
mechanisms has to be included within Program agent(k). Remote Operation Man-

ager of reference agent, shown in Figure 1, is responsible for ensuring OUT-
consistency. It initiates any remote tuple space operation that reference agent
intends to execute on specified target agent(s), as shown next:

〈 t, tuple, prType := tuple, ε, ε ‖ prid := getPrID(prName) ‖ rform := 1

‖ 〈‖ a : 1 ≤ a ≤ TAs

:: QTS
ak

:= QTS
ak

• createRTupler(rform,prid, prName, t,mode, aid, taids[a])〉

〉 if
(
(prType = remote) ∧ (prName = OUT) ∧ ¬(tuple = ε)

)
(1)
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〈 t, tuples, prType := tuples, ∅, ε ‖ prid := getPrID(prName) ‖ rform := 1

‖ 〈‖ a : 1 ≤ a ≤ TAs

:: Q
TS
ak

:= Q
TS
ak

• createRTupler(rform, prid, prName, t,mode, aid, taids[a])〉

〉 if
(
(prType = remote) ∧ (prName = OUTG) ∧ ¬(tuples = ∅)

)
(2)

〈 a, atuple, prType := atuple, ε, ε ‖ prid := getPrID(prName) ‖ rform := 1

‖ ROL := ROL ∪ {prid, prName, taids}
‖ 〈‖ a : 1 ≤ a ≤ TAs

:: Q
TS
ak

:= Q
TS
ak

• createRTupler(rform, prid, prName, a,mode, aid, taids[a])〉

〉 if
(
(prType = remote) ∧ (prRdIn = TRUE) ∧ ¬(atuple = ε)

)
(3)

Above specifications show that corresponding to an invoked remote primi-
tive (whether tuple-producing, -reading, or -consuming), one/more reaction tu-
ples (expressed as rform := 1) are generated, which are next enqueued in
QTS

ak
for hand over to supporting host for onward delivery. Also, agent(k) notes

down invoke of any remote tuple-reading, or -consuming primitive (expressed as
prRdIn = TRUE) in remote operation list ROL.

ATS Reaction Manager of target agent(s) respond back the result of that remote
operation, which is specified as follows:

〈 r,QTR
ak

:= head(QTR
ak

), tail(QTR
ak

) ‖ prid := r ↑ prid ‖ prName := r ↑ pName

‖ prBulk := TRUE if
(
(prName = RDG) ∨ (prName = RDGP)

∨ (prName = ING) ∨ (prName = INGP)
)

∼ := FALSE if
(
(prName = RD) ∨ (prName = RDP)

∨ (prName = IN) ∨ (prName = INP)
)

‖ 〈 〈 t := r ↑ data ‖ out(t,T) 〉 if (prName = OUT)

‖ 〈 t := r ↑ data ‖ outg(t,T) 〉 if (prName = OUTG)

‖ 〈 a := r ↑ data ‖ t := rd(a,T) 〉 if (prName = RD)

‖ 〈 a := r ↑ data ‖ t := rdg(a,T) 〉 if (prName = RDG)

‖ 〈 a := r ↑ data ‖ t := rdp(a,T) 〉 if (prName = RDP)

‖ 〈 a := r ↑ data ‖ t := rdgp(a,T) 〉 if (prName = RDGP)

‖ 〈 a := r ↑ data ‖ t := in(a,T) 〉 if (prName = IN)

‖ 〈 a := r ↑ data ‖ t := ing(a,T) 〉 if (prName = ING)

‖ 〈 a := r ↑ data ‖ t := inp(a,T) 〉 if (prName = INP)

‖ 〈 a := r ↑ data ‖ t := ingp(a,T) 〉 if (prName = INGP)

‖ rform := 2

‖ Q
TS
ak

:= Q
TS
ak

• createRTupler′ (rform, prid, prName, t, aid, r ↑ rAid)

if (prBulk = FALSE)

‖ Q
TS
ak

:= Q
TS
ak

• createRTupler′ (rform, prid, prName, t, aid, r ↑ rAid)

if (prBulk = TRUE)

〉 if (r ↑ tAid = aid)

〉 if
(
¬(Q

TR
ak

=⊥) ∧ (head(Q
TR
ak

) ↑ rform = 1)
)

(4)

Above specifications depict that, at target agent, parameters of invoked primitive
are extracted to carry out the desired operation, and outcome of that operation
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(particularly, tuple-reading or -consuming operation) are packed into response
tuple (expressed as rform := 2) and enqueued in QTS

ak
for delivery.

On receiving multiple responses, Remote Operation Manager of reference agent
undertakes proposed OUT-consistency mechanism, which is shown next:

〈 r,Q
TR
ak

:= head(Q
TR
ak

), tail(Q
TR
ak

) ‖ prid := r ↑ prid

‖ 〈 Tprid := Tprid ∪ {r ↑ tAid, r ↑ data}
‖ 〈 ∃e : (e ∈ ROL) ∧ (e ↑ 1 = prid) :: e ↑ 3 := e ↑ 3 \ r ↑ tAid 〉
〉 if

(
(r ↑ rAid = aid) ∧ isPresentinROL(prid, r ↑ tAid)

)

〉 if
(
¬(Q

TR
ak

=⊥) ∧ (head(Q
TR
ak

) ↑ rform = 2)
)

(5)

〈‖ e : (e ∈ ROL) ∧ (e ↑ 3 = ∅)
:: prid, prName := e ↑ 1, e ↑ 2 ‖ ROL := ROL \ e

‖ 〈 〈‖ e : e ∈ Tprid :: t := t ∪ e ↑ tuples 〉 ‖ retTuples2Usr(t)

‖ 〈‖ e : e ∈ Tprid ∧
(
(prName = ING) ∨ (prName = INGP)

)
:: rform := 3

‖ QTS
ak

:= QTS
ak

• createRTupler′ (rform, prid, prName, aid, e ↑ tAid) 〉

〉 if
(
(prName = RDG) ∨ (prName = RDGP) ∨ (prName = ING) ∨ (prName = INGP)

)

‖ 〈 〈‖ e : e = e
′
.(e

′ ∈ Tprid) :: t, taid := e ↑ tuple, e ↑ tAid 〉 ‖ retTuple2Usr(t)

‖ 〈 rform := 3 ‖ Q
TS
ak

:= Q
TS
ak

• createRTupler′(rform, prid, prName, aid, taid) 〉

if
(
(prName = IN) ∨ (prName = INP)

)

‖ 〈‖ e : e ∈ Tprid ∧ ¬(e ↑ tAid = taid) ∧
(
(prName = IN) ∨ (prName = INP)

)

:: rform := 4

‖ QTS
ak

:= QTS
ak

• createRTupler′ (rform, prid, prName, e ↑ tuple, aid, e ↑ tAid) 〉

〉 if
(
(prName = RD) ∨ (prName = RDP) ∨ (prName = IN) ∨ (prName = INP)

)

〉 (6)

Above specifications describe that, reference agent stores multiple results from
different target agent(s) in a temporary space (viz. Tprid) till all results have been
received, after which tuple or tuples from received results are returned back
to user application according to single or bulk invoked primitive respectively.
At the same time, positive as well as negative acknowledgements of received
results are packed into ACK tuples (expressed as rform := 3) and NACK tuples
(expressed as rform := 4) respectively and enqueued in QTS

ak
for onward delivery

to responded target agent(s).
ATS Reaction Manager of target agent, on receiving ACK/NACK tuple, per-

forms rest of proposed OUT-consistency mechanism, which is shown next:

〈 r,Q
TR
ak

:= head(Q
TR
ak

), tail(Q
TR
ak

)

‖ 〈 t := r ↑ data ‖ out(t,T) 〉 if
(
(r ↑ tAid = aid) ∧ (r ↑ rform = 4)

)

〉 if
(
¬(QTR

ak

=⊥) ∧
(
(head(QTR

ak

) ↑ rform = 3) ∨ (head(QTR
ak

) ↑ rform = 4)
))

(7)

Above specifications show that, on receiving NACK tuple, it is extracted and
data tuple is inserted back into ATS of target agent. However, no action is taken
on receipt of ACK tuple.

Proposed IN-consistency mechanism is integrated within each invoked prim-
itive and also within reactions generated corresponding to these primitives.
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Consequently, specifications of these primitives and their reactions cover rep-
resentation of proposed IN-consistency mechanism [12]. Reactions are specified
as reactive statements in this formalization approach, and accordingly they ac-
cess tuple space once its state changes. In each such occasion of accessing tuple
space in some order, tuple space is first locked, and subsequently the operation
is performed to completion before releasing the lock. Combining Equation (1) to
Equation (7) specifies behavior of proposed consistency mechanisms, which has
to be included in Program agent(k) to derive formalization of entire TSMM.

4 Conclusion

This paper has proposed mechanisms to resolve both OUT-consistency as well
as IN-consistency problems in a fully-decoupled TSMM that facilitates complete
decoupling of agent interactions. The paper has also suggested an approach
of formally specifying proposed consistency mechanisms using Mobile UNITY,
which can be subsequently integrated in formalization of entire TSMM for anal-
ysis of its reliability and robustness as coordination middleware.
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Abstract. In this paper we have presented an algorithm to construct a
rooted tree with base station as root connecting all the sensor nodes. The
tree is constructed with the aim of maximizing the network life-time. It
is assumed that all the nodes have same initial energy, but they can ad-
just their transmission range and thus the amount of energy needed for
transmission may vary. The cost of a node is the amount of energy spent
by it in each data gathering round. While determining the lifetime of a
node, the energy lost in the process of constructing the tree is also con-
sidered. Thus the lifetime of a node is its residual energy (initial energy
minus energy spent in exchanging messages for construction) divided by
its cost. The lifetime of the network is the minimum of the lifetimes of
all the nodes in the sensor network. It is also assumed the sensed data
is aggregated so that nodes send a fixed sized message to its parent in
each data gathering round. The algorithm works in two phases: In the
first phase, an initial tree is constructed where the path from a sensor
node to the base station consists of least possible number of hops. In the
second phase (called fine-tuning) nodes may change their parents if that
lead to a reduction in maximum cost of the three nodes involved (the
node, its present parent, its future parent). The algorithms for both the
phases (initial tree construction and fine-tuning) are distributed where
nodes take decision Bbased on the status of its neighbors. Experimental
results show that fine-tuning leads to considerable improvement in life-
time of the network. The lifetime computed is significantly higher than
those obtained by other well-known algorithms for data gathering.

1 Introduction

In wireless sensor networks, a base station (sometimes called a sink node) sends
commands to and receives data from the sensor nodes. The base station is a
powerful node that serves as the interface between the users and the physical
system under observation. The aim of this work is, given a sensor network, to find
energy efficient paths for transmission of data from each node in the network to
the base station so as to maximize the network lifetime. The lifetime of a network
is defined to be the time during which the base station can gather data from each
and every sensor. The energy of a sensor node is mainly drained by transmission
and reception of data packets. By conventional communication model, the power
for reception is assumed to be constant, whereas the transmission power depends
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on the Euclidean distance between the two nodes. A data gathering schedule
specifies how the data packets from all sensor nodes are collected and routed to
the base station in each round. Given the locations of the sensors and the base
station, and the energy level at each sensor, the problem of finding an efficient
data gathering and aggregation algorithm that maximizes the lifetime is called
Maximum Lifetime Data Aggregation problem.

Extensive research has been done so far on this issue [4], [5], [6], [7], [8],[9]. In
most of these works, the objective is to construct a rooted tree with base station
as the root. Cost of each node is the transmission energy spent in sending a
packet to its parent plus the receiving energy spent in receiving data from its
children. In most of the works [3], [11], [10], the lifetime is found by dividing
the initial energy by maximum node cost. In our work, the cost of a node is
determined in the same way, but lifetime computation is little bit different. The
energy drained in the process of construction of tree is subtracted from the initial
energy and that is called the residual energy. The lifetime of a node in terms
of rounds is given by its residual energy when tree construction is over divided
by its cost. The minimum of the lifetime of all the nodes is considered as the
lifetime of the sensor network.

The organization of the paper is as follows. Section 2 defines the problem and
the cost model assumed and related work in this area. The next two sections
describe the distributed algorithm used to construct and fine-tune the tree for
data gathering. Section 5 gives the experimental results and performance analysis
and Section 6 concludes the paper.

2 Problem Definition and Cost Model

The system initializes with a set of n sensor nodes randomly placed over a
wide region along with a fixed base station. The base station has comparably
more energy, computational power and memory than the sensor nodes. The
senor nodes are considered to be of very limited energy, computational power
and other resources. Each sensor node has the same initial energy and capable
of broadcasting within a limited range R. Two nodes are adjacent (one hop
neighbor) only if the Euclidean distance between them is less than or equal to
R. The problem is to find a tree rooted at base station spanning all the sensor
nodes so as to maximize the lifetime of the network in terms of rounds. In each
round, each sensor collects data from its children (if any), combines them with its
own sensed data, and sends that to its parent. The data are combined according
to certain aggregation function so that packet sizes remain the same. A round
is complete when the data reaches the Base station.

2.1 Cost Model

We assume the model presented in [2], where, a sensor node dissipates Eelec =
50nJ/bit to run the transmitter or receiver circuitry and Eamp = 100pJ/bit/m2

for the transmitter amplifier. The radios have power control and can expend the



234 A. Dutta et al.

minimum required energy to reach the intended recipients. The radios can be
turned off to avoid receiving unintended transmissions.

Transmitting : Let ETx(k, d) be the transmission cost of sending a k bit
message over distance d.

ETx(k, d) = Eelec ∗ k + Eamp ∗ d2 ∗ k (1)

Receiving : Let ERx(k) be the cost of receiving a k bit message.

ERx(k) = Eelec ∗ k (2)

Like in [3], we assume k = 2000 and initial energy for each sensor = 0.25J. The
total node cost for each node v with m children in the tree is given by:

Cx(v) = m ∗ ERx(k) + ETx(k, d(v, u)) (3)

where u is the parent of v and d(v, u) is the distance between v and u. From
now on we denote by Tx(u, v) the transmission cost ETx(k, d(u, v).

2.2 Related Works

There has been substantial research carried out in this are. In [4], it has been
shown that data aggregation can reduce power consumption and thus increase
lifetime. Several researchers [5], [6], [7] have focused on finding the amount of
time (or number of rounds) each of the trees in a set of pre-calculated candidate
trees should be used in order to maximize the total lifetime. The set of pre-
calculated candidate trees is usually the set of all possible trees rooted at the
base station. The problem with this approach is that the number of all possible
spanning trees rooted at the base station is huge for a large sensor network and
their enumeration is computationally prohibitived. The works in [8], [9] try to
construct a tree without relying on a set of pre-calculated candidate trees. In
this approach, it is not necessary to enumerate all possible spanning trees. This
approach can be further enhanced by constructing new trees at appropriate time
instants. The PEDAP protocol proposed in [8] computes a minimum spanning
tree where cost of an edge (u, v) is the total energy expenditure in sending
a packet from u to v. The PEDAP-PA (Power Aware) protocol proposed in
[8], takes the remaining energy of each node into account. The MNL algorithm
proposed in [9] constructs a spanning tree that maximizes the minimum residual
energy among the nodes. The MNL algorithm starts with the base station as the
initial tree. A node is chosen to be included in the current tree if it maximizes
the minimum residual energy among the tree nodes including itself. The nodes
are included in the current tree one at a time until all nodes are included. The
work in [3], referred to as MULTIHOP, also takes the approach of adding one
node at a time starting with Base Station. But here that node is added to the
tree which minimizes the maximum cost of all the tree nodes after addition.
Here each tree node finds among its tree nodes a candidate node for possible
inclusion and sends that information to BS. The BS selecets the best candidate
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and convey that information to the specific node. Even though the experimental
results show that MULTIHOP gives much better lifetime than obtained using
minimum spanning tree or shortest path tree, it has the drawback of taking a
very long time to construct the complete tree for large networks.

The works [11], [10] are in similar line. In [10], it is considered that all sensors
have fixed and the same transmission power level but may have varying initial
energy. They proved that finding a tree that yeilds the maximum lifetime is
an NP complete problem. A lower bound on the inverse lifetime of the optimal
data gathering tree was derived. An approximate algorithm was developed to
find a data gathering tree whose lifetime is worse than that of the optimal tree
by a small margin. They have used a greedy approach to construct an initial
tree. Then there are a sequence of steps to modify the tree to move towards
the optimal. Each step involving adding an edge to form a cycle and then delet-
ing another edge to break the cycle. This leads to change in cost of the nodes
involved. But as the transmission energy of the nodes are same, the change in
cost is only due to change in the number of children. In [11], the nodes are con-
sidered to have heterogeneous and adjustable transmission range. In computing
the cost of a node, the transmission cost of a node corresponds to the maximum
transmission energy needed to send a k bit message to reach all its neighbor
node in the data gathering tree. Here also an initial tree is modified by creating
a cycle and breaking the cycle. In the process the child parent relation of the
nodes on the cycle can be reversed but the assumed transmission cost model
ensures that only the cost of the nodes to(from) which edges are added(deleted)
undergo changes. This process is iterated until no improvements in lifetime is
possible. The algorithm for modification is run centrally on BS. But the infor-
mation needed for this computation has to be collected at the BS, and after
computation the relevant information has to be sent to respective nodes. There
is no discussion about how this can be done while keeping the energy lost in
message exchanges as low as possible.

We take the same cost model as MULTIHOP [3]. The transmission cost of a
node is the maximum energy needed to send a k bit message to its parent and
receiving cost is proportional to the number of children. We start from the base
station and construct the tree allowing multiple additions to the tree simultane-
ously. First all one-hop neighbors of BS are added to the tree, then all two-hop
neighbors and so on. After tree construction by this greedy approach is over,
a phase of fine-tuning is carried out. During this phase, through a distributed
algorithm nodes change parents or adopt new children. We also consider the
drainage of battery energy during both initial tree construction and fine-tuning.

3 ALGORITHM for HOPEG and Fine Tuning

Following steps are performed in order to construct the tree

– Compute the neighboring nodes of each sensor and base station by exchang-
ing hello messages.
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– Construct an initial tree network taking into consideration energy constraints
consisting of the existing sensor nodes and base station. This algorithm is
termed as HOPEG (Hop Count based Efficient Data Gathering)

– Perform fine tuning, that is, dynamically change parent for some selected
nodes in the tree for better performance and achieving more energy efficiency
in the data gathering process.

3.1 Initial Tree Construction by HOPEG

The algorithm HOPEG involves exchange of 4 types of messages

1. COST(id, cost, hc) message : id is the id of the node sending the message,
cost is the node’s cost, and hc is the node’s hop count from base station.

2. CONFIRM(s, r) message : sent by node s to node r.
3. MAXHOP(s, r, hc) message : sent by node s to node r.
4. FINAL-HOP-COUNT(s) message : broadcast by node s.

At first, BS broadcasts COST messages with cost zero, and hc zero. All the one-
hop neighbors respond with CONFIRM messages, sets their cost values and hc
values appropriately.

Nodes at level i, send COST messages which are received by their neighbors.
A node u, which is not already part of the tree upon receiving COST message(s)
from a set of node S(u), selects one of S(u), say p, as its parent based on the
following condition

max(Tx(u, p), (Cx(p) +Rx)) ≤ max(Tx(u, k), (Cx(k) +Rx))∀k ∈ S(u) (A).
All one hop neighbors of BS get COST message from only the BS, and set

their parent as BS.
We describe the distributed algorithm HOPEG as what every node u does on

receipt of different types of message.
On receipt of
COST message : sends CONFIRM (u, p) message based on condition (A); sets
its cost as Tx(u, p); broadcasts COST messages

CONFIRM(s, p) message : adds s to its children; updates its cost as
Cx(p) ← Cx(p) +Rx.

When a node does not receive any CONFIRM message in response to its
COST message, it considers itself as a leaf node and initiate the phase to deter-
mine the maximum hop count of the tree as follows:

– A leaf node sends a MAXHOP message to its parent
– A node n, on receiving MAXHOP messages from all its children finds the

maximum hc values received and sends that maximum in a MAXHOP mes-
sage to its parent.

– Base station on receiving MAXHOP messages from all its children knows
that tree construction is over, finds the maximum hop count hmaxof the
tree and then broadcasts the maximum hop count hmax to its children by
FINAL-HOP-COUNT message.



Data Gathering 237

– Any non-leaf node on receiving FINAL-HOP-COUNT message from its par-
ent broadcasts it.

4 Fine Tuning

After HOPEG, the fine-tuning phase starts. The fine-tuning phase is carried out
for hmax number of rounds by all nodes. In each round, a node may change its
parent or adopt a new child, if that leads to lower the cost. After one round of
fine-tuning the levels of the nodes are recomputed. This is necessary because a
node u, can select another node v as its new parent only if level of v is less than
or equal to level of u.

Fine tuning is a distributed algorithm which is to be performed concurrently
at each sensor node(belonging to the initial tree) to see if the cost could be
further reduced by changing its parent node. This change results in a dynamic
tree formation.

Before giving the algorithm for fine tuning we present the following definition
which is the focal point of this algorithm.

Definition 1. Triple-max(n, p) for the pair of nodes n and p where n is the
computing node and p is its neighbor contesting for becoming its new parent,
is defined as the maximum of Cx(n), Cx(p), and Cx(r) where r is the current
parent of n. Old-triple-max(n, p) is the maximum value of the above 3 values
in the current state (i.e while node r is node n’s current parent). New triple-
max(n, p) also denoted by Cmax(n, p) is the maximum of the above 3 values
in the state if the change was to be made(i.e if link between node r and n is
broken and node p is made n’s parent). The change in the 3 values would be the
following:

New Cx(n) ← Cx(n)− Tx(n, r) + Tx(n, p)
New Cx(p) ← Cx(p) +Rx

New Cx(r) ← Cx(r) −Rx

Cmax(n, p) = max(NewCx(n), NewCx(p), NewCx(r)).

If Cmax(n, p) is less than Old-triple-max(n, p), it is advantageous to change n’s
parent. Each such change guarantees that the maximum cost of the network will
not increase, but does not guarantee that maximum cost of network will decrease.
We can only hope that the node with highest cost will change its parent at some
stage and thus maximum node cost of the network will be reduced. Experimental
results show that maximum node cost does decrease and network life time does
increase as a result of fine tuning

4.1 Messages Exchanged for Fine Tuning

Fine-tuning involves exchange of four kinds of message: COST, REQUEST for
adoption, RESPONSE to adoption and BREAKUP. A round consists of 4 phases
and after that another round starts.
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– COST(m,Cx(m), level(m)) message: This message is broadcast by node m
in phase 1 of each round of fine tuning. In the first round all nodes broadcast
COST messages, but after that only those nodes whose costs or levels are
changed in a given round need to broadcast COST messages in the next
round.

– REQUEST (n,m,Cmax(n,m)) for adoption message: This message is sent
in phase 2, by a node n to node m to indicate that node n wants node m to
be its parent. Here, Cmax(n,m) is as defined in 1.

– RESPONSE (m,n) to adoption: This message is sent in phase 3 by a node
m to n to indicate that m is agreed to adopt n as child.

– BREAKUP (n, p) : This message is sent in phase 4, by a node n to its current
parent p. The node p interprets it to break link between n and p. The new
parent takes it as a confirmation that a new child n is adopted as a result of
its RESPONSE.

REQUEST Message. A node gets the cost of its neighbors and then selects
a subset of these nodes suitable for sending REQUEST message based on the
following conditions

1. level(p) ≤ level(n)
2. Cmax(n, p) is less than Old-triple-max(n, p)
3. n has not received a REQUEST message from p

We will show later that the first and third condition helps in avoiding cycles in
the resulting graph.

Given a set of nodes P which satisfy the above condition, REQUEST message
is sent to a node p ∈ P such that Cmax(n, p) is minimum.

On Receipt of REQUEST Message. On receipt of REQUEST messages
from a set of nodes Q, a node p may do different things depending on the
following cases:

Case 1: It has not sent a REQUEST or not yet received a RESPONSEmessage
to its own REQUEST:

Find node m such that Cmax(m, p) ≤ Cmax(k, p) for all k ∈ Q, Locks itself,
and then send RESPONSE message to m.
Case 2: It is not locked and has received a RESPONSE message from a node q:
It does not send any RESPONSE message but sends a BREAKUP message to
its current parent r which is also heard by q. Whenever a node sends BREAKUP
message it updates its cost. In this case its new cost will be Cx(p) ← Cx(p) −
Tx(p, r) + Tx(p, q). The node sets q as its new parent.
Case 3: It is locked (sent RESPONSE to m) and received RESPONSE from q.
In this case, p checks whether it will go for double update (double update means
its cost will change both due to change of its parent and addition of a new
child). Let C′

x(p) be the new cost of p, if q is made the parent of p. If C′
x(p) +

Rx ≤ Cmax(m, p), it will send BREAKUP message to its current parent and
q. Otherwise, only a single update will be allowed, and no BREAKUP message
will be sent.
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BREAKUP Message. A node r on receiving BREAKUP message from one
of its children m, removes m from its children and updates its cost as
Cx(r) ← Cx(r)−Rx

A node p after sending RESPONSE to adoption message to a node n waits
for the BREAKUP message from n to its old parent. Only then it adds n to its
children and updates its cost as Cx ← Cx +Rx

If a node locks itself, the lock remains valid only in the current round.

4.2 Set Level of Each Node in the Tree

This step is not required during initial tree construction as the level and hop-
count of each node is being set as they are being included to the tree. But later
on the level of nodes change and each round of fine-tuning is followed by a level
computation step.

The base station’s level is fixed at 0. The base station broadcasts a SET-
LEVEL message which includes the level of the node broadcasting it(in this case
the base station), which is received by only its children nodes The children nodes
then set their level to 1 more than the level in the message. All non-leaf nodes
on receiving SET-LEVEL message from their parents broadcast SET-LEVEL
messages to their children. In this way the messages are broadcast till the leaf
nodes of the tree are reached.

The decision to run Fine-tuning for hmax rounds has been arrived at empir-
ically. It was observed that running fine-tuning longer than that does not lead
to reduction in costs of the nodes. Since hmax is known to all the nodes after
construction of initial tree, each node can decide on its own when to terminate
the fine-tuning process without requiring further message exchanges.

4.3 Correctness of Fine-Tune Algorithm

It is necessary to show that the distributed algorithm for fine-tuning does not
break the initial tree into disconneceted components. Here, we present the fol-
lowing lemma.

Lemma 1. If the initial tree after HOPEG consists of n number of nodes, the
graph obtained after any rounds of fine-tuning is also a tree consisting of n
number of nodes.

Proof. Since in fine-tuning a subset of the nodes change their parent i.e., break
the connection with earlier parent and selects a new parent, the total number
of links in the resulting graph after any rounds of fine-tuning remains the same.
Since the initial tree consists of n − 1 edges, the resultant graph also contains
n− 1 edges. So, we only need to show that the resultant graph does not contain
any cycle, to prove that it is a tree with n nodes.

Suppose for the sake of contradiction that the graph after fine tuning has at
least one cycle. Suppose, r be the first round of fine-tuning which generates a
cycle. Suppose the cycle consists of k nodes v0, v1, . . . vk−1. where v(i+1) mod k is
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Table 1. Before Fine-Tuning when Range=40m

# of Nodes HOPEG-COST HOPEG-Life MULTIHOP-Cost MULTIHOP-Life

70 0.67 370 0.59 359
80 0.71 351 0.56 357
90 0.68 368 0.56 361
100 0.71 352 0.55 332

Table 2. After Fine-Tuning when Range=40m

# of Nodes HOPEG-COST HOPEG-Life MULTIHOP-Cost MULTIHOP-Life

70 0.59 417 0.56 363
80 0.54 454 0.54 355
90 0.52 467 0.52 373
100 0.52 468 0.51 325

the parent of vi, for 0 ≤ i ≤ k − 1. We first show that all the edges of the cycle
must be added in round r.

Let l(v) denote the level of v at the start of round r. At the start of round r
the graph is still a tree and hence levels of nodes are well defined. Suppose some
of the edges of the cycle were present after round r − 1. For every such edge
(vi, v(i+1) mod k) l(vi) > l(v(i+1) mod k). Since a node can send request message
to only nodes at level same or lower than itself, for all other edges l(vj) ≥
l(v(j+1) mod k). Hence we arrive at a contradiction. So, the only possibility is
that all the edges of the cycle were added in round r and all the nodes of the
cycle were at the same level at the start of round r. In round r every node vi
has received RESPONSE from v(i+1) mod k and sent RESPONSE to v(i−1) mod k.
Now according to algorithm for fine-tuning, if a node receives RESPONSE to its
own request before sending RESPONSE message, it does not send RESPONSE
message. So, every node vi must have sent RESPONSE message to v(i−1) mod k

before receiving RESPONSE message from v(i+1) mod k. This again leads to a
contradiction.

5 Simulation Study

We have simulated the HOPEG and Fine-tuning algorithm and compared its
performance with the algorithm presented in [3] which have used the same cost
model and parameters. We have not compared with the works in [11] and [10] as
they use different cost models and diferent restrictions. Also, they use centralized
algorithm to modify the tree whereas ours is a distributed algorithm. All the
works so far in this area only considered the cost of nodes and thus the maximum
cost of the nodes determined the lifetime of the network. But the drainage of
energy due to message passing in constructing the tree though small, cannot be
ignored completely. That the drainage of energy plays a part in determining the
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Fig. 1. Graph for Range 40m

Fig. 2. Graph for Range 60m

lifetime is evident when we analyses and compare our work with [3] (referred to
as MULTIHOP from here on). For simulation purpose, a number of sensor nodes
are placed randomly in a 300 m× 300m area and the number of nodes varied
from 60 to 100. The maximum transmission range of sensor nodes are varied from
40m to 70m. To make a fair comparison the maximum node cost and lifetime is
determined for the same placement of sensor nodes and same parameters. For
a given number of sensor nodes, and given maximum transmission range, we
have considered 20 such random configurations of sensor nodes and computed
the averages. The simulation is done using java on an windows platform.

We have constructed the tree using both HOPEG and MULTIHOP. The ini-
tial energy for each node is taken to be 0.25mj. For each message exchange during
HOPEG and Fine-tuning the drainage of energy is considered. After termina-
tion of the algorithm life-time of each node is computed by dividing its residual
energy by its cost. The minimum of the life-times of all the nodes gives the life-
time of the network. We have tabulated the results for maximum transmission
range 40m, the maximum node cost and lifetime for HOPEG and MULTIHOP.
Here the maximum node cost is expressed in mJ . The tables 1 and 2 shows that
on applying fine tuning, maximum node cost decreases significantly for HOPEG
but only a little for MULTIHOP. As a result the maximum lifetime given by
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HOPEG with fine-tuning is significantly more than that given by MULTIHOP
with fine-tuning. Here we see that the energy drain during the construction of
the tree play an important role in deciding lifetime. If we just go by maximum
node cost, there is not much to choose between HOPEG with Fine-tuning and
MULTIHOP. But as the initial tree is constructed by a greedy algorithm in
HOPEG, even with higher value of node cost HOPEG provides lifetime com-
parable to that in MULTIHOP due to less drain of energy. Fine-tuning reduces
node cost of HOPEG farther, and we get much better life-time in HOPEG.
Another advantage of HOPEG is that the tree building process adds multiple
nodes simultaneously making it faster compared to MULTIHOP where a single
node is added at a time. We have plotted the results in the graphs where life-
time given by HOPEG with fine-tuning is placed along with lifetime given by
Multihop without fine-tuning (Fine-tuning as a technique has been developed in
this work and was not originally present in MULTIHOP). Figure 1 and 2 give
the graphs of lifetime versus number of nodes for maximum transmission range
40 and 60 respectively. We observe that there is slight decrease in lifetime with
increase in number of nodes for range 60m. With increase in mumber of nodes
the nodes are more densely placed and maximum node cost decrases. But overall
lifetime decreases with higher range due to the fact that energy drain during tree
construction and fine tuining phase increases with increase in range.

6 Conclusion and Future Works

In this paper we have considered the construction of a data gathering tree so
that lifetime of the network is maximized. We consider that each sensor nodes
start with same initial energy, but the transmission range of the sensor nodes
are adjustable. We have presented a greedy algorithm to construct an initial tree
and then an algorithm to fine-tune the tree to reduce cost. Fine-tuning involves
hmax rounds and in each round a subset of nodes change their parents or adopt
new children. The earlier works in this area did not consider the drainage of
energy in message passing while the tree is built. We have considered that, and
found it to be a significant factor. Even though lifetime depends both on cost
and residual energy, while fine-tuning, we have only considered the cost. This is
because the tree giving minimum cost only depends on the nodes position and
fine-tuning process is more likely to converge to an optimal tree if cost is the
only consideration.

Any distributed algorithm for tree construction for data gathering should
also try to minimize the number of message exchanged in the process. The other
alternative is to compute the tree by a centralized algorithm at Base station. But
gathering the data needed for computation, and then disseminating the relevant
information to the sensor nodes will also drain energy. Since, the transmission
energy depends on message size, transferring the required information keeping
the message size small would be an important issue.

Fine tuning as a technique can be applied on any initial tree. As a direction
for future research, we can think of applying this idea to provide fault-tolerance.



Data Gathering 243

Any time a node finds its parent faulty or drained of energy, it can send request
for adoption to another node. But here, in addition to the cost of neighbor nodes,
their residual energies have to be considered.

References

1. Lindsey, S., Raghavendra, C., Sivalingam, K.: Data Gathering in Sensor Networks
using Energy*Delay metric. IEEE TPDS 19(3), 924–935 (2002)

2. Lindsey, S., Raghavendra, C.: PEGASIS: Power Efficient Gathering in Sensor In-
formation Systems. In: Proc. of the IEEE Aerospace Conf., pp. 1–6 (2002)

3. Bhattacharya, S., Das, N.: Distributed Data Gathering Scheduling in Multihop
Wireless Sensor Networks for Improved Lifetime. In: ICCTA 2007, pp. 46–50 (2007)

4. Madden, S., Szewczyk, R., Franklin, M.J., Culler, D.: Supporting Aggregate
Queries Over Ad-Hoc Wireless Sensor Networks. In: Proceedings of 4th IEEE
Workshop on Mobile Computing and Systems Applications, pp. 49–58 (2002)

5. Kalpakis, K., Dasgupta, K., Namjoshi, P.: Efficient algorithms for maximum life-
time data gathering and aggregation in wireless sensor networks. Computer Net-
works 42(6), 697–716 (2003)

6. Xue, Y., Cui, Y., Nahrstedt, K.: Maximizing lifetime for data aggregation in wire-
less sensor networks. Mobile Networks and Applications 10(6), 853–864 (2005)

7. Kalpakis, K., Tang, S.: A combinatorial algorithm for the Maximum Lifetime Data
Gathering and Aggregation problem in sensor networks. In: Proceedings of the
International Symposium on a World of Wireless, Mobile and Multimedia Networks
(WoWMoM), pp. 1–8 (2008)

8. Tan, H.O., Korpeoglu, I.: Power Efficient Data Gathering and Aggregation in Wire-
less Sensor Networks. ACM SIGMOD Record 32(4), 66–71 (2003)

9. Liang, W., Liu, Y.: Online Data Gathering for Maximizing Network Lifetime in
Sensor Networks. IEEE Transaction on Mobile Computing 1(2), 2–11 (2007)

10. Wu, Y., Fahmy, S., Shroff, N.B.: On the Construction of a Maximum Lifetime
Data Gathering Tree in Sensor Networks: NP-Completeness and Approximation
Algorithm. In: Proceedings of the IEEE INFOCOM, pp. 356–360 (2008)

11. Lin, H.-C., Li, F.-J., Wang, K.-Y.: Constructing Maximum-lifetime Data Gathering
Trees in Sensor Networks with Data Aggregation. In: Proc. IEEE ICC (2010)



C. Hota and P.K. Srimani (Eds.): ICDCIT 2013, LNCS 7753, pp. 244–254, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Computing on Encrypted Character Strings in Clouds 

Günter Fahrnberger 

FernUniversität in Hagen, Department of Communication Networks, 
Universitätsstraße 1, 58097 Hagen, Germany 

guenter.fahrnberger@fernuni-hagen.de 

Abstract. Many organizations today are turning towards the contemporary con-
cept of Cloud Computing, which entails the transfer of their applications 
(processing both sensitive and non-sensitive data) into online repositories or 
clouds. Encryption schemes based on homomorphic functions can provide the 
technology required to protect the confidentiality of this data. Their limitation, 
however, lies in their ability to process numeric values only. This paper, there-
fore, is focused on proposing a new encryption scheme relying on character 
string splitting and ciphering with additional components on the user and cloud 
side to support querying and modifying character string functions. Ultimately, 
what eventuates is an environment where a cloud is unaware of the contents of 
any input character strings, and of the output data during processing. 

Keywords: blind computing, character string, character string function, cloud, 
cloud computing, secure computing, selective encryption, selective string en-
cryption, string function. 

1 Introduction 

If a cloud is used purely for the storage of data (excluding any option to query or 
modify that data), then cryptography offers numerous options to not only secure the 
transfer of information to and from the cloud, but also to house it within. Since the 
invention of the public-key cryptosystem RSA in 1978, there have been constant en-
quiries to access and modify encrypted data directly. Direct operations on encrypted 
data must generate encrypted output, which can be decrypted to desired useful results. 

Promising solutions for such enquiries based on homomorphic encryption schemes 
have been offered, where, for an arithmetical function, a corresponding homomorphic 
function in the cloud is sought, which delivers the same result [3], [4], [11], [13]. If 
such a homomorphic function can be found, then the problem is resolved, and the 
cloud can apply it to the data without deciphering it or its meaning. 

While homomorphic encryption schemes will play an important role in future, they 
do not support calculations on encrypted character strings. Character strings are se-
quences of symbols from an alphabet Σ (otherwise known as a character set).  
Although character strings can be represented by positive binary, octal, decimal or 
hexadecimal numbers, a string function h(y): Σ* → Σ* can neither be substituted by an 
arithmetic function f(x): IN → IN, nor by a homomorphic function g(E(x)): IN → IN 
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due to the fact that representative codings of strings can only be used for identifica-
tion. Their numerical values do not designate any rank or quantity. 

Alternative approaches (which will be discussed in further detail in chapter 2) are 
based on proposing a framework enabling “equality-queries” and “similarity-queries” 
over encrypted character strings in databases despite omitting methods of how to cut 
out specific parts of a ciphered input character string. Figure 1 highlights known solu-
tions in black-colored SQL-notation [10]. The red-colored ones in Java-notation are 
unknown [6]. 

 

Fig. 1. Computing on encrypted character strings in databases 

This paper is focused on proposing a solution for this shortcoming by introducing a 
new encryption scheme which is based on character string splitting and makes an 
attempt to process the encrypted character strings as well (as shown by the red-tagged 
strings functions above). 

Chapter 3 proposes a solution requiring minimal encryption and decryption efforts 
by the user application. It does this by incorporating functions in the cloud application 
that focus on quick and simple search, compare and replace operations instead of 
mathematical ones. This is achieved using pre-encrypted values of a repository in the 
cloud. Additionally a short overview about the security of the proposed solution is 
given. 

Chapter 4 examines the results of an experiment investigating the proposed solu-
tion. Efficiency in terms of time and space are analyzed and compared with other 
approaches. 

Chapter 5 summarizes and concludes this study. 

2 Related Work 

As mentioned in the introduction, some research has already delved into methods to 
enable queries over encrypted character strings in relational databases contained with-
in untrustworthy environments (like clouds) [2], [8], [9], [14], [15], [16]. Equally, 
research literature also documents alternative approaches of dealing with the issue by 
using many end-to-end security proposals like EndSec [7]. 

Both types of approaches make databases and distributed applications safer in un-
trustworthy environments, but they lack functions, which can search for substrings in 
encrypted character strings, and modify them through cutting or replacing. 
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These different approaches are not suitable for modifying character string functions 
for several reasons. 

Database approaches save encrypted character strings and the output of their charac-
teristic functions as indexes. This excludes modifying functions onto them in an en-
crypted environment. End-to-end approaches use conventional block encryption, which 
prevents any operations from being made on the aforementioned character strings, and 
therefore excludes them from any further discussion in this chapter. Substring encryp-
tion allows modifications on encrypted strings without losing confidentiality. 

Each database approach searches with a given matching pattern in all existing cha-
racter strings of a database table for inclusion and outputs the fitting subset of them. 
This does not meet the requirement to test the inclusion of a fixed character substring 
in a given character string. Therefore, the output of the characteristic function of a 
given encrypted character string is tested for the inclusion of a fixed character sub-
string in the encrypted character string on cloud side and the database is not necessary 
anymore. If this modification ends in an efficient alternative solution, will be ex-
amined in chapter 4. Nevertheless, with substring encryption an efficient test for the 
inclusion of an encrypted character substring (matching the pattern in an encrypted 
character string) is included. 

Database approaches always encrypt a character string en bloc. This supports only 
the exchange of a whole character string in the database table. However, a function is 
required to keep or exclude certain parts of a character string. Substring encryption 
achieves this requirement. 

3 Substring Encryption 

3.1 Architecture of Substring Encryption 

Figure 2 gives a broad overview about the basic architecture of the proposed encryp-
tion scheme. An existing user application, which wants a cloud to take over the evalu-
ation of certain string functions, needs to be supplemented by the three components: 
Confidential string splitting/concatenation, string cryptography and transport crypto-
graphy. The corresponding node in the cloud also consists of three components: 
Transport cryptography, the cloud application/rules table and a substring repository. 
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Fig. 2. Architecture of substring encryption 
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User. The functionality on the user-side works as follows: The component “confi-
dential string splitting” detects confidential character strings and shapes them to use-
ful substrings. It then enriches each of the substrings with structural information and 
passes them to the component “confidential string encryption”, where they are en-
crypted piece by piece. The component “confidential string decryption” later deci-
phers the scrambled output of confidential string functions and passes them on for 
“confidential string concatenation”, where the output is reassembled. All of these 
components let non-confidential data pass unchanged during dataflow. 

 
Transport. Transport encryption is applied to all data (including data already con-
taining ciphered confidential character strings) thereby providing basic protection 
against any threats on the transmission path. 

 
Cloud. The parameters of functions, which shall be applied to incoming confidential 
character strings, can be transferred together with the input data, can be a part of the 
program code or can be contained within a rules table, whose rules are applied se-
quentially. The cloud application can execute all string functions on unencrypted 
character strings and supports the functions contains(), substring() and replaceFirst() 
for encrypted character strings by binding special implementations dynamically. 

3.2 Details of Substring Encryption 

Confidential String Splitting and Concatenation. This component decides if and 
how it splits given confidential plaintext strings. According to the use case, the num-
ber and lengths of the individual substring may be fixed or variable. It is supposed 
that as many bytes of a confidential string as possible shall be maintained and en-
crypted together as a substring to generate optimum secrecy. Splitting shall be done 
only if necessary because otherwise it reduces the secrecy of the individual substrings. 
The sizes of the unencrypted portions do not need to be equal. In the best case scena-
rio, the whole character string can be maintained en bloc, provided that parts are not 
processed by string operations in the cloud, e.g. if just the comparison with other 
strings is tested. In the worst-case scenario, the character string must be split byte by 
byte, e.g. to measure the string length correctly. If each individual character is en-
crypted separately in the next component, then the process is reduced to character 
encryption. 

For example, an international ITU-T E.164 telephone number consists of CC 
(Country Code), NDC (National Destination Code) and SN (Subscriber Number) [5]. 
Just for storage purposes all three parts can be kept together to obtain the highest 
secrecy. For international routing, the number would be split into CC and NDC+SN. 
For national transition the three parts CC, NDC, SN; or the two parts CC+NDC and 
SN are imaginable. For Operator routing decisions, the separation of the SN could 
become necessary. 

After splitting a character string into useful portions, each portion is enriched with 
the string position index of its first symbol and an optional variable like the current 
date stamp (see definition 1). Therefore, each piece starts with one string fragment, 
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followed by a delimiter and the string position. Optionally, one more delimiter to-
gether with the variable is appended. At least, the first delimiter is necessary, because 
the substring size can vary. The second delimiter can be omitted, if the position field 
always has a predefined size. If the position field has a fixed size and the optional 
variable is not needed, then even the first delimiter might be omitted. Delimiters that 
could be considered would be characters that are not used anywhere else in the por-
tion, e.g. one of the four separators with a decimal code between 28 and 31 in charac-
ter set ISO/IEC 8859-1. 

 
Definition 1 (Confidential string splitting). Let p = p1…pm ∈ Σ* be a string over al-
phabet Σ, comprised of concatenated substrings pi ∈ Σ*, where i = 1,…,m, let posi ∈ 
Σ* be the position index of the beginning of pi in p, let x ∈ Σ* be an optional variable 
and || ∈ Σ be a delimiter symbol. Then the string p is split into m portions 

qi = pi||posi||x, where i = 1,…,m.  (1) 

The integrated locations in the individual pieces allow for transferring them out of 
sequence between the user and cloud environment, and avoid cipher text repetitions 
inside one portion. This makes it more difficult for cryptanalysis to break them. The 
optional incorporated variable is exchanged periodically and helps to hamper replay 
attacks without the need to exchange the secret key. 

Confidential string concatenation means the reversion of confidential string split-
ting and is done for decrypted results from the cloud (see definition 2). 

 
Definition 2 (Confidential string concatenation). If q1,…,qm, where qi = pi||posi||x for i 
= 1,…,m, is the set of the decrypted substrings of a string p (see definition 4), whose 
elements can be delivered out of sequence by the cloud application, then the recon-
struction of the plaintext string p is done by arranging the positions in ascending or-
der, i.e. posji < posji+1, and concatenating p = pj1,…,pjm. 

 
Confidential String Cryptography. Only strings with confidential contents shall be 
processed encrypted, which meets Shannon’s third criterion regarding a valuable 
secrecy system [12], which demands that enciphering and deciphering be kept as sim-
ple as possible to save efforts. Therefore, the enriched substrings of definition 1 are 
encrypted piece by piece (see definition 3). For the ciphered results of the character 
string functions received from the cloud, decryption is performed piece by piece as 
well (see definition 4). No other party other than the cloud user knows the secret key 
and can decrypt the confidential contents. For strings, which deserve protection, a 
modern symmetric cryptosystem like AES (Advanced Encryption Standard) is as-
sumed, purely because it offers a higher encryption/decryption bandwidth and needs 
shorter keys than an asymmetric one at the same level of security [1]. This fulfils 
Shannon’s second secrecy requirement regarding keeping the size of keys as small as 
possible [12]. The underlying cryptosystem must be easily replaceable. It should be 
unquestionably exchanged if its vulnerability exceeds any observable modern security 
norms. 
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Definition 3 (Confidential string encryption). Let q1,…,qm be the enriched substrings 
of a string p according to Def. 1, let K be a set of secret keys, and let E: Σ* x K → Σ* 
be a symmetric encryption function, where kx ∈ K is a user's secret key. Then the qi 
are encrypted individually in ECB (electronic codebook) mode by 

pi’ = E(qi,kx), where i = 1,…,m  (2) 

p1’, p2’, … pm-1’ and pm’ are assembled randomly (which is submitted to the cloud), 
whereby the encrypted portions are brought out of sequence. 

 
Definition 4 (Confidential string decryption). Let p1

’,…,pm
’ be the encrypted sub-

strings of a string p according to Def. 3, let K be a set of secret keys, and let D: Σ* x K 
→ Σ* be a symmetric decryption function, where kx ∈ K is a user's secret key. Then 
the pi’ are decrypted individually in ECB mode by 

qi = D(pi’,kx), where i = 1,…,m  (3) 

If for any i = 1,...,m, the decrypted portion qi is not of the form pi||posi||x, then deci-
phering is retried for the concerned cipher text pi’ with the older keys kx-o, where o = 
1,...,omax, until qi = D(pi',kx-o) is of the required form. Otherwise, no key succeeds and 
the affected result is invalid and must therefore be discarded. 

 
The lifetime of a used secret key kx is limited similar to the optional variable, which 
forces periodic key replacements [1]. Before each periodic key replacement all pre-
encrypted values for the substring repository and the application/rules table in the 
cloud must be recalculated and updated by the functions updateDb() and update-
Rules() atomically within the change. In many encryption schemes, “used” secret 
keys are discarded after their lifetime to render replay attacks useless. Distributed 
applications (which imply store and forward mechanisms) must keep a well-defined 
number of historical keys kx-o, where x-o is the oth from last optional variable on the 
client side to allow for the decryption of older strings as well. In the event that older 
keys are permitted, the cloud’s user application needs to take the responsibility of 
monitoring for replay attacks by initiating automatic checks (including threshold 
alarming) on the usage frequency of old keys. 

 
Transport Cryptography. During the transmission of sensitive and non-sensitive 
data, transport encryption is desired as a foundation to impede cipher text only attacks 
against encrypted confidential character strings. After removal of this basic protec-
tion, all information (except confidential character strings) is available in plaintext. As 
for confidential string cryptography, a modern symmetric cryptosystem like AES is 
assumed. The periodic key exchange cannot be performed by the user side alone, 
because the cloud must also know the key to release and engage transport encryption. 
Diffie-Hellman’s key exchange offers a good possibility here. 

 
Confidential String Evaluation. In the code of the cloud application/rules table, 
character string functions of the types contains(), substring() and replaceFirst() may 
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be called for plaintext or encrypted character strings. The attached parameters must 
either be plaintext or encrypted as well. Consequently, for encrypted character strings, 
a new data type SecureString may be defined with special implementations for these 
three methods. 

The method contains() tests the inclusion of an encrypted character substring in an 
encrypted input character string and is fed with the matching pattern string on all 
possible positions. This allows running this test for specific string positions only or 
for the complete input character string. contains() is implemented in a way, where 
each of the encrypted character substrings of a given encrypted character string is 
compared to all matching pattern strings. Definition 5 shows that even one match in 
all comparisons causes the function result “true” immediately, if there is no match at 
all, then contains() returns “false”. 

 
Definition 5 (contains): Let p1

’,…,pm
’ be the encrypted substrings of a queried string p 

according to Def. 3, and let q1,j
’,…,qn,j

’ be the encrypted substrings of a matching pat-
tern string q according to Def. 3, where one of the substrings has the lowest position j, 
then p is queried by 

contains({p1’,…,pm’},{{q1,1’,…,qn,1’},…,{q1,y’,…,qn,y’}}) = true, if ∃j ∀l ∈ 
{1,…,n} ∃i pi = ql,j, and false otherwise 

(4) 

The function replaceFirst() not only does the same as contains(), but additionally rep-
laces the first occurrence of the specified matching pattern string with another speci-
fied character string (see definition 6). Therefore replaceFirst() is called with the 
matching pattern string on specific, or all possible positions, plus the replacement 
string on specific or all possible positions. The replacement can be the empty string ε 
as well. For one search position only, the implementation of replaceFirst() demands 
two arguments - one encrypted character substring as matching pattern and another 
one as replacement. For multiple search position indexes, replaceFirst() must be 
called with two arrays of encrypted character strings that have the same number of 
elements. One of them contains the matching patterns strings and the other one the 
replacement strings. If a matching pattern at position j can be tested positive as part of 
the given encrypted character string, then its replacement must be located at position j 
of the replacement array. 

 
Definition 6 (replace): Let p1

’,…,pm
’ be the encrypted substrings of a processed string 

p according to Def. 3, let q1,j
’,…,qn,j

’ be the encrypted substrings of a matching pattern 
string q according to Def. 3, where one of the substrings has the lowest position j, and 
let r1,j

’,…,qt,j
’ be the encrypted substrings of a replacement string r according to Def. 3, 

where one of the substrings has the lowest position j, then p is replaced by 

replace({p1’,…,pm’},{{q1,1’,…,qn,1’},…,{q1,y’,…,qn,y’}},{{r1,1’,…,rt,1’},…,{r1,y 

’,…,rt,y’}}) = ({p1’,…,pm’} \ {q1,j’,…,qn,j’}) ∪ { r1,j’,…,rt,j’} with lowest poss-
ible j, if ∃j ∀l ∈ {1,…,n} ∃i pi = ql,j, and {p1’,…,pm’} otherwise 

 (5) 
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The operation substring() returns the substrings, which begin at the given string posi-
tions (see definition 7). It is called with all or only specific beginning positions be-
tween a start and an end index. 

 
Definition 7 (substring): Let p1

’,…,pm
’ be the encrypted substrings of a processed 

string p according to Def. 3, let posi ∈ Σ* be specified beginning positions, let x ∈ Σ* 
be an optional variable, let || ∈ Σ be a delimiter symbol, let K be a set of secret keys, 
let E: Σ* x K → Σ* be a symmetric encryption function, where kx ∈ K is a user's secret 
key, and let posi’ = E(posi||x, kx), where i = 1,…,j, then p is cut by 

substring({p1’,…,pm’},{pos1’,…,posj’}) = P’ ⊆ {p1’,…,pm’}, where pi’ ∈ P’ 
and ∃y pi’ = E(pi||posy||x,kx) 

 (6) 

If pj ∈ Σn, where n > 1, then the surplus characters of resulting string must be trimmed 
in the user application. 

Therefore, access to an appropriate substring repository in the cloud is needed. The 
repository contains the relations between all possible encrypted substrings 
E(c||posc||x,kx), where c ∈ ∑* and x = optional variable (up to a specified maximum 
length, and up to a maximum position index) and their encrypted beginning positions 
E(posc||x,kx), where c ∈ ∑* and x = optional variable. The size of the substring reposi-
tory is specified in definition 8. The implementation of substring() expects one en-
crypted beginning position or an array of encrypted beginning positions as argument. 
Each encrypted character substring of a given encrypted character string is checked, if 
it has a relation to one of the specified encrypted beginning positions in the reposito-
ry. If there is a link, then it is added to the function result. 

 
Definition 8 (Substring repository size). Let |∑| denote the cardinality of alphabet ∑, 
nmin the minimum substring length, nmax the maximum substring length, posmin the 
minimum position index and posmax the maximum position index, then the substring 
repository size is 


=

+−−Σ=
max

min

n

nn
minmax

n
)2npospos(*:db   (7) 

The occurrences of encrypted character (sub)strings and positions must be exchanged 
in the cloud application/rules table by the routine updateRules(). Also in the substring 
repository by the method updateDb() at each renewal of the optional variable or of the 
symmetric key kx atomically. To manage these exchange transactions quickly the old 
(sub)strings and positions in the program code, rules table and substring repository of 
the cloud stay active until the transfer of the new ones is finished. 

3.3 Security of Substring Encryption 

If an attacker compromises the cloud user’s computer, then he gets knowledge of all 
processed and unprocessed confidential plaintext character strings easily. In case the 
user’s computer is protected, which attacks are possible against the cloud application? 
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The cloud application receives an encrypted character string as an object contain-
ing its substrings out of sequence. The simplest but least promising chance to find out 
the secret key is a brute force attack with all possible keys against an encrypted sub-
string until one key delivers a useful result. Another possibility to infer a plaintext 
substring is a statistical analysis how often an encrypted substring occurs in several 
encrypted strings. The random sequence of the substrings and block ciphering, where 
the encrypted substring length hides the plaintext substring length, make this attack 
more complicated. 

4 The Experiment and the Analysis 

The purpose of the experiment is to show the validity of the proposed substring or 
character encryption scheme and to compare its space and time performance with four 
other approaches for four different string operations in a simulated tier-2-architecture. 
For substring encryption, strings are divided into the least possible number of sub-
strings, each with a maximum size of four characters. Beside the introduced substring 
or character encryption scheme, the following approaches are considered during the 
tests: No encryption, only transport encryption, end-to-end encryption and the men-
tioned derivate of the database approach in chapter 2 (in which the database on the 
cloud side is replaced by the matching pattern). The encryption algorithm of all 
schemes, except one (which has no encryption), is AES-128. Therefore, the length of 
the secret key is 128 bits. To implement the encryption schemes, the programming 
language is Java 7. All tests are conducted on a HP DL380 G5 machine with 8 
2,5GHz cores, 32GB RAM and Fedora Core 16 64 bit Linux as the operating system. 

Firstly, the space performance of all six mentioned approaches is tested by varying 
the character string length and measuring the occupied Java heap space of one en-
crypted string in bytes. Observing the approach without any incorporated encryption, 
the space usage of a plaintext string is evaluated. Figure 3(a) shows that the required 
memory increases linearly with the string length. The overhead for the three ap-
proaches that allow computations on encrypted character strings is 10 times that for 
any of the others. The usage of character encryption leads to about a 30% lower 
memory consumption compared to the database approach (p=0,000 with K-S test). 
The space usage of substring encryption is about 70% lower compared with that of 
the database approach (p=0,000 with K-S test). 

Secondly, the inclusion of a four characters long substring problem is tested for 
1,000,000 random string samples per each string length. This is evaluated in nanose-
conds per operation. According to figure 3(b), any involved encryption increases time 
usage by a factor of 1.000. The improved performance of character (p=0,336 with K-
S test) and substring encryption (p=0,000 with K-S test) over the database approach 
can be easily observed as well. 

Thirdly, the previous four characters long substring problem is replaced by another 
one in 1,000,000 random string samples for each string length. Again, this is meas-
ured in nanoseconds per operation. Figure 3(c) displays that similar behavior as for 
the previous operation contains() can be observed. However, in this instance, the time 
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demand of plaintext strings is ten times greater, and encryption schemes display 50% 
higher. Reference values for the database approach are omitted here, because it does 
not support the operation replaceFirst(). 

Finally, a substring up to four characters long is cut out of 1,000,000 random string 
samples for each string length by the operation substring(). Yet again, (for consisten-
cy) the measurement is taken in nanoseconds per operation. Figure 3(d) displays that 
character and substring encryption do not perform as well as transport encryption 
only, but do provide security within the cloud application. 

 

 
                               (a)                                                              (b) 

 
                               (c)                                                              (d) 

 

Fig. 3. Space and time performance 

5 Conclusion 

An encryption scheme based on introducing the concept of substring or character 
encryption was proposed to enable querying and modifying functions on encrypted 
character strings in untrustworthy environments (like clouds). The recommended 
solution contains additional components in a user application to identify the logical 
parts of a confidential string (which is going to be processed in the cloud). It involves 
the process of splitting them, encrypting them separately removing the encryption of 
the resulting fragments and finally reassembling them. 

The supplement in the cloud application processes character strings by querying 
them and removing the relevant parts of them or adding pre-encrypted substrings 
from an appropriate substring repository. The suggested approach is intended for 
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distributed applications with high security demands (not only during transmission but 
also during computation and detention) in an unconfident cloud.  

In conclusion, the analysis confirmed that substring and character encryption, 
which can be considered as the first selective encryption schemes that offer either 
more supported string functions under encryption or more space and time perfor-
mance or both when compared to other similar approaches. 

References 

1. Buchmann, J.: Introduction to Cryptography, 2nd edn. Springer, New York (2004) 
2. Camenisch, J., Kohlweiss, M., Rial, A., Sheedy, C.: Blind and Anonymous Identity-Based 

Encryption and Authorised Private Searches on Public Key Encrypted Data. In: Jarecki, S., 
Tsudik, G. (eds.) PKC 2009. LNCS, vol. 5443, pp. 196–214. Springer, Heidelberg (2009) 

3. Gentry, C.: A fully homomorphic encryption scheme. PhD thesis, Stanford University 
(2009), http://crypto.stanford.edu/craig 

4. Goluch, S.: The development of homomorphic cryptography – From RSA to Gentry’s pri-
vacy homomorphism. Master thesis, Vienna University of Technology (2011), 
http://www.ub.tuwien.ac.at/dipl/2011/AC07811660.pdf 

5. International Telecommunication Union: E.164 – The international public telecommunica-
tion numbering plan, http://www.itu.int/rec/dologin_pub.asp?lang= 
e&id=T-REC-E.164-201011-IPDF-E&type=items  

6. Java Platform, Standard Edition 7 API Specification, http://docs.oracle.com/ 
javase/7/docs/api 

7. Kotapati, K., Liu, P., LaPorta, T.: EndSec – An End-to-End Message Security Protocol for 
Mobile Telecommunication Networks. In: International Symposium on a World of Wire-
less, Mobile and Multimedia Networks, pp. 1–7 (2008) 

8. Liu, L., Gai, J.: Bloom Filter Based Index for Query over Encrypted Character Strings in 
Database. In: World Congress on Computer Science and Information Engineering, pp. 
303–307 (2009) 

9. Liu, L., Gai, J.: A Method of Query over Encrypted Data in Database. In: International 
Conference on Computer Engineering and Technology, pp. 23–27 (2009) 

10. MySQL 5.5 Reference Manual, http://downloads.mysql.com/docs/refman-
5.5-en.a4.pdf 

11. Paillier, P.: Public-Key Cryptosystems Based on Composite Degree Residuosity Classes. 
In: Stern, J. (ed.) EUROCRYPT 1999. LNCS, vol. 1592, pp. 223–238. Springer, Heidel-
berg (1999) 

12. Shannon, C.E.: Communication Theory of Secrecy Systems. Bell System Technical Jour-
nal 28(4), 656–715 (1949), http://netlab.cs.ucla.edu/wiki/files/ 
shannon1949.pdf 

13. Rivest, R.L., Shamir, A., Adleman, L.: A method for obtaining digital signatures and pub-
lic-key cryptosystems. Communications of the ACM 21(2), 120–126 (1978) 

14. Wang, Z.-F., Dai, J., Wang, W., Shi, B.-L.: Fast Query Over Encrypted Character Data in 
Database. Communications In Information and Systems 4(4), 289–300 (2004) 

15. Wang, Z.-F., Wang, W., Shi, B.-L.: Storage and Query over Encrypted Character and Nu-
merical Data in Database. In: The Fifth International Conference on Computer and Infor-
mation Technology, Shanghai, pp. 591–595 (2005) 

16. Zhu, H., Cheng, J., Jin, R.: Executing Query over Encrypted Character Strings in Databas-
es. Frontier of Computer Science and Technology, pp. 90–97 (2007) 

 



C. Hota and P.K. Srimani (Eds.): ICDCIT 2013, LNCS 7753, pp. 255–266, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Design of a New OFTM Algorithm  
towards Abort-Free Execution 

Ammlan Ghosh1 and Nabendu Chaki2 

1 Department of Computer Science and Engineering  
Siliguri Institute of Technology, Siliguri, West Bengal, India 

ammlan.ghosh@gmail.com 
2 Department of Computer Science and Engineering 

University of Calcutta, Kolkata, India 
nabendu@ieee.org 

Abstract. The Software Transactional Memory (STM) is a promising alterna-
tive to lock based concurrency control. Three well studied progress conditions 
for implementing STM are, wait-freedom, lock-freedom and obstruction-
freedom. The wait-freedom is the strongest progress property. It rules out the 
occurrence of deadlock and starvation but impose too much implementation 
overhead. The obstruction freedom property is weaker than wait-freedom and 
lock-freedom. Obstruction Free Transactional Memory (OFTM) is simpler to 
implement, rules out the occurrence of deadlock and has faster performance in 
absence of contention. A transaction Tk that opens an object, say X, for updating 
may be in the active state even after completion of update operation on X. 
Hence, object X cannot be accessed by any other transaction as the current 
transaction Tk is still active. At this point, if another transaction Tm wants to ac-
quire object X at this point (for read/write), either Tk needs to be aborted or Tm 
must wait till Tk finishes. Both of these approaches are detrimental for the per-
formance of the system. Besides, OFTM does not allow Tm to wait for the com-
pletion of Tk. In this paper, a new OFTM implementation methodology has been 
proposed to allow the second transaction Tm to proceed immediately without af-
fecting the execution of the first transaction Tk. The proposed approach yields 
higher throughput as compared to existing OFTM approaches that calls for ab-
orting transactions.   

Keywords: Lock, Software Transactional Memory (STM), Obstruction-free 
Transactional Memory (OFTM), Abort-Free, Throughput. 

1 Introduction 

Writing scalable concurrent programs with traditional locking techniques for multi-
core processor is a challenging task for the programmers. The locks are prone to 
several well known problems such as deadlock, priority inversion, convoying and lack 
of fault tolerance. The course-grained locks are even less scalable and as a result, 
threads might block each other even when there is no interference. While fine-grained 
locks are good for such scenario, issues like deadlock becomes even more complex 
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and crucial with decreasing granularity of locks. Besides, fine-grain locks are more 
prone to error.  

Software Transactional Memory (STM) systems have been proposed to overcome 
such drawbacks [1, 2, 4, 6]. STMs employ atomic primitives like compare-and-swap 
(CAS) and load-linked/store-conditional (LL/SC). These are widely supported by 
multi-core processors and have several advantages like low time and space 
complexity, reduced performance overhead, etc. Simple implementation mechanisms 
are embedded into the compilers for languages like Java and C# etc. to aid in 
implementation of STM.  The term STM was first coined by Shavit and Touitou in 
1995 to describe software implementation of transactional memory for a multi-word 
synchronization on a static set of data using LL/SC. Herlihy et. al. proposed the first 
STM to manage dynamic set of data (DSTM) using obstruction free non-blocking 
synchronization technique [2].  

The term “obstruction freedom” had been used in [2] aiming that the progress for 
any thread eventually executes in isolation and hence does not affect execution of 
another thread. Since then different obstruction free STM implementation (OFTM) 
has been proposed including ASTM [4], RSTM [5] and NZTM [6]. All these 
techniques tried to minimize the overhead of the transaction processing. Guerraoui 
and Kapalka [5] presented a formal definition of OFTM and have established power 
and limitations of OFTM.  

In this paper, a new OFTM implementation methodology has been proposed to 
allow a transaction to proceed immediately without affecting the execution of the 
conflicting transaction that has an exclusive ownership of the object. In Section 2, the 
background on non-blocking techniques of STM has been presented.  Section 3, 
describes the basic design space of currently available OFTM techniques. Section 4 
presents the proposed algorithm. In section 5, the performance of the proposed 
algorithm has been evaluated. The paper ends with concluding remarks in section 6.   

2 Background 

A transaction is typically defined as a sequence of operations executed by a single 
process on a set of data items shared with other transactions [8]. Transactions include 
the read and write operations by which data sets are accessed and try-commit and try-
abort operations by which a transaction requests are committed or aborted. 

A Software Transactional Memory [1], abbreviated as STM, is the data 
representation for transactions using base objects and primitive operations. The 
primitive operations for STM can be read and write or may be more sophisticated 
operations like CAS (Compare and Swap) or DCAS (Double-word Compare and 
Swap). The CAS is used to read from a memory location and to write the modified 
value by ensuring that the location has not been altered meanwhile. The DCAS 
effectively executes two CAS operations simultaneously and both the memory 
locations are updated if values have not been altered. 

STM implementation can also be considered as a generic non-blocking 
synchronization technique that allows sequential objects to be converted into 
concurrent objects [1]. When a transaction wants to update any concurrent object, it 
declares its intention so that other transactions recognize this. Subsequently, it 
acquires the ownership of that particular concurrent object. After making the intended 
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updates, the transaction releases the ownership of that concurrent object. The process 
of acquiring and releasing ownership of concurrent objects is done automatically in a 
non-blocking synchronization technique. This is to guarantee consistent updates using 
compare-and-swap (CAS) and load-linked/store-conditional (LL/SC). 

In non-blocking synchronization technique, whenever contention arises, the 
processes need not wait to get access to a concurrent object. Instead, either it aborts its 
own atomic operation or aborts the atomic operation of process with which the 
contention is created. Non-blocking synchronizations have been classified into three 
main categories as follows [9]: 

 
• Wait Freedom: An STM implementation is wait-free if every transaction is 

guaranteed to commit in a finite number of steps. The wait-freedom is the strongest 
property of a non-blocking synchronization in terms of the progress guarantees. 
The basic definition of wait-free property rules out the occurrences of deadlock and 
starvation. 

• Lock-Freedom: An STM implementation is lock free if some transactions are 
guaranteed to commit in a finite number of steps. Lock-freedom is a weaker 
progress guarantee property of a non-blocking synchronization and does not 
guarantee that every transaction will commit. Lock-freedom rules out the 
occurrences of deadlocks but suffers from starvation. 

• Obstruction-Freedom: An STM implementation is obstruction free [3] if every 
transaction is guaranteed to commit in absence of contention. Obstruction –
freedom is the weakest progress guarantee property of a non-blocking 
synchronization and does not guarantee whether transaction will commit if more 
than one transaction takes steps. Obstruction-freedom rules out the occurrence of 
deadlocks but may suffers from live-locks if a group of processes keep preempting 
or aborting each other’s atomic operations 

 
Though wait-freedom and lock-freedom guarantee stronger progress property, they 
are usually complicated and expensive. The obstruction-free, non-blocking progress 
condition requires progress guarantees only in the absence of interference from other 
operations. This weaker requirement allows simpler implementation of STM that 
performs better in the common un-contended case. As stated above the obstruction-
freedom does not guarantee progress under contention; it is combined with contention 
managers to facilitate progress. The contention manager determines which transaction 
may proceed and which transaction may wait or abort. The contention management 
comprises of notification method for various events along with request methods that 
ask manager to make a decision. The notifications include beginning of a transaction, 
successful/unsuccessful commit, acquire of an object etc. The request method asks 
contention manager to decide whether to restart the transaction or to abort competing 
transactions [10]. The contention management methods are called in response to 
obstruction free operation and hence they must be non-blocking and always 
eventually abort a competing transaction to avoid deadlock.  There are various types 
of contention management policies. In [11], these have been classified as into the 
following three categories: 
 

• Incremental: The priority of a transaction is built for incremental policies 
during its execution. 
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• Non-Progressive: It is assumed here that conflicting transactions will 
eventually complete, even if live-locks may occur.  

• Progressive: This ensures a system-wide progress guarantee where at least 
one transaction will proceed to commit. 

 
A structured categorization of different contention management policies identifying 
the common characteristics of each category would ease the task of the studying CM 
by a long way. However, that’s beyond the scope of this paper primarily due to 
limited space. 

3 OFTM Design Space 

An obstruction-free STM, i.e., OFTM means that a thread is guaranteed to make 
progress when all other threads are suspended. Herlihy et al. [3] have given a generic 
definition of obstruction freedom as: ‘A synchronization technique is obstruction-free 
if it guarantees progress for any thread that eventually executes in isolation’. As stated 
earlier; obstruction-freedom implements non-blocking synchronization with help of 
contention management policy, it is important to employ a good contention 
management policy to achieve an excellent performance. In [2], the first obstruction-
free STM implementation is proposed called DSTM. DSTM introduces early release 
and invisible reads that doesn’t require multiword CAS at commit time. It uses 
TMObject, a dynamic Transactional Memory Object, which encapsulates an object 
which is accessed by the transaction. The TMObject contains a pointer to a locator 
object. The locator object points to a descriptor of the most recent write transaction 
and old & new version of the data object. A transaction locator may be in Active, 
Committed or Aborted state. The write and read operation of DSTM uses the 
following logic. 

Transaction wants to update an object X using OFTM Synchronization: A 
transaction Tk acquires an exclusive but revocable ownership of an object X. This 
object can now point to the transaction descriptor of Tk and get information own by Tk. 
If another transaction Tm wants to update X before Tk has committed; the contention 
manager will decide whether to tell Tm to back off for a random duration or to abort Tk 

as Tm is always able to abort Tk and acquire X.   
Transaction wants to read an object Y using OFTM Synchronization: If Tk 

wants to read an object Y and found another transaction Tm is updating Y then Tk may 
eventually abort Tm. Otherwise if Tk finds that no other transaction is updating Y then 
Tk reads the current state of Y and later when Tk tries to commit, it checks for the 
consistent state of Y. Transaction Tk commits only if it finds a consistent state. 

When a transaction Tk acquires some object for read/write operation it makes the 
status field as ‘Active’. When Tk tries to commit, if commit is successful then Tk 
changes its status field as ‘Committed’. Otherwise, if Tk is aborted by other 
transaction, Tk changes its status field as ‘Aborted’. Since Herlihy et al. obstruction-
free STM implementation [2] several other obstruction-free STM have been proposed 
including ASTM [4], NZTM [6]. All of them have common basic high-level principle 
but different in implementation and optimization techniques. 
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4 Towards Abort-Free Execution 

As shown in section 3, in OFTM approach, one transaction can eventually abort other 
transaction in case of conflict. While this would definitely affect the throughput, it 
may also lead to a live lock situation. The task of contention manager becomes critical 
here. In this section, a new OFTM algorithm has been presented that aims to avoid 
aborting any transaction while allowing execution in presence of contention. The 
basic concept of the proposed algorithm is discussed in section 4.1. Subsequently, the 
required data structure is presented.  

4.1 Basic Concept 

A transaction Tk may be in the active state even after completion of update operation 
in case transaction Tk opens an object X for updating. Hence, in a traditional lock-
based approach, X cannot be accessed by any other transaction as the current 
transaction Tk is still active. However, at this point, if another transaction Tm tries to 
acquire X for read or write operation, the proposed algorithm allows Tm to access X 
rather than allowing Tm to abort Tk. The read operation of the proposed algorithm is 
similar to ASTM [4].  However, at the time of read operation the read transaction 
does not acquire a TMObject, rather it maintains a private read list and guarantees 
data consistency by re-validating the object data. The basic principles behind the write 
and read operation of the proposed algorithm are stated here. 

Transaction wants to read an object Y: If Tk finds that no other transaction is 
updating Y then Tk reads the current state of Y and later when Tk tries to commit, it 
checks for the consistent state of Y; if it finds a consistent sate then only it commits. 

If Tk wants to read an object Y and finds another transaction Tm is updating Y; then 
also Tk will read the current state of Y without aborting Tm. At the commit point Tm will 
checks for the consistent state of Y and if it is then commit else re-executes its steps 
with the current value of Y. 

Transaction wants to update an object X: A transaction Tk acquires an exclusive 
ownership of an object X. This object can now points to the transaction descriptor of 
Tk and get information own by Tk. If another transaction Tm wants to access X, for 
update, before Tk has committed; Tm will be allowed to access X.  

At this point Tm knows that Tk is active and X can be updated any time by Tk. So it 
would be Tm’s responsibility to check the data consistency before commit. To 
facilitate this abort-free execution, Tm accesses X and stores the current value of X into 
its old data and updated value into the new data field. At the commit point Tm will 
check whether Tk has committed and the X’s value is consistent, Tm will commit 
otherwise re-execute its steps with the current X’s value. 

4.2 Data Structure 

The data Structure of the proposed model is similar to but not identical with that for 
DSTM and ASTM. Fig. 1.a depicts a transactional data structure, which contains only 
a Status field. A transaction has three states, ACTIVE, ABORTED or COMMITTED, 
which determine the most recent valid version of data objects. If the transaction is in 
ACTIVE or ABORTED state then the most recent valid version of the data object is 
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the old version referred by the locator. If the transaction is in COMMITTED state, the 
most recent valid version of the data object is the new version referred by the locator. 
 

 

 
 
 
 
 
 
 

Fig. 1. a. Transaction Data Structure, b. Data Object, c. Locator Object 

Figure 1.b depicts Data Object that contains the recent committed data object 
value and Figure 1.c depicts the Locator Object, which contains the three fields: 
Transaction points to the transaction that creates the locator; OldData is a copy of 
Data Object’s recent committed value and NewData is the last updated value, which 
will be saved in the Data Object value by the transaction at commit time.  

Transactional Memory Object (TMObject) structure as illustrated in Figure 2 
encapsulates a program object that can be accessed by the transaction. TMObject has 
three fields. These are as follows: 

 

a. *WriterTransaction: It points to the transaction, which has opened the 
object for write operation with an exclusive ownership on the object. This 
field is also works a start pointer. 

b. *WriterList: This field points to the transaction that has accessed an object, 
which is exclusively own by other transaction for write operation. Using this 
field TMObject allows a conflicting transaction to access the object without 
aborting the owner transaction.  

c. *Data: This field points to the Data object. 

 

 

 

 

Fig. 2. The TMObject Structure 

4.3 Proposed Abort-Free OFTM Design 

4.3.1   Read Operation  
As stated earlier that read operation of the proposed algorithm is similar to ASTM 
though ours uses different TmObject structure. The Data filed of TM Object directly 
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points to the Data object. However, at the time of read operation the read transaction 
does not acquire a TMObject, rather it maintains a private read list and guarantees 
data consistency by re-validating the object data. As mentioned earlier this read list 
private to the transaction and invisible to other transaction. 

4.3.2   Write Operation  
The write operation would be different in the presence and absence of a contention 
manager. 

Write operation in absence of contention: When a Transaction wants to acquire 
some object for write operation it initiates a new locator and checks TMObject’s 
WriterTransaction field. If this field is NULL or points to an Aborted or Committed 
Transaction’s locator, it implies that there is no contention present. Hence, the 
transaction follows the steps described below to execute the write transaction. These 
steps are illustrated in Figure 3. 

Case 1.1: Transaction Tm wants to access object X for write operation. Tm reads the 
TMObject’s WriterTransaction field. If it points to Tm’s transaction locator, it implies 
that the object has already opened by Tm for writing. Thus, Tm simply returns a pointer 
to the data field. 

Case 1.2: If WriterTransaction returns NULL value or points to aborted or 
committed transaction – means there is no conflict with write transaction. So Tm 
changes the WriterTransaction filed to point to its Transaction. Tm uses CAS 
(Compare & Swap) to ensure meantime changes and perform the following steps: 

 
─ Step 1:  Tm performs the write operation.  
─ Step 2: At the commit time Tm updates Object Data with its NewData value. 
─ Step 3: Tm changes its Transaction Data Structure Status field as Committed. 

 

 

 

 

 

 

 

 

 

Fig. 3. Write Operation in absence of contention 

Write Operation in Present of Contention: When a writer transaction Tm tries to 
acquire an active transaction’s locator, say Tk, in the TMObject, as per the current 
OFTM implementation; Tm consult with contention manager and either it will aborts 
Tk or backs off for certain time.  As per the proposed algorithm neither Tm will abort 
Tk nor back-off for certain time; rather Tm will access the data object.  
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In order to implement this abort-free technique the algorithm uses *WriterList filed 
to create a new locator object for Tm and points it through *WriterList. The write 
operation is illustrated in Figure 4 and described in the following steps. 

 

Fig. 4. Abort-free write operation in presence of contention 

Case 2.1: Transaction Tm wants to access object X for write operation. Tm reads the 
TMObject’s WriterTransaction field and finds that WriterTransaction points to an 
Active transaction Tk. Transaction Tm performs the following steps to access the object 
in abort-free way: 

 
─ Step 1:  Tm checks the WrtierList field of TMObject. If WriterList is NULL or 

points to an Aborted or Committed transaction, i.e.,  no transaction has 
accessed the object yet; then Tm follows Step 2, otherwise follows Step 4. 

─ Step 2: A new locator object will be created for Tm and Data Object’s value will 
be copied in Locator’s OldData field. 

─ Step 3: Tm continues its execution and at commit point it checks for the data 
consistency. 

─ Option 3.1: Tm compares its OldData value with Data Object’s value and if it 
is different Tm copies the Data Object’s value into its OldData field and re-
executes its step. 

─ Option 3.2: If data is consistent, Tm checks for Tk’s transaction status filed. If 
it is committed or aborted Tm updates Data Object with is NewData field and 
changes its transaction Status field as Committed. 

─ Option 3.3 If Tm finds data is consistent and Tk’s transaction status filed points 
to an Active transaction – means Tm has reached to its commit point but Tk has 
not yet committed; then Tm will consult with Contention Manager and either 
backs off  for some times or abort itself. However, in no case Tm will abort Tk.. 

─ Step 4:  (Redirected from Case 2.1, Step 1). If Tm finds that WriterList points 
to a Transaction Locator Tx , i.e., Tx has already acquired the object that is 
exclusively owned by Tk.  In this case Tm consults the contention manager 
(CM). CM will decide whether Tm will back off for some time or abort itself. 
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It is important to mention here that like any other OFTM implementation the 
proposed algorithm is also required a good contention management policy to achieve 
an excellent performance. The performance of the proposed mechanism has been 
discussed in the next section for various scenarios.   

5 Performance Evaluation 

The efficiency and performance improvement of the proposed method over the 
conventional OFTM [2] depends a lot on the size of the transactions in terms of their 
average execution time. This has been analyzed here in four different categories. 
However, towards the end of this section, it would be established that the bottom-line 
for the proposed approach would guarantee at least equivalent throughput as 
compared to the existing approaches [2].  

Initially, only two transactions sharing a common resource is being considered. It 
is assumed that transaction Tk is in active state when transaction Tm is initiated and 
both the transactions need to acquire resource X. The first transaction Tk would update 
the resource X, while transaction Tm may either read or write on X. Let, Size(Tx) 
denote the size of a transaction Tx in terms of its average execution time.  

5.1 Case I:  Size(Tk) ≈ Size(Tm) 

In this case, the first transaction Tk and the second transaction Tm are of equivalent 
size. Thus, even if Tk is active when Tm starts its execution, it is expected that 
transaction Tk would complete soon. Consequently, the chances that transaction Tk has 
already updated common resource X before Tm starts would be higher. In such a 
situation, transaction Tm would find that the value of X with which it started is same as 
the after Tk finishes. Even if Tk has updated the value of X after Tm is initiated, it may 
update X and finishes execution before Tm attempts to access it. According to Case 
2.1, Step 2, of the proposed algorithm, transaction Tm would update the old-value of X 
at this point. In both of the situations stated, neither of the transactions Tk or Tm would 
be aborted. Thus unlike the existing OFTM solutions [2], the throughput of the system 
would not be affected.  

However, if transaction Tk updates X after it is accessed in the second transaction 
Tm, then according to Case 2.1, Step3, Option 3.1 of the proposed algorithm, 
transaction Tm is to be re-executed. Thus, depending on the time of actual update on X 
by Tk and the order of completion of Tk and access of X in Tm, either the second 
transaction needs to be re-executed or not. It may be safely inferred that for case I, the 
proposed OFTM implementation is expected to actually increase system throughput 
as it may not require any process to abort. 

5.2 Case II:  Size(Tk)  << Size(Tm) 

In this case, Tm must have been fired soon after Tk commenced and that could be the 
only possible explanation that even if Tk is very small, it remains in active state when 
Tm commences. As the size of Tk is much smaller as compared to that for Tm, it can be 
estimated in a quite realistic way that transaction Tk would be completed much before 
Tm reaches its commit point. In fact, Tk is not expected to remain active till Tm actually 
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uses the common resource X. It may be inferred, that even if it is possible that Tm 
could be re-executed when transactions are of equivalent sizes [case I], the chances of 
such occurrence is quite unrealistic when Size(Tk) << Size(Tm). In a conservative 
assessment, the proposed OFTM implementation is expected to increase the system 
throughput for case II, as chances of aborting any process either small or large is less. 

5.3 Case III:  Size(Tk) >> Size(Tm) 

In this case, there exists higher probability that the second transaction Tm spends 
maximum idle time D at its commit point and yet transaction Tk is in active state. This 
is the worst possible situation for the proposed algorithm. According to Case 2.1, Step 
3, Option 3.3 of the proposed algorithm, transition Tm requires to abort itself. 
However, even in this case, the proposed OFTM implementation would be better than 
[4]. Aborting the bigger transaction Tk for the sake of obstruction-free execution of Tm 
leads to redoing transaction Tk again from the beginning. This implies loss of 
throughput for the overall system. However, in the proposed approach, instead of Tk 
the second transaction Tm would be aborted. Transaction Tm with average execution 
time smaller than that for Tk, therefore, would not affect the throughput of the system 
as much of as re-execution of Tk would do.   

Table 1. Impact of the Proposed Algorithm on Throughput 

Sl. 
No. 

Size 
(T

k
) 

Update Time 
for X in T

k
 

Size 
(T

m
) 

Start Time 
for T

m
 

Access time 
for X in T

m
 

Restarting 
T

m
 

Throughput 
using [2] 

Throughput for 
proposed method 

1 30 22 10 20 05 No 0.0400 0.0667 
2 30 22 10 24 05 No 0.0370 0.0588 
3 30 22 10 16 05 Yes 0.0435 0.0645 
4 20 12 10 14 05 No 0.0588 0.0833 
5 20 12 10 08 05 No 0.0714 0.0741 
6 20 12 10 06 05 Yes 0.0769 0.1000 
7 12 07 10 02 05 No 0.1429 0.1667 
8 12 07 10 10 05 No 0.0909 0.1000 
9 12 07 10 01 05 Yes 0.0952 0.1000 

10 05 03 10 04 05 No 0.1333 0.1429 
11 05 03 10 02 05 No 0.1333 0.1667 

 
Table 1 lists some representative cases to study the efficiency of the proposed 

algorithm. Similar to what is followed in the rest of this paper, the two transactions Tk 
and Tm stand for the first and the following transactions respectively. The lengths of 
the transactions for rows 7, 8 and 9 correspond to case I, where Size(Tk) • Size( Size(Tm). It 
is found that for two out of three cases, the throughput increases when the proposed 
method is used. The improvement in average throughput is 11.46% for the data set in 
rows 7 through 9 of Table 1. 

On an average, the throughput using the proposed abort-free algorithm for case I is 
10% higher than that for DSTM. The first six rows in Table 1 are examples for case 
III, when Size(Tk) >> Size(Tm). The proposed algorithm is best suitable for such cases. 
The improvement in average throughput is 36.57%. Fig. 5 illustrates the scenario for 
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the data set in the first six rows of Table 1. The last two rows in Table 1 are examples 
when Size(Tk) << Size(Tm) as mentioned in case II. The improvement in average 
throughput for the test cases is 16.13%.  

 

 
 

Fig. 5. Improvement in Throughput using Proposed OFTM vs. DSTM for Size(Tk) >> Size(Tm) 

6 Concluding Remarks 

In this paper we have presented a new approach of OFTM implementation that aims 
to achieve abort-free operation. In all other proposed OFTM implementation; a 
transaction is allowed to abort a conflicting transaction i.e. if a transaction Tm finds a 
conflict with another transaction Tk then Tm can eventually abort Tk. This situation 
drastically reduces the throughput especially in absence of an efficient contention 
manager.  

The proposed algorithm makes a strong argument to oppose the conventional 
obstruction freedom concept and never aborts an active transaction with the exclusive 
ownership of an object. In its present-form, if it is really required to abort a 
transaction the younger transaction will abort itself to avoid contention. The different 
possible scenarios are analyzed and it is found that a higher throughput is achieved 
where an active transaction with exclusive ownership of a shared object, is greater 
than or equal to a new transaction that wants to access the same object.  

It may also be observed that when a data consistency problem occurs, the new 
transaction need not abort itself completely. Instead, a check-point may be set at the 
position where it has to access the shared object and the re-execution may start from 
that check-point. This however requires operating at an appropriate level of 
granularity. The current implementation is also been extended by the authors to study 
abort-freedom for multiple cascading transactions by making a linked list of them and 
pointing them through WrtierList filed of TMObject. 
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Abstract. Routing with energy consideration has paid enormous attention in the 
field of Wireless Sensor Networks (WSNs). In Some WSNs, some high energy 
sensors called relay nodes are responsible to route the data towards a base 
station. Reducing energy consumption of these relay nodes allow us to prolong 
the lifetime and coverage of the WSN. In this paper, we present a Genetic 
algorithm based routing scheme called GAR (Genetic Algorithm-based 
Routing) that considers the energy consumption issues by minimizing the total 
distance travelled by the data in every round. Our GA based approach can 
quickly compute a new routing schedule based on the current network state. 
The scheme uses the advantage of computational efficiency of GA to quickly 
find out a solution to the problem. The experimental results demonstrate that the 
proposed algorithm is better than the existing techniques in terms of network 
life time, energy consumption and the total distance covered in each round. 

Keywords: Wireless sensor networks, routing, genetic algorithm, network 
lifetime. 

1 Introduction  

Wireless Sensor Networks (WSNs) have been proven to be an effective technology 
for their wide range of applications, such as disaster warning systems, environment 
monitoring, health care, safety and strategic areas such as defense reconnaissance, 
surveillance, intruder detection etc. [1], [2]. However, the main task of WSNs in such 
application is to route the sensed data from randomly deployed sensor nodes to a 
remote Base Station (BS) called sink [3], [4]. Clustering of sensor nodes is an 
effective means to collect and route the sensed data using multi-hop communication 
usually in two-layer architecture. In the first layer, sensed data are locally aggregated 
by a special node called cluster head (CH) and then these aggregated data are routed 
to the base station through other CHs in the second layer [5], [6], [7]. By this way, the 
energy of the sensor nodes is conserved, the network lifetime of the WSN is 
prolonged and the scalability of the WSN can be increased. 

However, the main constraints of the WSNs for such operation is the limited and 
irreplaceable power sources of the sensor nodes and in many scenarios it is difficult to 
replace the sensor nodes after complete depletion of their energy. Therefore, energy 
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consumption for the sensor nodes is the most challenging issue for the long time 
operation of WSNs [8], [9], [10]. Moreover, in many WSNs the cluster heads are 
usually selected amongst the normal sensor nodes which can die quickly due to extra 
work load for data aggregation and data forwarding with their limited energy.  In this 
context, many researchers [5], [11], [12], [13] have proposed the use of relay nodes, 
which are provisioned with extra energy. These relay nodes are treated as the cluster 
heads and responsible for local data collection, their aggregation and communication 
of the aggregated data to the sink via other relay nodes.  The functionality of a two 
tier WSNs with the relay nodes is shown in Fig. 1.          

                                                                                    
 
 
 
 

     
 
 
 
 
 
  

 
 
 
 
  

Fig. 1. An example of two-tiered wireless sensor network 

Although the relay nodes are given extra energy, they are also battery operated and 
hence power constrained. Life time of the relay nodes is very crucial as the network 
life time of the WSN and the coverage fully depends on it. Therefore, energy efficient 
routing of the data through relay nodes is extremely important for reducing their 
energy consumption. It is noteworthy that for a WSN, with n relay nodes, each having 

an average of d valid one-hop neighbor relay nodes, the number of valid routes is nd . 
This implies that the computational complexity of finding the best route for a large 
scale WSN is very high by a brute force approach. In order to select an energy 
efficient routing scheme from such a large solution space, a heuristic approach like 
Genetic Algorithm (GA) is extremely useful.  

In this paper, we address the problem of routing the aggregated data from all the 
relay nodes to the sink via other relay nodes and propose a GA based routing scheme 
called GAR (Genetic Algorithm-based Routing) which considers the energy efficiency 
of the relay nodes. The GAR finds out the route from all the relay nodes to the BS by 
minimizing their overall distances with the view that the consumed energy to transmit 
the diffused data is proportional to the square of the distance between sender and 
receiver. Our approach can quickly compute a new routing schedule based on the 

Sensor node 

Relay node 

Internet 
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current network state. We perform simulation run of the proposed method and evaluate 
with several metrics, namely network lifetime, energy consumption and distance 
covered in each round. The results are also compared with MHRM [14] as is done in 
[5]. The experimental results demonstrate the effectiveness of the proposed algorithm.  

The paper is organized as follows. The related work is presented in Section 2. An 
overview of GA is given in section 3. The Network model and the terminologies are 
described in Section 4. The proposed algorithm and the experimental results are 
presented in Section 5 and 6 respectively, followed by the conclusion in Section 7. 

2 Related Work 

A number of routing protocols have been developed for WSN which can be found in 
[15], [16], [17] and their references. However, quite a few routing algorithms have been 
reported which are GA based. We review only those research works as they are related 
to our proposed algorithm. In [18], Huruiala et al. presented a GA based clustering and 
routing algorithm using a multi-objective function by choosing the optimal cluster-head 
and minimizing the transmission distance. Chakraborty [19] et al. developed a GA 
based protocol called GROUP in which a chain is formed to communicate with base 
station. The network lifetime is increased by allowing individual sensor nodes to 
transmit the message to the base station in non-periodical manner depending on their 
residual energy and location. Thus, this approach avoids forming greedy chains. In [20], 
L. Badia et al. presented a model by using a signal-to-interference ratio for scheduling 
and routing. Their results show that the model performs well for both small and large 
topologies. In [5], Ataul Bari et al. proposed a GA based algorithm for data routing 
using relay nodes in a two-tire wireless sensor networks. The main three operations 
namely selection, crossover and mutation used in their approach are as follows. 
Selection of individuals is carried out using the Roulette-wheel selection method and the 
fitness function is defined by network lifetime in terms of rounds. For mutation 
operation, they select a critical node from the relay nodes, which dissipates the 
maximum energy due to receiving and/or transmitting data.  Mutation is done by either 
replacing the next-hop node of this critical node by a new next-hop relay node or by 
diverting some incoming flow towards that critical node to other relay node. The 
proposed work is also based on GA. However, it is different from [5] in respect of the 
following issues. 1) For selection of individuals, we use Tournament selection in 
contrast to Roulette-wheel selection. 2) Fitness function is defined in terms of total 
distance covered in a round rather than network life time in rounds. 3) In mutation, we 
select relay node, which uses maximum distance to transmit the data to its neighbour in 
contrast to a critical node defined in [5].  

3 Overview of Genetic Algorithm 

Genetic Algorithms (GAs) are adaptive methods that can be used in solving 
optimization problems. Their basic principles in the context of mathematical 
optimization have been rigorously described by John Holland [21]. GA begins with a 
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set of randomly generated possible solutions, known as initial population. An 
individual solution is represented by a simple string or an array of genes and termed 
as a chromosome. The length of each chromosome in a population is same.  Once an 
individual is generated, a fitness function is employed to evaluate its performance as a 
solution to the problem. This fitness function is based on how close an individual is to 
the optimal solution. Once the initial population of chromosomes is generated, two 
randomly selected chromosomes (parents) can produce two child chromosomes by a 
process called crossover in which the parent chromosomes exchange their genetic 
information. To produce a better solution, the child chromosomes undergo another 
process called mutation, in which the lost genetic values of the chromosomes are 
restored. Whenever the crossover and mutation are completed, the fitness function of 
the child chromosomes is evaluated and their fitness values are compared with that of 
all the chromosomes of the previous generation. In order to confirm that the current 
generation produces better result, two chromosomes of previous generation with 
poorest fitness values are replaced with the newly generated child chromosomes. The 
various steps of simple GA used in our proposed work are depicted in Fig. 2.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Flow chart of Genetic Algorithm 

4 Network Model and Terminologies 

Here, we assume a WSN model, where all the sensor nodes along with some relay 
nodes are deployed randomly and they are stationary after deployment.  The sensor 
nodes collect the local data and send it to their corresponding relay nodes. On 
receiving the data, the relay nodes aggregate them to reduce the redundant data within 
their cluster. Being a centralized approach, our algorithm assumes the exact location 
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of the relay nodes which are known a priori through some location finding system 
such as GPS [22]. The relay nodes then route their aggregated data to the BS directly 
or via other relay nodes. Therefore, as per as data routing is concerned, all the relay 
nodes act as source or intermediate nodes treating the BS as the destination. It is 
obvious to note that for multi-hop communication, each relay node has to select a 
neighbor relay node in single-hop distance. Our algorithm deals with the selection of 
the best neighbour relay node to find the optimal route with respect to energy 
consumption. Each period of full data gathering and transmission of aggregated data 
from all the relay nodes to the BS is referred as a round [4].  The life time of the 
network is measured in terms of number of rounds until the first relay node dies. All 
communication is over wireless link. A wireless link is established between two nodes 
only if they are within communication range of each other. We use the following 
terminologies in the proposed algorithm.  
 

• V = {C1, C2, …, CN}: The set of relay nodes including BS.                                
• Dist (Ci, Cj): The distance between two relay nodes Ci and Cj. 
• Com (Ci): The set of all those relay nodes, which are within communication 

range of Ci. The BS may be a member of Com(Ci).   
• Next_Hops(Ci): The set of all relay nodes which can be selected as a next 

hop of Ci such that the  next hop relay node must be towards the BS. In other 
words,

)},(),()(|{)(_ BSCDistBSCDistandCComCCCHopNext ijijji <∈=  

5 Proposed Algorithm  

Now, we present our proposed algorithm. However, as the basic steps of the GA are 
repeated until the termination criterion is met, we present all basic steps, namely 
crossover and mutation along with the chromosome representation, creation of initial 
population, determining fitness function and the selection process as follows.  

5.1 Chromosome Representation  

We represent the chromosome as a string of relay nodes. The length of each 
chromosome is always equal to the number of relay nodes. A chromosome represents 
the route from each relay node to the BS. A routing schedule for a sub graph network 
along with the corresponding chromosome of eight relay nodes and one BS is shown 
in Fig. 3.  
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Fig. 3. Sub graph network of WSN and the corresponding Chromosome Representation 

This is a directed acyclic graph G(V,E), where E represents the edges )( ji CC → , 

Ci is a relay node and Cj is either a relay node or BS such that Cj is closer to BS than 
Ci and Cj is within communication range of Ci. Fig. 3(b) is the corresponding 
chromosome. In this example, the value of the gene in position 1 is 6, indicating that 
node 1 selects the node 6 for data transmission. The value at 6 is 5 indicates that 5 is 
the next selected relay node and the value at 5 is 9 indicating the next relay node 
which is the BS (destination). Therefore the route is expressed as the path 
1→6→5→9.  

5.2 Initial Population, Fitness Function and Selection  

The initial population is a collection of randomly generated chromosomes which 
correspond to a valid routing schedule. The valid chromosomes are generated in such 
a way that the value say j of the gene at position i is randomly selected such 
that )(_ ij CHopNextC ∈ . As an example, the value at gene position 4, may select 6 

or 5 in Fig.3 (a). However, it is shown to select 5 in Fig.3 (b). It is noteworthy that our 
GA based approach does not depend on any particular algorithm for generating the 
initial population. Moreover, it neither attempts to find a best route nor it considers 
the energy consumption of any relay node at the stage of initial population.      

Now, we construct a fitness function to evaluate the individuals of the initial 
population. This helps us for the next step computation of GA, i.e., selection. We note 
that the total transmission distance covered by all source relay nodes to transmit the 
aggregated data to the BS is the main factor which we need to minimize. Therefore, 
our proposed work constructs the fitness function in such a way that the overall 
distance covered by the relay nodes is minimized in each round. The shorter the total 
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transmission distance, the higher is the fitness value.  Thus, each individual is 
evaluated by the following fitness function 
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where, Fitness (k) denotes the fitness value of the kth chromosome and Crom(k,i) 
represents the value of the gene at ith position in the kth chromosome. It is important to 
note that Crom(k,i) actually represents the next hop neighbour relay node of Ci in the 
kth  chromosome. 

For the selection process, we select some valid chromosomes with higher fitness 
value. In our proposed method, we use tournament selection for selecting the 
chromosomes with best fitness values from the initial population. All selected 
chromosomes are used as parents to produce new child chromosomes (offspring) with 
the help of crossover operation discussed in the following section. 

5.3 Crossover 

To produce the new offspring from the selected parents, we use 1-point crossover. 
The crossover operation takes place between two randomly selected chromosomes. 
Parts of the selected chromosomes are exchanged at some crossover point which is 
randomly selected. The whole process is shown in Fig.4.   
 

 
 
 
 
 
 
 

Fig. 4. Crossover Operation 

Lemma 5.1: The two child chromosomes produced by the above crossover operation 
is valid.  
 
Proof:  A chromosome is treated valid if it corresponds to a proper routing schedule 
that indicates a path from every relay node to the BS without any cycle. As mentioned 
in section 5.1, the chromosomes are generated in such a way that the value j of the ith 
gene is randomly selected such that )(_ ij CHopNextC ∈ . Therefore, each next-hop 

relay node is valid. Moreover, there must be at least one relay node which can directly 
communicate with the BS so that each chromosome must have a route up to the BS. 
At the time of crossover, GAR just alters two parent chromosomes such that the value 

Child 1:

Child 2:

3  2  1  4  5

6  5  2  7  1 4  6  8  

2  8  1  Parent 1:

Parent 2:

3  2  1  4  5 

6  5  2  7  1 

4  6  8 

2  8  1 

Crossover Point



274 S.K. Gupta, P. Kuila, and P.K. Jana 

of each chromosome at a single gene position only is interchanged. As all parents are 
valid, therefore, new offspring must also be valid.  

5.4 Mutation  

We apply mutation at a selected gene rather than randomly selected gene. We select 
that gene which contributes maximum distance in a round and we call it critical node. 
We replace the critical node with other node in such a way that the new node must 
lead to BS covering minimum distance. The replacement of node is occurred as 
follows. Let ith gene contributes maximum distance, i.e., the distance from Ci to the 
next-hop relay node is the largest. In that case, our approach searches for any other 
relay node Cr as next-hop node of Ci such that Cr is closer to Ci. This implies that           
Dist (Ci,Cr) should be minimum. We also require that the total energy consumption 
via new relay node should be lesser than any other relay nodes, which implies that 

})),(()),({( 22 BSCDistCCDist rri + should be smallest. Combining these two, Cr is 

selected as the new next-hop relay node, if   

})),(()),({(*),( 22 BSCDistCCDistCCDist rriri +  is minimum.  

 
Lemma 5.2: The new chromosome after the above mutation process is valid.  
 
Proof:  At the time of mutation, GAR just selects a critical node and replaces a new 
next hop relay node. Since all valid offspring are generated in crossover operation, we 
can say that mutation does not hamper the validity of these offspring by replacing a 
proper next-hop relay node for a critical node. 

6 Experimental Results 

We performed extensive experiments on the proposed algorithm. The experiments 
were performed using MATLAB (version 7.5) on an Intel Core 2 Duo processor with 
T9400 chipset, 2.53 GHz CPU and 2 GB RAM running on the platform Microsoft 
Windows Vista. For the experiments, we considered a WSN scenario assuming that 
the relay nodes are deployed in 200×200 square meter area and the position of the 
sink is (215,100). We use the same energy model and the corresponding typical 
parameters as have been used in LEACH [4]. We considered an initial population of 
300 chromosomes. For crossover operation, we selected the best 5% chromosomes 
using tournament selection procedure. The proposed algorithm was run for 150 
iterations. However, it started showing high-quality results after 30 epochs. We ran it 
by varying the relay nodes from 4 to 40. For the comparison purpose, we also ran the 
MHRM [14] algorithm as also done in [5], keeping the experimental parameters same 
as that of the proposed algorithm. The simulated results of both the algorithms are 
compared in terms of in terms of number rounds (i.e., network life time) and energy 
consumption, as shown in Fig. 5.  
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(a)                                                              (b)

Fig. 5. Performance Comparison between GAR and MHRM in (a) Number of rounds (network 
life time) (b) Energy consumption in Jules 

We also compare both the algorithms with respect to the total distance covered in 
each round. This can be observed from Fig. 6(a) that GAR covers significantly less 
distance than MHRM in a single round. We also ran GAR and MHRM after changing 
the position of the BS at several points i.e., (0, 0), (0, 100) and (200, 0) and compared 
results as shown in Fig. 6(b-d). It demonstrates that GAR outperforms the MHRM in 
network life time for all these cases. 
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Fig. 6. (a) Total distance covered in a round and Number of rounds (i.e., network life time) (b) 
BS at (0, 0),  (c) BS  at (0, 100) and (d)  BS at (200, 0) 
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Fig. 6. (Continued) 

It is clear from all these figures that the proposed algorithm can significantly 
extend the network life time in terms of rounds by approximately 230% compared to 
MHRM and hence is an improvement over the algorithm by the GA based algorithm 
by Ataul Bari et al. [5]. 

7 Conclusions 

In this paper, we have presented a GA based routing scheme for wireless sensor 
networks. The algorithm has been provided with suitable chromosome representation, 
the fitness function, selection, crossover and mutation with their proofs of validity. 
We have presented the experimental results of the simulation runs of the proposed 
algorithm and shown that it outperforms the MHRM algorithm by extending the 
network life time of approximately 230 % in contrast to 200% as reported in the GA 
based algorithm [5]. However, the algorithm lacks the consideration of residual 
energy of the relay nodes for energy efficiency. Currently, we are working on this 
issue and trying to improve the GA based approach for a combined scheme of 
clustering and routing.      
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Abstract. Utilization of MPUs in a computing cluster node for multimedia 
stream processing is considered. Non-linear increase of processor utilization is 
described and a related class of algorithms for multimedia real-time processing 
tasks is defined. For such conditions, experiments measuring the processor 
utilization and output data loss were proposed and their results presented. A 
new formula for prediction of utilization was proposed and its verification for a 
representative set of tasks was performed. 

Keywords: processor utilization prediction, real-time, multimedia, KASKADA 
platform. 

1 Introduction 

Various types of processing tasks cause different types of load: computation, memory, 
network etc. One of the most underestimated types is load appearing between RAM 
(Random Access Memory) and a processor cache memory. Fig. 1 presents an example 
of a typical architecture of a computation node used in a computation cluster. A multi-
core processing unit (MPU) contains its own fast memory which is easily accessible, 
with high clock frequency, by its computation cores. On the other hand, the RAM is 
connected using much lower frequency as well as with a limited number of channels, 
what causes the possibility of performance bottleneck when some cores cannot get 
requested data from the RAM. 

In this paper we focus on real-time multimedia related tasks execution by an  
MPU node. Our main aim is to find a model to predict processor utilization of a  
given computational node for a specific set of tasks realizing algorithms processing 
multimedia streams. Such model was necessary to implement the KASKADA 
platform (Polish abbreviation of Context Analysis of Camera Data Streams for  
Alert Defining Applications) built and utilized within the MAYDAY EURO 2012 
project realized in Academic Computer Centre (TASK) of Gdansk University of 
Technology [1]. 

                                                           
*  The work was realized as a part of MAYDAY EURO 2012 project, Operational Program 

Innovative Economy 2007--2013, Priority 2 „Infrastructure area R&D”. 
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Fig. 1. A typical architecture of a computation node 

1.1 Motivation 

Multimedia processing is an essential part of the KASKADA platform, a soft real-
time system dedicated for development and execution of the stream analysis 
algorithms, implemented as computation tasks and exposed to the user applications 
through web services. The main mechanisms and architecture of the platform 
including its main software and hardware components were described in [2,3]. 

The platform places only one stream type per node, where the stream type is 
defined by the same frequency and bandwidth of the processed streams. In such a case 
,i.e. for streams with the same frequency, the theoretical utilization bound is 100%, 
even for the hard real-time constraints, where any data loss is unacceptable [4]. 
Moreover the total processor utilization for a node with a set of tasks executed 
concurrently is expected to be the sum of their processor utilizations, measured for 
each of them when running on the same node exclusively. 

Thus the task allocation on the particular nodes in the whole cluster is assumed to 
be performed according to a specific heuristic solving the bin packing problem [5], 
based on the Best-Fit-Descending algorithm, to deal with variable sizes of the 
executed tasks and finite number of available computational nodes [6]. 

Initial utilization and output data loss measurements showed a non-linear increase 
of processor utilization for increasing task number. Moreover, for high node’s 
processors utilization the amount of output data differed significantly. For such a case 
we found a lot of data stream elements missing, and the data loss depended on the 
stream type, task algorithm complexity and tasks number. This behavior seems to be 
caused by higher RAM-to-cache data exchange, when more tasks are executed 
concurrently. 
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The solution for the above problem should fulfill the following assumptions: 

• it concerns a specific algorithm class, covering our main interests including typical 
multimedia stream processing, 

• it reflects the given environment – use of the computation cluster environment, 
with a typical hardware (MPUs) and operating system (Linux), 

• only a low effort for initial algorithm implementation tests can be accepted, a 
priori information about a newly introduced processing algorithm should be as 
minimal as possible, 

• it takes under consideration the currently used stream types: HD, PAL and AUDIO 
as well as should be appropriate for streamless algorithms. 

1.2 Related Works 

The processor utilization is one of the key features in real-time systems’ analysis. 
There are myriads of publications dealing with its upper bound, e.g. [7,4], related to 
scheduler heuristics and parallel processing constraints [8, 9]. However, all of them 
consider task utilization being simply additive without taking into account the 
memory bandwidth influence, which is not the case as we could notice non-linearity 
in its increase. 

On the other hand, analysis of memory (RAM) falling behind the processors 
(including its cache memory) with the faster and faster clock speeds causes the 
occurrence of the so-called ‘memory wall’ [10]. It can be especially laborious for 
tasks processing massive streams of data, e.g. uncompressed multimedia content. 

The idea of performance modeling and prediction including memory bandwidth is 
proposed in [11]. The procedure consists of the following steps: 1) benchmarking the 
machine, 2) collecting application characteristics, 3) system tuning and 4) application 
improvement. The specific set of tools was developed to support the steps, however 
the procedure needed to be executed manually. 

In [12] a genetic algorithm extending the above approach was proposed. It enables 
automatic memory bandwidth modeling, which enables the prediction of the 
performance of an HPC application. The idea of the algorithm is to teach the 
bandwidth as a function of cache hit rates with the Multi MAPS benchmark as the 
fitness test. 

An interesting model combining memory bandwidth and computational power of a 
processor was proposed by Williams et al. in [13]. They introduced additional 
application performance metric called “operational intensity”, which indicates the 
number of floating point operations per one byte read from RAM memory (in 
FLOPS/byte).Thus, for the benchmarked application and the given MPU, the 
maximum used computational power can be predicted. 

Alas, the above models are only useful for memory traffic prediction in the case of 
executing one application per one or more nodes. Hence we need to provide our own 
approach dealing with multiple independent tasks executed concurrently on the same 
node. 
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1.3 Contribution 

Our contributions described in this article are summarized below: 
• a definition of the multimedia stream processing algorithm class (section 2.1), 
• an evaluation of the Intel Xeon E5345 processor for execution of sets of tasks 

realizing the algorithms belonging to the described class (section 3), 
• a formula for prediction of processor utilization for the computational node by the 

tasks realizing algorithms of the defined class, depending solely on the specific 
hardware and stream type, but not on a specific algorithm (section 4.1). 

The next section describes the considered algorithm class, providing its definition and 
proposing implementation details. The third section presents the evaluation 
experiments including a description of the test procedure and environment, 
benchmark algorithms and the results. The fourth section provides our estimation of 
processor utilization with the proposed formula, correction function and its empirical 
verification. The last section provides final remarks containing the conclusions and 
future works. 

2 The Class of Multimedia Processing Algorithms 

2.1 The Definition 

In our considerations we assume a specific algorithm class. All tasks processing the 
streams are going to work according to the control-flow diagram presented in Fig. 2. 
In general an algorithm works in a loop which consists of the following steps: 

• reception of an input data element – a chunk of data, e.g. a video frame or a bunch 
of audio samples, is received, unmarshaled and placed in the RAM memory, these 
actions require intensive RAM-to-cache communication,  

• processing of the element – only this step depends on the specific algorithm, we 
assume that the computations are performed here, 

• sending the processed element – the processed element is marshaled and sent to its 
destination, i.e. the next task in the pipeline or a streaming server providing the 
results to the user. 

The above loop is preceded and followed by standard steps, executed only once 
during the processing lifetime: 

• initialization of communication, when the connections to the input and output data 
streams are established and appropriate resources are allocated, 

• finalization of communication, when the connections to the input and output data 
streams are closed, and related resources are released. 

Our assumption is that a typical task for a specific stream type has a constant part of 
communication between processor, RAM and cache memory (RAM-to-cache), see 
Fig. 3. For this concern the typical algorithm should avoid memory copying and 
memory allocation for large objects, because it can significantly affect the node’s 
processors utilization. 
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Fig. 2. A control flow diagram of the multimedia stream processing algorithm class 

2.2 The Implementation 

Algorithms of the described class are developed and executed in the multimedia 
processing system called the KASKADA platform. The platform is a middleware 
solution facilitating heavy multimedia processing in a supercomputer environment. It 
wraps the tasks implementing the algorithms into the web services, supporting SOAP 
and Active MQ protocols [2]. 

 

Fig. 3. Stream elements flow in the computational node 

The described class is very broad and can be used for many types of multimedia 
analysis and processing, e.g. face recognition, background mask, crowd 
measurements, etc. However all these algorithms are built according to the same 
template and perform similar tasks. Moreover, the algorithms managed by the 
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platform need to behave according to certain rules in order to keep stable environment 
for other executed computational tasks. 

KASKADA framework is such a template. It is a C++ library with the classes and 
methods to support multimedia algorithms. Its main functionality covers audio/video 
stream decoding and encoding, C++ object serialization and inter-algorithm delivery, 
multimedia streams handling, dynamic tasks launching and basic life-cycle 
management support. 

3 Evaluation Experiments 

3.1 Benchmarks Algorithms, Procedure and Environment 

We can perceive a single node as a computer containing two Intel Xeon 
E5345processors with four processing cores each (P=8), 8GB of operational memory, 
an InfiniBand20Gb/s network interface, and a small 165GB hard disk. The node 
works under a Debian Linux ver. 2.6.22.19 operating system. 

The typical processing for the KASKADA platform copes with multimedia streams 
analysis and modification. The set of tasks, implementing the algorithms of the 
specified class (see sec. 2.1), used for the evaluations including the following 
executables: 

• relayer – an implementation of an empty algorithm, forwarding the incoming input 
stream to the output, without any processing; 

• clock – an implementation of a simple algorithm receiving a video stream, tagging 
it with the current time and passing the results as the output stream; 

• face detector – an implementation of an algorithm recognizing faces in the 
incoming video stream every n-th frame and drawing a frame around the detected 
object, the marked images are transmitted as the output stream; implemented using 
the Viola-Jones object detection framework[14]; 

• contours detection – an implementation of an algorithm detecting contours on a 
video frame and drawing it on the image; implemented using Canny contour 
detection algorithm[15]; 

• video merger – an implementation of an algorithm merging two low resolution 
video streams into one, scaling its size and forwarding it to the output. 

 

The above algorithms were implemented with support of the OpenCV library, which 
is the de facto standard for image analysis and modification[16]. 

Table 1 presents combinations of the above algorithms with the available data 
streams. For the given node only algorithms with low complexity can be used for 
video HD streams, otherwise the data loss is too high to be accepted by the user. PAL 
testing video stream’s resolution was 704x576px and its frame rate – 20fps. Stream 
denoted by HD has resolution 1920x1080px and 30fps frame rate. 

During the experiments we decided to record the following metrics: 
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• processor utilization – reflecting performance of the node, the high utilization level 
means weaker performance of the analyzed algorithm, 

• output data loss – related to reliability, low loss of data elements in comparison to 
the ones generated by the algorithm means better reliability. 

Table 1. The considered taskconfigurations 

Task Configuration Computation 
Complexity 

Tested video stream type 

  PAL HD 
Relayer None + + 

Clock Low + + 
Face detection every 32nd frame Medium + - 
Face detection every 16th frame Medium + - 
Face detection every 4th frame High + - 
Contours detection Medium + - 
Video merger Medium + - 

 
In Linux, the average utilization can be easily measured using system standard 

tools like top or ps. The output data loss depends on the specific task algorithm and is 
determined by counting the number of the output data stream elements. The other 
measurements cover such factors like network load and memory usage. 

 

Fig. 4. The measurement procedure 

We arbitrarily assume the output data loss to be acceptable as long as it is 1% or 
lower. Therefore our measuring procedure, presented in Fig. 4, iterates through the 
increasing stream number n=1, 2… until the data loss is above the threshold, when the 
next task configuration is executed, or the whole procedure ends. Table 1 shows the 
task configurations prepared for the scalability tests. Note that at any given moment, 
only one task configuration is tested against multiple data streams. 

The infrastructure used for the speedup measurements is presented in Fig. 5. The 
source streams archived in the mass storage are read by the decoding nodes, unpacked 
and transferred to the tested node, where the tasks are executed according to the 
assumed configuration (Table 1) and the measurements are performed. Afterwards, 
the processed streams are forwarded to the encoding nodes, packed and stored. 
Finally, the archived streams are checked for data loss. 
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Fig. 5. The considered cluster infrastructure for single node evaluation 

3.2 The Experimental Results 

The results of the experiments are summarized in Table 2. In accordance with the 
assumed configurations (Table 1), 7 configurations processing PAL streams and 2 
configurations processing HD streams were tested. The HD configurations could be 
executed only exclusively on the node, i.e. more than 1 HD task on 1 node causes 
unacceptable (over 1%) output data loss. 

For PAL configurations, there is a possibility to execute more tasks on a single 
node, however the increase of the measured utilization is disproportional to the 
number of the deployed tasks, e.g. a Relayer task utilizes 0.68% of the node MPUs, 
working exclusively on the node and the same task utilizes 2.38% of the node MPUs 
with other tasks working concurrently. 

Table 2. The results ofthe experiments.ɣ– utilization of the node for 1 task exclusively, nmax – 
the maximum task number on the node with low data loss (≤1%), ɣmax– utilization of  the node 
for maximal number of tasks, ɣmax/nmax– utilization per 1 task for the maximal number oftasks. 

Task Configuration ɣ nmax ɣmax ɣmax/nmax 

Relayer (PAL) 0.68% 20 47.55% 2.38% 
Clock (PAL) 1.87% 14 48.19% 3.44% 
Face detection every 
32nd frame (PAL) 

7.55% 10 89.59% 8.96% 

Face detection every 
16th frame (PAL) 

8.77% 8 81.00% 10.13% 

Face detection every 
4th frame (PAL) 

28.65% 3 92.86% 30.95% 

Video merger (PAL) 4.15% 9 68.99% 7.67% 

Contours detection 
(PAL) 

5.05% 11 99.22% 9.02% 

Relayer (HD) 9.48% 1 9.48% 9.48% 
Clock (HD) 14.87% 1 14.87% 14.87% 

 
The PAL results are presented in a chart form in Fig. 6. It is characteristic that the 

non-linearity is less visible for more complex algorithms, where the computations are 
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more intensive. This observation leads us to the possible estimation formula for node 
utilization prediction. 

 

Fig. 6. The visualization of the experiments results for tasks processing PAL streams 

4 Estimation for Utilization 

4.1 The Formula of the Estimated Utilization 

Let’s assume that a set of tasks executed on a computation node cof a homogenous 
cluster Cis denoted by T, an i-th element (task) of this set is described as follow: 

 ti=(ai, SIi, SOi, ɣi) (1) 

where ai is the task algorithm, SIi is the set of input streams, SOi is the set of output 

streams and ɣi is the load which the ti causes on the computation node, being executed 
exclusively. 

Having a constant RAM-to-cache part of an algorithm, we argue that the increase 
of the node MPUs utilization is different for every additional stream processing task 
started at the node, even if it utilizes the same algorithm and data. Moreover, the 
increase depends on the number of concurrently processed streams at the node, i.e. the 
utilization is estimated according to the following equation: 

 ,  ∑ | || | ∑| |  (2) 

where the ηh is so-called correction function, representing a deviation from the linear 
utilization increase. 

The experimental results show the increase of the node utilization by a task in case 
it is executed concurrently with other tasks. However, this observation is visible for 
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PAL configurations only. All tasks processing HD stream could be executed only 
exclusively on a node. Any attempt to start even only 2 tasks of the simplest 
algorithm caused unacceptable level of output data loss (>1%). 

The correction function can be determined using the equation (3) – transformed 
formula (2): 

 
,  (3) 

where ηpal is the correction function, ɣ(c, Tn) is the measured utilization for a given 
cluster node c and a set of n tasks: Tn={t1=t, t2=t, … tn=t} and t=(a, {si}, {so}, ɣ), where a 
is the measured algorithm, having a PAL input stream si and PAL output stream so, and 
ɣ is the load which t causes on the computation node c, being executed exclusively. 

According to the formula(2), we can use the measured utilization of an arbitrary 
chosen task configuration, however we can notice the higher influence of external factors 
like the node operating system or network traffic in the case of lower measures. Thus for 
low task numbers we decided to use more complex algorithms: face detection every 32nd 
and 16th frame, and for higher task numbers: relayer and clock. 

Fig. 7.presents the correction function chart. It shows that up to 6 processed 
streams, the utilization increase is almost linear (~1.0), but afterwards it grows in a 
much faster pace. 

4.2 Verification of the Estimation Formula 

To confirm the determined function we used the three measured algorithms: face 
detection every 4th frame, video streams merging and contours detection in the video 
stream. The results of the verification are presented in Fig. 8.We can observe that the 
predicted utilization is close to the real one, measured in the experiments, and the 
calculated square of Pearson correlation coefficient(R2) values are over 0.95. The best 
results were achieved for lower tasks numbers (12 and less for video merger and 10 
and less for contours detector). Face detector’s maximum number of tasks was 
predicted correctly, in the video merger algorithm case tasks number was 
underestimated by 1 and number of contours detection tasks was overestimated by 1. 
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5 Final Remarks 

We proposed a new method for prediction of node MPUs utilization for a specific 
class of algorithms. The presented experiment results show that the method is correct 
for the tested hardware and the given implementation. It was used for allocation 
purposes within a cluster environment – the KASKADA platform. 

 

 

 

 

Fig. 8. Node utilization generated by tasks: face detection every 16th frame, video merger, 
contours detection( respectively). 
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The future works are going to be focused on the verification of the method in more 
advanced hardware/system environment and more efficient, optimized 
implementation of the framework for implementing algorithms. Furthermore, we plan 
to introduce direct hardware monitoring for memory bandwidth, enabling direct 
control of the memory traffic between MPUs and RAM. 
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Abstract. Grid computing has made it possible for users to create com-
plex applications by combining globally distributed data and analysis
components and deploy them on geographically distributed resources for
execution. Introduction of ad-hoc Virtual Organizations based on on-
demand service provisioning further enhances this architectural concept.
Job-based paradigms or reliance on relatively static UDDI lead to a fail-
ure in offering the complete dynamism of a heterogeneous distributed
Grid. A possible alternative is the use of dynamic peer-to-peer (P2P)
techniques within a Web Service based Grid to introduce the ability of
the network to adapt to resource volatility already established in P2P-
based content-delivery models. In this paper, we present the architecture
of a demand-driven Web Service deployment framework that allows shar-
ing of data and computing capacity using P2P technology as its back-
bone. We focus on various issues such as resource availability, scalability
and abstraction. Demand-driven resource allocation is based on request
parameters and availability of the resources to create the basis for a fully
dynamic virtual market place of computational resources.

Keywords: Peer-to-Peer, UDDI, SOA, Web Services, Grid Computing,
Virtual Organization, Virtual Market Place.

1 Introduction

Ad-hoc collaboration between different geographically distributed organizations
increased rapidly because of recent major improvements in distributed systems
which led to newer challenges such as heterogeneity, scalability and availabil-
ity in distributed computing. Service Oriented Architectures(SOA)[1] and Grid
computing[3] are some of the major innovative technologies which has been re-
cently used by several organizations to provide solutions to distributed comput-
ing challenges. The fast expansion of inter-networking has created a situation
where service or resource discovery and service deployment are amongst the
major challenges for distributed computing. Grid and P2P are the most impor-
tant technologies which break the nature of conventional distributed computing
for sharing resources among the remotely distributed nodes. The emergence of
the service-oriented model and Web Services paved the way for development
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of several Grid and Cloud computing platforms with a new approach for cre-
ating loosely-coupled dynamic distributed systems. To facilitate the evolution
of these frameworks, several standards like the WS-Resource Framework (WS-
RF)[6], WS- Interoperability Framework (WS-I) have been put forward by re-
search groups and have been adopted by the standards bodies like W3C[4].

Some of the major challenges in research on SOA-centric distributed systems
are resource/service discovery and on-demand deployment of computational en-
tities (jobs or services) on dynamically acquired resources. The commonly avail-
able job-oriented frameworks such as Condor[7] is capable of acquiring idle re-
sources from a pool by matching the requirements of a job in the queue and
the resource characteristics. However, dynamic job-based frameworks has one
constraint and i.e. after the execution of the job, it is removed from the queue,
and for each subsequent invocation, the execution code and data must be re-
submitted. As a contrast, dynamic deployment of services has amongst others,
one major advantage: once the service is deployed, it stays on the resource until
explicitly removed and the initial cost of deployment can be shared across multi-
ple invocations. Projects like DynaSOAr[12] offer infrastructures to dynamically
deploy services as and when required on a set of available resources with a clear
separation between Web Service Providers who offer services to the consumers,
and Host Providers, who offer computational resources on which the services
are deployed. DynaSOAr, however suffers from issues related to dynamic service
metadata and volatile resources, as it uses UDDI[9] as its registry, and fails to
offer complete dynamism over a changing set of resources. With the advent of
the Web Services model, UDDI became the standard technology for Web ser-
vice discovery. It provides a centralized keyword based mechanism for service
publication and discovery and thus the major drawback is the existence of a
single point failure. Further, UDDI is primarily static in nature and fails to con-
sider the inherent volatility of Grid resources, the effect of which is observed in
DynaSOAr.

In this context, we are developing a fully distributed SOA-oriented framework
which offers loose coupling, robustness, scalability, availability and extensibility
for large-scale grid systems. In this paper the proposed distributed architecture
acts as the basis of a service-oriented grid using P2P as its communication back-
bone, thus allowing more flexibility and dynamism when compared to previous
approaches used for dynamic service deployment in grid environment. The main
goals of the new architecture as mentioned below:

◦ To provide a distributed environment to overcome issues associated with
centralized registry based architectures.

◦ To allow clients and service Providers mention specific requirements for a
service in order to achieve desired quality of service for clients.

◦ To provide scalability by load-balancing of deployed instances and re-deploying
on demand using a P2P communication model.

The paper is organized as follows: Section 2 gives the related work prior and
alike to our architecture. Section 3 describes the actual concept and architecture
of newly developed framework, as well as the implementation of the system.
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Results of the developed system is given in Section 4 and discussion and future
work in Section 5.

2 Background and Related Work

The popularization of Internet has made it possible for users to consume globally
distributed services, which has also increased the use of internet resources and
is symbolized by the advent of Grid/Cloud computing. Distributed applications
have undergone a lot of changes after the introduction of service-orientation and
Web Services within the Grid environment using standards like WSDL[10] for
service description and SOAP[11] for message communication. Although a lot
of work exists for resource discovery in grid, only few narrow down towards
dynamic service deployment.

Dynamic deployment refers to demand-driven installation of the analysis code
at run-time in such a way that the host computational node or the web server
need not be restarted. In essence, the dynamic deployment referred here is equiv-
alent to remote evaluation available in job scheduling systems, where the exe-
cution code from a consumer is sent to a remote resource for execution. One
advantage of dynamic service deployment over a job based framework (like Con-
dor or Globus) is that once the service is deployed, the deployed cost can be
shared over many invocations of the service till the service is explicitly removed,
whereas, in case of jobs, once the execution is over, it is removed from the job
queue, and each subsequent execution requires the execution code and data to
be resubmitted to the cluster. Some of the well known project like DynaSOAr,
WSpeer[13], HAND[14], P2P Web Service Oriented Architecture works on this
approach[15].

Among these frameworks,DynaSOAr can be differentiated by its unique archi-
tectural concept of separating the Web Service Provider from the Host Provider.
The authors argue that a service provider may not always possess the resources
for actual execution and may involve another organization for this purpose, cre-
ating ad-hoc virtual organizations. With the advent of different paradigms in
Cloud Computing, we note that this concept is actually true in practice. The
main advantages of this architecture are: (i) complete service orientation, (ii)
one-time deployment of services and (iii) separation of service provisioning and
resource provisioning. It was also claimed that in real-life scenarios, the service
may have been advertised, but not deployed at the time of the consumer request,
or the actual deployment endpoint may be overloaded at that point of time. Dy-
naSOAr offered a framework where a consumer request for a service would be
processed by a host most suited for the requirements specified by the consumer.
If there were no existing deployments, an automatic deployment of the service
will be triggered within the framework in a way transparent to the consumer.
However, one of the major disadvantages of DynaSOAr was its reliance on a
relatively static UDDI registry service known as Grimoires [17] which because
of the static nature, failed to consider the volatility of resources within a Grid
environment.
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WSPeer provides a framework for deploying and invoking Web Services in
dynamic manner. It offers two implementation for dynamic service invocation -
(i) UDDI based which uses a centralized registry similar to DynaSOAr and (ii)
P2PS based[16], which uses a pluggable architecture of peers communicating via
abstract channels called pipes along with a tree of interfaces. It aims for each
node to act as a complete interface to both publishing and invoking services,
enabling applications to expose themselves as service oriented peers placing it self
in between the layers of the application. Though devoid of service deployments,
service requests are fetched solely on the basis of direct communication between
the peers via Pipes.

HAND also provides dynamic Web Service Deployment using Globus Toolkit
v4 container. HAND-C provides container-level dynamic deployment, i.e. during
dynamic deployment the whole container is redeployed. Alternatively, HAND-S
provides service deployment, where instead of whole container being deployed
only the required service needs to be deployed.

Although these architectures support dynamic deployment, none of them offer
full dynamism over a changing set of resources. Our aim is to find a perfect
blend of the Web Services technologies as well as the distributed/grid and P2P
environment of the resources for faster access and less failure at lower costs while
serving the consumers.

3 Dynamic Service Provisioning in P2P Networks

3.1 Concepts

A static UDDI registry is one of the main bottlenecks in the service discovery
mechanism of a distributed Web Service architecture. After the advent of the
peer-to-peer (P2P) architecture, which is by far one of the most decentralized
and distributed architectures, a combination of the peer-to-peer concepts with
those of Web Services appears as the most promising model for a dynamic Web
Service deployment framework. The decentralization concepts of a P2P network
and its ability to handle a volatile set of resources combined with the capability of
dynamic service deployment based on consumer demand will create a framework
where the resources will be able to fulfill the need of virtual organizations(VO)
and virtual marketplaces in terms of computation.

Our architecture is based on the concepts of P2P computing to enable dy-
namic on-demand service discovery and deployment on networked entities. In
this approach we try to use the idle resources in the network via service deploy-
ments among those distributed resources on the basis of their capability and
load factors. The concept of separating Service Provider and Resource Provider
within this distributed environment also enhances the performance of data in-
tensive jobs. In the real life scientific research fields, many research problems
require lot of resources to analyze high volume of data. In most cases, the re-
search organizations try to pool the computing resources from all over the world,
and a P2P-oriented on-demand service deployment framework is likely to suit
such requirements.
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3.2 Proposed Architecture

Our architecture provides on-demand service deployment features over a net-
work of computing resources using the peer-to-peer concepts. In this framework,
although all the nodes are connected to each other, there is a clear distinction be-
tween them - some of the nodes act as provider of Web Services, whereas some
are provider of computational resources. The key features of this architecture
(shown in Figure 1) are:

a) Complete segregation of provider of services and provider of resources.
b) All the nodes act as peers to each other providing P2P based service publi-

cation, discovery, deployment and management.
c) Resource discovery and allocation in a heterogeneous environment as per

resource availability and metric of the Web Service.
d) Scheduling of consumer requests following some basic scheduling algorithms

like round-robin (RR) and least recently used (LRU).

The architecture is composed of three distinct layers: (i) The Consumer, who
can request for any service available, from anywhere at any point of time; (ii)
The Web Service Provider (WSP), who provide services to the consumer and
takes care of all the collaboration with hosts; and (iii) The Host Provider (HP),
who provides resources and platform for service execution.

Fig. 1. Basic Architecture

The nodes willing to join the network register by providing its detailed infor-
mation such as the node category (WSP or HP), host operating system, and other
necessary information such as processor frequency, remaining physical memory.
The WSP acts as the intermediary between consumers and computing hosts,
to process service request while keeping the process completely transparent to
the consumer. A WSP is responsible for managing service publication, handling
consumer requests, choosing the best suited host for service deployment and/or
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request processing. During the request processing, WSP fetches every service
request form the Deployed nodes according to the present load of the host. The
WSP maintains a local repository of Web Services and a list of hosts on which
services are deployed in order to serve the consumer requests. The consumers
are provided with a user interface, maintained by the WSP with all the services
it can provide along with their current status (shown in Figure 2).

Fig. 2. Web Service Provider Interface

Each Web Service is accompanied with some information and service criteria
like the service name, current status denoting whether it is deployed or not, as
well as a set of minimum requirements with respect to the supported processor,
required memory and operating systems for optimum performance. A Services
can have either of the two status :

a) Available: The service is ready, but has not been deployed yet in the system.
In such a case, the consumer can request for the service which will then be
deployed on an available resource for processing the request.

b) Deployed: If the service has one or more ready deployments in the system,
then the service URI of those instances will be provided.

Consumer requests are all made to the WSP. The WSP accepts the request
and finds the most suitable HP to serve it. The Host Providers control the
computational resources on which services can be deployed and requests from
consumers be processed. The WSP monitors the HPs on the basis of their current
CPU loads, collected dynamically after a certain interval of time.

3.3 Dynamic Deployment

When a service request is received at the WSP, there can be three interaction
patterns depending on whether the service was deployed or not:
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◦ First time deployment: At the initial stage of the processing, for the first
consumer request of a given service, i.e. the status of the service is available,
the WSP uses some criteria to select the best HP to process the request.
This HP will be directed by the WSP to download the corresponding service
code from the repository and deploy it. The servicestatus is then changed to
deployed.

◦ Fresh deployment when current instances are busy: For a service
whose status is deployed, but the existing deployment instances are not able
to serve the request (the nodes may be overloaded), the need for a fresh
deployment arises. This decision is taken at the WSP, based on a set of load
information collected from the nodes. The consumer being unaware of the
fact a new deployment is made.

◦ Request for an existing service: The consumer requests for a service
already deployed on multiple nodes are redirected by service provider, to
the currently selected best node, based on some scheduling strategies (like
round-robin or least-recently-used).

3.4 Implementation

The overall architecture described above is divided in four areas, namely Service
Publication, Service Discovery and Fetch, Resource Discovery and Service De-
ployment. The system is implemented as a composition of independent modules
taking care of different aspects of WSPs and HPs, which communicate amongst
each other to meet some common goal. Each of these nodes are distinguished
by a set of node properties such as node name, node category - i.e. whether
the corresponding node is a WSP or HP, and other static information such as
host operating system, processor frequency and physical memory, all maintained
within a configuration file. The nodes taking part in the architecture as WSP
or HP are connected to each other in a P2P fashion by using JmDNS[18] and
the node properties are known to each other. Following this, each phase of our
system has it’s functioning based on different modules like ServiceMonitor, Node-
Communicatior, BestNodeFinder. The NodeCommunicatior module establishes
inter and intra-node communication of events. The ServiceMonitor component
is responsible for publishing the service and making it discoverable based on its
status. The BestNodeFinder component monitors all the nodes on the basis of
their properties, runtime CPU and memory utilization to select one HP for new
deployments and/or processing consumer requests.

Service Publication and Discovery - WSPs publish services by providing
the corresponding service in the form of a WAR (web archive) file. Each service
is characterized by a set of service configurations and ServiceList defined in files.
Both these files are metadata files corresponding to each service, with identifiers
such as service name, service state - available or deployed, minimum deployment
requirements and list of deployed nodes etc. all maintained by ServiceMonitor.
Each new service made available to the system make their attributes known with
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the state set as available. Consumers are the end users of the application and
can interface with the application using a simple web browser making service
requests to the system. The requests are made specifically to the WS providers
currently available in the system, which are then further handled by the WSP
in order to meet the consumer requirements. For the first request of the service
encountered the service state is changed to deployed after which the all the con-
sumer requests can be fetched and handled efficiently by the BestNodeFinder. A
change in the configuration of a given service is acknowledged as an ServiceCon-
figChangeEvent and processed as ServiceChangeEvent based on the processing
logic in Algorithm 1.

Algorithm 1: Algorithm for ServiceChangeEvent
1 begin
2 serviceName ← getServiceName();
3 switch ServiceChangeEvent.getType() do
4 case ADDED:
5 // add or update service;
6 status ← addService(serviceName);

7 case CHANGED:
8 // update service;
9 status ← updateService(serviceName);

10 case REMOVED:
11 // undeploy service from node and remove from repository;
12 status ← undeployAndRemoveService(serviceName);

13 case DEPLOYED/REDEPLOYED:
14 // get service name and deploy service on a selected host;
15 node ← selectNode(nodeArray);
16 status ← deployService(serviceName, node);

17 case UNDEPLOY:
18 // undeploy service from node;
19 status ← undeployService(serviceName, node);

Among the listed events, the ADDED and CHANGED events drive the de-
ployment process within the system and hence invoke the rest of the events as
when required. On an occurrence of these events, a check is performed on the
node to determine its category (WSP or HP) and the event is delegated in a
proper direction if necessary. A WSP will never deploy the service within itself
and will utilize the BestNodeFinder module to find the best suited node and de-
ploy the service on the corresponding node. An HP will process the DEPLOYED
or UNDEPLOYED events based on the status of the corresponding service.

Resource Discovery - Nodes acting as Host Providers play an equally impor-
tant role in the performance of the architecture along with the WSP. Since we
aim to serve our consumers in best possible way, a correct choice of the HP is re-
quired which meet the service requirements. The WSP uses the BestNodeFinder
to search for a suitable node with enough resources among the available HP’s to
deploy the service.
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Dynamic Deployment - A service is deployed when a request for it is received
by the WSP and the service is available. The corresponding ServiceChangeEvent
is acknowledged by the WSP which initiates the deployment process after per-
forming a matchmaking over node properties of the available resources and the
minimum requirements of the corresponding service with the help of BestN-
odeFinder. After the deployment all the service requests are then redirected to
the node on which the service is deployed. It may so happen, that the current
deployments get too busy with incoming requests and a specified load threshold
is exceeded. This situation triggers a new deployment, and the BestNodeFinder
component again performs a matchmaking to select another node and the service
is deployed on the newly selected node. Incoming requests are routed to partic-
ular instances of a service based on some basic scheduling strategies such as
Round Robin Reloaded (RRR)(Algorithm 2) and Least Recently Used Reloaded
(LRUR)(Algorithm 3). The main motive underlying the use of the scheduling
strategy is to increase the service availability and provide faster response times,
while maximizing the resource utilization.

Algorithm 2: Algorithm for Round Robin Reloaded
1 begin
2 foreach ServiceList ∈ ServiceListMap do
3 NodeFound ← FALSE;
4 Marker ← ServiceList.getPointer();
5 while not found suitable node do
6 ServiceList.incrementPointer();
7 tempNode ← DeployNodes.get(ServiceList.getPointer());
8 if LoadThreshold(tempNode) == TRUE then
9 if Marker == ServiceList.getPointer() then

10 // all nodes loaded
11 NewDeploymentRequired();
12 NodeFound ← TRUE;

13 else
14 ServiceList.setBestNode();
15 NodeFound ← TRUE;

16 // update ServiceListMap with new ServiceList
17 UpdateServiceListMap(ServiceList);

4 Experimental Results

In this section we present the results of dynamically deploying web services to
serve a large number of consumer requests made simultaneously. These tests were
conducted using a simple web service for calculating the Nth Fibonacci term, with
oneWSP and many HPs. We start with making requests for a service which is not
deployed initially, calculating response time for each request, keeping the load
factors as 50% of CPU usage and a minimum free memory of 50 MB. The physical
nodes used in the experiments were Intel Core 2 Duo with 1.86GHz frequency,
1GB RAM with Windows 7/Windows XP and Linux (Ubuntu) installed. In the
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Algorithm 3: Algorithm for Least Recently Used Reloaded
1 begin
2 foreach ServiceList ∈ ServiceListMap do
3 NodeFound ← FALSE;
4 Marker ← ServiceList.getPointer();
5 while not found suitable node do
6 tempNode ← DeployNodes.get(ServiceList.getPointer());
7 if LoadThreshold(tempNode) == TRUE then
8 ServiceList.incrementPointer();
9 if Marker == ServiceList.getPointer() then

10 // all nodes loaded
11 NewDeploymentRequired();
12 NodeFound ← TRUE;

13 else
14 ServiceList.setBestNode();
15 NodeFound ← TRUE;

16 // update ServiceListMap with new ServiceList
17 UpdateServiceListMap(ServiceList);

graphs shown in Figure 3 we show the plots of 5000 consumer requests made to
the corresponding service and the per service response time in seconds for the
different scheduling strategies used.

(a) Round-Robin Reloaded (b) Least Recently Used Reloaded

Fig. 3. Experimental results for RRR and LRUR

The significant feature prominent in both the graphs is the time taken by the
very first request to be served which is quite high as compared to the subsequent
requests. The high response for the first request is caused by overhead of a
new service deployment. One the service is deployed; subsequent requests are
processed within a short duration till the instance becomes overloaded when a
new deployment is triggered. When the new instances are deployed, the response
time again increases for those particular requests for which the deployment was
triggered. On the whole, the “ deploy once, use many times ” philosophy of
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web services is well observed in the experiment. As the service requests use
the computational resources scheduled to them, the CPU load on the nodes
may increase leading to higher response times - and such situations lead to
fresh deployments to avoid the CPU loading on the resources. Based on the
experiments conducted with different parameters, and comparing the results, we
find the cumulative response time for LRUR is less than that of RRR with same
parameter set. As the BestNodeFinder schedules the service requests to the HP
with lowest load factor, we get lower response time but this leaves the other
deployed HPs less used. In contrast the observation in RRR is just opposite as
in this case the BestNodeFinder schedules the service requests evenly among all
the HPs which may lead to higher response time if the HPs have a load factor
just below the threshold.

5 Discussion and Future Work

In this paper we presented an architecture which depicts a new framework to-
wards dynamic Web Service deployment in a distributed Grid environment. We
have introduced the concept of P2P decentralization to our framework which
offers full dynamism over grid based Web Service framework. We also bring the
dynamic load balancing (although at a very basic level), dynamic demand driven
service deployment, and resource allocation on the basis of minimum service Re-
quest parameters so that we can meet the demands of the newly available web
based applications.

An important aspect of this architecture is a clear distinction between Web
Service Provider and Resource Provider in a distributed environment, which may
lead to the growth of virtual market place for computational resources, thus
acting as a push towards ad-hoc Virtual Organizations. The main advantage
of our architecture in contrast to the previously developed architectures is it’s
availability of services due to absence of any centralized mechanism. Although
our architecture shows improvement on the availability of services, scalability
of the network, one of the possible disadvantages of this architecture can be
in terms of security, due to the migration of services from service provider to
resource provider. The security and privacy aspects have not been considered in
the architecture depicted in this paper and the authors are of the view that these
can be considered as a separate research work. The term security and privacy
here are subjective in nature with respect to whom and what information about
the services are made available and accessible among the peer nodes. We believe
that security and privacy related modules can be plugged into this architecture
at a later stage.

We acknowledge that this architecture requires a lot of improvements to be
made. Till now we have performed a dynamic load balancing (at a very basic
level) which in future will be replaced by a more profound dynamic load balanc-
ing policy. Although we have offered service execution and fetching from host
to consumer in P2P fashion, we aim to use P2P file sharing (BitTorrent like)
based concepts for service deployments. Further, we shall try to achieve dynamic
service deployment based Consumer-Level SLA as our final goal.
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Abstract. People in a society in some context lend an ear to their
respective world members and so form a network of listening that is
passively embedded in the society. This paper defines a model of listen-
ing that explains spread of a message creating listen pathways to reach
people in the network. A metric listen weight, measures the message
relevance perceived by a listener. And accumulation of this weight to
a message while traversing a network projects the emergent relevance
and intensity of the message spread. We propose a method to engineer
listening process to make a society inclusive of listening.

Keywords: Social communication, Listeners Pathways, Computational
Social Science.

1 Introduction

Communication among people has long been studied by sociologists and psychol-
ogists considering its importance in performing transactions of mutual interests.
More, communication is considered as a signature of a culture. The sophistica-
tion in social communication indicates social aristocracy and maturity. So, is the
importance of communication in history of mankind. In the world of computers
and in distributed problem solving multi-agent systems have used communica-
tion as a tool to control and monitor agents’ roles in solving problems [9]. At
another end, both computing and communication together now offer a differ-
ent world with cyber society where people communicate on cyber infrastructure
being physically far away from each other. Information flow and structure for-
mation in social networks have been a hot research topic [1] [3] [5]. In real
world, goal specific communication particularly in business domain is studied
to formulate marketing policy. Some of these models are reviewed in [11]. Also,
there are works studying information flow in structured organisations [5]. But,
there has been hardly any study on computational model to understand social
communication in real world.

In reality, human society is a heterogeneous network of people connecting to
each other in certain context. And this network with random structure changes
dynamically unlike organisational structures that has fixed topology for conduct-
ing smooth organisational transactions. Ofcourse, a range of gossip algorithms
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for communication on randomly evolving networks like sensor networks have
been studied [2]. These techniques in right way are not helpful to study real
world social communication because characteristically people network is differ-
ent from networks of computers. Hence, our interest here is to model social
communication considering habitats of people in society.

We view communication includes both telling and listening. Readers may
note the significance of characterising communication into two action-forms -
telling and listening, as the former depends on perceptions of tellers whereas the
later that of listeners. This work is based on the following basic and reasonable
assumptions:: An individual

– listens to its acquaintances for information it needs.
– passes on information to acquaintances based on perception on their needs.

A person, unlike a node in a computer network, listening a message means, it
collects and reasons on the usability of the message before passing on it to a
neighbour. A person in society usually listens to another believing the later may
pass some information of formers interest (on a context). Thus, a listen network
of people across a society on some context gets defined. We view, for every
society, implicitly on different contexts different listen social networks exist.

Utilization of implicitly defined networks needs investigation for making of
a knowledge as well as inclusive society. It will also be useful for business pro-
motions and governance. The immense usages it has particularly for people of
developing countries include spread of healthcare message, information on liveli-
hood management, education and governance notifications.

In this paper, we have taken up a study on listen network. First, we define
a world of acquaintances of a person and then define an operator listenTo and
its properties to show the role of the operator in making of a listen network.
Multi-casting a message from a source to all in a population is implemented by
flow of the message on pathways that are formed connecting people (needing the
message) in a society. And while a message flows from one person to another i.e
listened, then the flow of the message assumes a value based on habitat difference
between the two. The more the value the more is the spread of a message in a
population. A listen weight metric is defined to reason on a spread. Spread
continues as long as a flow assumes a value more than the the threshold value
at a visiting person. Else, the flow stops at a person and this means the message
at the person has lost relevance. And so it decides against forwarding it. But,
this may result some persons in network unreachable to the message. We define
these people as deaf to the message. We have proposed measures like scheduling
of flow through a population, providing bridges to deaf points in listen network
for making a society inclusive of listening.

This paper in seven sections presents our idea on listening. The next section
defines worlds of individuals and their context specific neighbourhoods such that
they make a distributed representation of a network that’s implicitly present
in a society. The network is used for spread of a message from a source person
possibly to all in society. Spread caused by one listening to another is specified by
an operator listenTo in 3rd section. The 4th section talks of process of listening
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defined as a flow of a message making listen pathways on passive listen network
that is implicitly defined on a society. A spread on traversing a pathway assumes
a weight at a listener and it passes on if a spread has the required threshold value.
The spread stops otherwise. The next section talks engineering of a listening
process to make a society inclusive of listening. In 6th section, in absence of
directly relevant works, we review some works that have certain similarity to
our problem. The paper concludes with a remark in the last section.

2 Worlds of Listeners

A person being social has its world and makes goal specific communications
among its world members. For example, a person may acquire information from
its family members, colleagues and people it comes across and media at large.
We would like to build a comprehensive structure around a person p with worlds
comprising of own-world (ow), small-world (sw) and wide-world (ww). The peo-
ple around a person is due to its three worlds as

pw = owp ∪ swp ∪ wwp

For example, own-world of a person is comprised of family members (people in
living space) whereas its small-world includes people from its work spaces e.g.
office, school, business and etc. And wide world includes media like television,
Internet and printed media. A person wishing to acquire information usually
listens to its world members. Readers are urged to make a note on small world
definition made here.

The context of an interaction has definite bearing on modus operandi of a
social communication. For example, on family matter or on a matter where a
family has a stake, a person would like to listen to its family members. Whereas,
on another context a person may choose to ask to members of its small world
who it considers well conversant with. But in context like a political issue, one
may like to listen to media, its wider world. Thus, the context of communication
influences a person to choose whom it should listen to. Other than context, the
personality has also a say on communication. A reclusive person feels convenient
to listen to its own world while a cautious person prefers to listen to acquain-
tances i.e members of its small-world. A gregarious person, sometimes, chooses
to ride on waves allowing itself to listen to its wide world (media) as in case of
electioneering.

But, here in this paper we restrict to purposive interaction keeping ends-means
into our purview. That is, a person r (listener) listens to another s (listenee)
thinking the former will get relevant information from later. The relevance is
defined with respect to a goal a person has i.e. how useful a piece of information
is to achieve its goal. That is the message could be directly or indirectly useful
to meet ones need. Another important assumption here we make is bidirectional
world membership i.e if r ∈ sw then s ∈ rw . The assumption is in tune with
general social convention though there an otherwise situation is also possible.
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In an earlier work,[6] I have discussed on needs of a person being in its habitat
< K,Q,R,L > defined by knowledge, goals, resources, and physical location. A
person being in a three dimensional habitat (K,R,L) tries to achieve Q. We
have defined operators to assess needs of a person with respect to its goals. A
person always looks for a piece of information relevant to its needs. In a society
there could be several people needing information m and so each of them listens
to its world members from whom it may get the message. That is r listens to
e on context m while r ∈ ew is specified by an operator listenTo(r, e,m). For
a population P there exists a passive listen network PLN that tells of possible
listening pathways existing among people. Having a repository of population P
one can derive PLN with the algorithm findPLN .

Algorithm findPLN takes input of each habitat < k, q, r, l > of a person p
present in society P . Functionality of the algorithm is primarily depends on
selectNhbr(p,m) that checks the habitats of all the members of p’s neighbour-
hood i.e owp ∪ swp. We assume p has an idea on neighbours’ goals. The func-
tion test the relevance of message m to the goal of p’s neighbourhood members.
Though justifying relevance is subjective still one can implement by making each
of population publishing a checklist of its goals and corresponding qualifiers. The
algorithm finds the network that’s implicit in a population.

Algorithm 1. findPLN

// Input: P = {< k, q, r, l >} Ouput: {swm
p }

begin
for each p ∈ P do
begin
swm

p = nil;
∀ n ∈ swp do
begin

swm
p = swm

p ∪ selectNhbr(p,m);
end

end
end

Having such a network is not enough for making people listen. We need to
study the dynamic behaviour of people on listening. The behaviour is based on
two basic presumptions: 1. people with a message (information) wishes to pass it
out to members of its own world. But the priority it takes for a member to pass
the information adds to the velocity of the message at which it spreads out. 2.
The spread of a message also depends on the way listener perceives a listenee i.e.
its habitat. The degree of difference in their habitats contributes to slow spread
of message in a network. We will further formalize this aspect of listening late
just after formalizing listening, with an operator listenTo.

3 On Listening To

The operator ListenTo(p, q,m) specifies - on context m, p listens to q. Some-
times, we also write simply ListenTo(p, q) in the midst of discussion where the
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context of discussion remains unchanged. Some of the properties for the opera-
tors are as follows:

– Non-commutative: listenTo(p, q) � listenTo(q, p)
– Transitive: listenTo(p, q), listenTo(q, r)⇒ listenTo(p, r)
– Distributive: i. listenTo(p, (q+ r)) ⇒ listenTo(p, q), listenTo(p, r)

ii. listenTo(q+ r), p) ⇒ listenTo(q, p), listenTo(r, p)

The first rule says one listens to other does not mean the vice versa is true for
all the times. The second rule on transitivity shows a set of people can form
a chain of listeners making a pathway of listeners. The rule 3.i says a person
in process of consultation may listen to a group of people q and r e.g. (q + r).
The rule 3.ii says of group of people listening to a person. For both the cases,
the actions by individuals are syntactically separated by (,) a comma. However,
while specifying its dynamic behaviour, individuals in a group either can choose
to listen in sequence or parallel or even following mixed strategy. The way the
group operation of listenTo works has a bearing on speed of information flow
among participants. These properties of listenTo operator helps to model and
analyze listen pathways in a population P . In next section we will take up the
process of listening to make ground for discussion on listen pathways.

4 Process of listenTo

A person keeps its ears open to listen to a message from its neighbourhood. It
looks for messages that are useful to it for achieving its goal. We have already
discussed it. A person who listens is called listener and to whom it listens is
called listenee. In general a person p listens to many of its world members on
message m is specified as listenTo(p, (pw)). Considering such listen links, we get
passive listen network PLN defined over P a population. How does this network
work? How does a person in network behave to make a message listened in its
population? This is what we are going to discuss in this section.

Assume a person in network has message m. It knows who are its world
members in need of m and pushes this message to them. Readers may note that
the person here behaves like a router guiding flow of messages as per its world
members’ requirements. It’s also to be noted that a person in the middle is a
passive one engaged in just passing on a message. In order to be more specific,
we make a difference between just passing on to telling a message. Because,
telling a message (by a person) may add or delete to the original it has received.
Here, passing on does not have that aspect. It just passes on a carbon copy of
a received message upon adding a weight to the message. While passing on a
message is instructional, telling a message is intentional. Ascribing weight to a
message by a person reflects the importance the person perceives.

A weight ascribed to a message while passing it on,depends on listenee per-
ception on listener. Such a weight is derived from degree of similarity of their
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habitats. In a way it talks of sociability of two involved in listening. So,a listenee
e while passing on a message m to a listener r ascribes a weight called ngm(r,e)
neighbour gain defined as:

ngm(e,r) = <k,q,r,l> ∩ <k′,q′,r′,l′>
<k,q,r,l> =

|(He ∩ H′
r)|

|He|

where ngm(e,r) - e assigns neighbour gain weight to message m just before passing

on to r. < k, q, r, l > - He habitat of e and < k′, q′, r′, l′ > - Hr habitat of r as
perceived by e.

Now we will talk of listening at a person in middle of network. A person
while listening to its neighbour tends to take note of the message as much as it
takes the neighbour serious of the purpose. Usually, a message looses its weight
(for not being able to convincingly useful to receiver) at each transmission. We
reason out the cause for such loss is due to difference in habitats of the entities
r, e. Let Hr be the habitat of r and that of e perceived by r be H ′

e. Now, the
loss of weight of a message m being listened by r after being passed out from e
is known as neighbour loss and computed as:

nlm(r,e) =
|(Hr − H′

e)|
|Hr |

We have presented two aspects of weights - one is due to listenee and the other
is due to listener. Let us assume a message is charged with an initial message
weight mwm

o for a message m at origin o. Origin o is a person in a population
from whom the message m starts flowing out. With these three types of weights
we define listen weight for a message :

lwm
o = mwm

o

lwm(r, e) = lwm
e + ngm(e,r) − nlm(r,e)

At a person p, the weight a message m assumes is labelled as lwm
p . lwm

(r,e) is a
weight ascribed at r on receiving m from e. This is composed of listen weight of
message at e i.e.lwm

e and an added weight assigned by e for r i.e. neighbour gain
weight ng(e,r) and a decrement by r on receiving from e i.e. neighbour loss weight
nlm(r,e). So, on a listening say at r, listen weight lwm(r, e) has two components
lwgm(r,e): listen weight gain at r on listening m from e, and similarly lwlm(r,e):
listen weight loss. So:

lwgm(r,e) = lwm
e + ngm(e,r)

lwlm(r,e) = nlm(r,e)

Now, we say when a message is listened by a person, there is a gain as well as
a loss of listen weight. In sequel to listening, a message may gain or loose its
weight at persons it passes through.

Below we present an algorithm calculateLW for calculating listen weight at
listener p on listening to a message from listenee q. The algorithm also marks
edges of a listen graph lgm for messagem. After defining listen weight mathemat-
ically, we would like to state the use of listen weight in the process of listening.
One can view listen weight as a momentum at which a message is being lis-
tened. If a message looses momentum that is, when it achieves a value less than
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a stipulated threshold of a person, then the message does not emerge out of it
i.e is not passed over to any of its neighbour. This aspect of variations in listen
weight brings out further interesting questions and usages. Before going to deal
with those we will spend a bit on analysis of listening process with respect to its
variations in listen weight during listening.

Algorithm 2. calculateLW(o,m,P)

// Input: origin:o, population:P , message: m; and Ouput: lwm
p

begin
Do at o {

lwm
o = msgIWT // msgIWT initial weight given to a message.

TellNhbr(o) // Tells to neigbours.
}

for each r ∈ P ∧ r 	= o do {
On listening to < m, lwgm(e,r), e, r > do
begin
nlm(r,e) = findListenLwt(m, e, r) // find weight loss in listening by e from r.
lwm

(r,e) = lwg(e,r)m − nlm(r,e) // e finds net weight on listening r.
lwm

p = lwm
(r,e) � lwm

p //e finds net weight on listening m.
TellNhbr(r)

end
TellNhbr(p)

for each n ∈ swm
p

do {
ngm(p,n) = findNhbrGwt(m, p, n); //find weight gain by neighbour n.
lwgm(p,n) = lwm

p + ngm(p,n) // p calculates weight at n message may gain.
if (lwgm(p,n) > mpwTm

p ) then
//p passes on message to n if the message assumes a weight greater to threshold

message < m, lwgm(p,n), p, n > // listened by p’s world members.
//mpwTm

p - the weight that depends on the person’s choice.
}

end
}

end

Analysis on Listening :: Algorithm calculateLW exhibits three cases on
analysis of role of habitat and social perception in computation of listen weights.
The cases are:

– Case 1 : listen weight gain (ngm(e,r) > nlm(r,e))

– Case 2 : listen weight loss (ngm(e,r) < nlm(r,e))

– Case 3 : listen weight unchanged (ngm(e,r) = nlm(r,e))

It is to be noted here that social perception as well as habitat assume ma-
jor roles in fixing neighbour weight loss and gain values. The two functions
findListenLwt and findNhbrGwt used in algorithm respectively accounts for
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determining loss and gain for a neighbour of a person. Initially, let’s assume a
person uses a reference chart on its neighbours for fixing loss and gain in lis-
ten weight. One can think of automating the process considering it a prediction
problem. Looking at the process of listening a social activity we bring out three
categories as:

– (ngm(e,r) = 1, nlm(r,e) = 0)

– (ngm(e,r) = 0, nlm(r,e) = 1)

– (0 < ngm(e,r) < 1, 0 < nlm(r,e) < 1)

The first case talks about a situation where both listener as well as listenee have
equivalent habitatsHe ≡ Hr and they are socially homogeneous so thatHe = H ′

e

and Hr = H ′
r. The second case is just opposite that both have totally different

habitats | He ∩Hr |= 0 and are socially isolated i.e | H ′
e |= 0 and | H ′

r |= 0. The
last one talks about case when both have partially similarity in habitats and
socially conversant to each other to some extent. Here | He ∩Hr |!= 0, H ′

r ⊂ Hr

and H ′
e ⊂ He. The first one talks about a well knit community whereas the

second case represents people of two indifferent heterogeneous community e.g.
one is very rich and another is very poor. The third one talks of a common case.
But the degree of homogeneity and social consciousness among people differ and
so it is for assigning listen weights to a listening among such people. Further, in
order to assess listen weight to a message during its listening across a population
we need to understand how the patterns of listening of ListenTo operator has
an impact. And such an observation follows in the next section.

4.1 Listen Patterns and Weights

ListenTo operator is used for four basic patterns of listening viz. bi-directional
listening, chain listening, multicast listening and repeat listening. Listen weight
computation for each pattern is of interest to analyze for their roles in spread
of a message in a PLN . This spread activates the edges of the PLN leading to
the people participating in a message spread.

Bi-directional listening does not necessarily negate the non-commutative prop-
erty of listenTo operator for each can assign unequal listen weights to the same
message at respective ends. So, it may lead us to a situation for unending repet-
itive message passings between two, resulting to unnatural increase in listen
weights. For practical purpose assigning a direction to listening helps in analy-
sis of a message spread. Later, we discuss on implications due to bi-directional
message passings resulting to undesirable effects of a rumour-monger.

Chain listening pattern represents a situation of one listening to other in
sequence. According to the Case 1, for people of a homogeneous community chain
listening makes steady increase in listen weight. Where as just opposite happens
for listening among people in a highly disparate community. Whereas, uneven
changes to listen weight may happen for listening to a heterogeneous community.
Multi-cast listening happens when many listen to one i.e listenTo((s+ t), u) and
the repeat listening happens when one listens to many listenTo(u, (s+ t)) . For
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former, listen weight at s and t is computed as per the convention. In general,
lwm

(s,u) and lwm
(t,u) will be different even though they have listened to the same

listenee u. It’s so for difference in their habitats. The case of listening to many
for listenTo(u, (s+ t)) is interesting for its impact on resulting listen weight at
u. Let’s modify computation of listen weight for repeated listening of the same
message at listener u as::

lwm
u = (�)(lwm

(u,s), lw
m
(u,t))

A person on listening the same message from different people may compute
weight to the message as shown above applying chosen operator � - can be
max/min function. While the former reflects easy-influenced tendency of lis-
tener, the later talks of a cautious personality.

Passing of message at a person in reality is not one-time activity. A person in
society, listens the same message at different times from its different world mem-
bers. And similarly, it passes over the message to its world members (excluding
the one who supplied the message) provided the change of listen weight values is
is more than a stipulated value mpwTm

u (message passing threshold for a person
u for message context m) . Ofcourse, fixing of this value is context as well as
person specifics. Now, having defined a process of listening we will identify next,
some of its characteristics.

4.2 On listenTo Process

Observation-1 :For a person, assigning listen weight (of a message) is revisited
for repeated listening to its world members.

The proposition follows directly from algorithm calculateLW . Listening pro-
cess is a distributed algorithm being executed at each person in a population.A
person on receiving a message calculates listen weight for the message. As the
listening is asynchronous the person listens the same message at different times
and so revises listen weight of the message.

Observation-2 : Eventually, a connected person r assumes a listen weight lwm
r

for a message m.
Let us assume o is the origin from whom listening has started. A person r is

connected means it has a path to reach o in PLN for message m on population
P . By algorithm calculateLW , neighbours of o listens m from o and the process
continues. By chain listening, we can say that a person r is in chain that starts
from o, eventually listens m. Further by proposition-1, we say r receives m from
each of its neighbours, provided it is in a chain emanating from o. In other
words, for graph PLN if there are more than one path from o to r then the
former receives m message ,more than once. And from repeat listening principle
we conclude that at r a listen weight is calculated based on the chosen criteria
(like max/min). Thus a connected person assumes a listen weight.

Proposition-1 : In a population there could be some people deaf to a message m.
In algorithm calculateLW , the decision making on message passing for listening
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by world members depends on ”if (lwgm(p,n) > mpwTm
p ) then message <

m, lwgm(p,n), p, n > listened by pw”. We know lwgm(p,n) at p for a world member
n ∈ pw depends on habitat characteristics of p and n. Again, making world
members listening depends on mpwTm

p . As discussed in analysis of listening,
loss of weights occur due to difference in communicating habitats. And if this
loss continues for chain listening, then there could be a case for which condition
of telling neighbour does not hold good at a person, so its world members don’t
listen m. If the same situation repeats for all the world members of a person p
then it can not listen to m and so remains deaf to m in the population P .

Proposition-2 : Listening a message m may be a non-terminating process for a
population P .

Let’s assume certain people of population P are connected for message m and
have made PLN . And o be the first listenee. By Observation-2, all connected
persons receive the message and assume a listen weight. Considering, each listen-
ing takes unit time and passing out message is instantaneous, we can say that
message reaches at the farthest z (from o) person at distance d i.e. diameter
of the PLN . Imagine, in P a message gains weight at each person of the path
(o → z) for (ngm(e,r) = 1, nlm(r,e) = 0) i.e the people on the path make a homoge-
neous community. Then lwm

o < lwm
z . According to the algorithm calculateLW ,

z again can make its neighbour n listen the message when (lwgm(z,n) > mpwTm
p ).

In practice it means because of increase in message weight z feels to reiterate
the message to its neighbours to signal importance of the message. Once, this
happens the message may retrace chain paths in PLN to reach a farthest path
from z. Ironically, o may listen the same message for which it is the origin lis-
tenee. That says, why a message sent to a population comes back to the origin
again. The case amplifies when second time from o message spreads out to the
population. The process repeats as every time listen weight is increased and
value of mpwTm

p is not raised. This explains a classic phenomena how a message
goes around a population and people listen it again and again with increasing
weights only if the population does not have an adaptive method to raise the
threshold mpwTm

p . Probably, that is the reason a population with static thresh-
old (without dynamic change in its belief system) is prone to create rumour that
intensifies in each round. Typically, this phenomena of repeated listening to a
message is observed during communal disturbances.

5 Engineering Social Listening

We have modelled a context based listening population to a network called PLN
and have presented an algorithm calculateLW to compute listen weight for the
message to show how actively the message is being received by individuals in
population P .Listen weight is a concept showing how strong a message traverses
across a cross section of people in a society. Naturally, we want to maximize
listen weight of a message during its traversal so that it can reach out as many
people as possible. While analysing listening process we have identified the re-
lation between characteristics of human habitats and changes in listen weights
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when a message traverses from one variety of habitat to another. Making use
of this notion, we are interested in scheduling of listening among members of
a population for increasing listen weights so that, longer listening paths can be
traversed by a message. That means more in P listens the message. Being specific
in our purpose we intend to find answers for the following queries:

1. Can we engineer a listen pathway for a person maximizing path’s listen
weight?

2. Can a society be structured to maximize listen weights for a given message?
3. How to make a society inclusive of listening?

Engineering a Listen Pathway: Suppose, we are interested in finding a listen
pathway from a person o to a person p in a society P for a message m so that
the pathway has the best possible listen weight. The search in PLN starts from o
till it reaches p. The strategy followed at each person r is to search for a listening
neighbour n that has the maximum lwgmn . In order to reduce loss of weight due
to listening, the person r looks for a listener n with habitat that is the most
similar (among other neigbours’ habitats) to its habitat. In case, a person does
not find a neighbour than it looks for a person from the society P who can pass
on the information from it to its neighbour. Let’s call it person-bridge and its
selection is done at function getBridge. (The function could be used recursively
to find a person-bridge to another making a chain of persons bridging and so
facilitating a deaf to listen m). If a person neither finds a neighbour nor finds a
person-bridge, than the the finding of path unsuccessfully terminates. Otherwise,
the algorithm returns a path from o to p with the best possible listen weight.
Here, we want to reiterate our assumption that each could perceive habitats of
its world members. Algorithm3 : ListenPathway presents an algorithm that
finds a path from o to p with the best possible weight.

Scheduling Social Listening: For a society, making a message listening to the
most, could be a useful purpose particularly in case of spreading welfare messages
across. The problem here is to schedule people for listening so that the message
possibly maximise its listen weight. This is required to assure spread of a message
thorough society reaching as many people as possible. The heuristic to make it
possible includes:

– Group population on habitat homogeneity : Pg = findGrps(P )
– Choose groups who require the message : Pg′ = chosGrps(Pg,m)
– Choose a group possibly at centre of the population :Cg = chosCntr(Pg′)
– Schedule the groups for message transmission : scdlGrps(Pg′)

The above steps are to be carried out at social directory [7] having individ-
uals habitat as well as their worlds information. With a threshold of differ-
ence between two habitats that is Δ(Hp, Hq) ≤ δ the habitats are considered
similar. The function findGrps(P ) clusters people having similar habitats and
produces a set of groups { Pg = findGrps(P ) | ∀ pg ∈ Pg (if (|pg| >
1) then (Δ(Hq , Hr) ≤ δ)∀q, r ∈ pg)}.
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Algorithm 3. listenPathway(q,p,m)

// at start q = o
begin
s = getBest(swm

q ,m)∧
if (s = nil) then terminate //no pathway to listener p
else if (s 	= p) listenPathway(s, p,m)
end

getBest(swm
q ,m)

begin
r = nil
if {∃r′ ∈ swm

q | ((lwgm(q,r′) ≥ lwgm(q,r′′)) ∧
min(Δ(H ′

r,H
′′
r ))) ∀r′′ ∈ swm

q } then (r = r′)
if (r = nil) r = getBridge(q,m)
return(r)
end

getBridge(q,m)
begin
b = nil
if {(∃b′ ∈ P ) ∧ (∃r ∈ swm

q ) |
(Δ(H ′

q,Hb) � δ) ∧ (Δ(Hb,Hr) � δ)}
then (b = b′)
return(b)

Groups who need a message m are identified by chosGrps(Pg,m) i.e Pg′. A
need of a message is defined when information contained in the message i.e.
inf(m) is a piece of knowledge required to achieve a goal q. Now, q could
be a common goal to a set of groups. We find those groups as Pg′ such that
{Pg′ = chosGrps(Pg,m) | ∃ ((q ∈ g.q) ∧ (preK(inf(m), q)) ∀ g ∈ Pg} where
preK tests whether inf(m) is a pre-condition to achieve a goal q and g.q is the
goal the group g has. Now, with the chosen groups Pg′ we find out the maximum
habitat distance the groups have. Let maxHD is the maximum distance among
the groups in Pg′ then {�g, g′ ∈ Pg′ | Δ(Hg, H

′
g) > maxHD}. Now function

chosCntr(Pg′) returns (a) group Cg that is almost middle among the groups i.e.
∀ g ∈ Pg′, Δ(Hg, HCg) ≤ maxHD

2 . Now having the chosen centre group Cg as a
start point, we need to have a schedule of groups for listening so that an evolving
listen pathway can have increasing listen weight. Increasing of listen weight of a
message is useful for making it spread to the most possible extent in a society.
We have seen, a homogeneous group has an additive contribution to the listen
weight of a message on spread. And this contribution is directly proportional to
the size of the group. So, for listening we schedule the chosen groups from centre
group Cg based on two criteria i.e. group size as well as habitat homogeneity.
The most populous and homogeneous groups are chosen first and then the next
best and so on the schedule continues till all the groups are scheduled. At each
stage the number of groups considered for listening depends on the number of
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boundary-members for a group (of the previous stage) exists. Readers may note
that the term boundary-member for a group means the people having world
members belong to other groups. The schedule generates an n-ary listen sched-
ule tree rooted at Cg with nodes representing groups from Pg′. Assuming each
group having the minimum d number of boundary-members, the height of the

schedule tree will be log
|Pg′|
d . On finding the minimum group size we can have

a conservative estimate on listen weight. Making a tree schedule also helps in
parallel listening of the message reducing message listen time. Again, scheduling
larger groups listen first, helps in increasing listen weight at the beginning so
that unfavourable groups can ill afford to ignore the message for its gathered
momentum. A detailed study on tree schedule is not taken up for obliging to the
said page limitation.

Making Listening Socially Inclusive: We have already studied the process of lis-
tening in a society. There our interest is to discover listen pathways to people
with possibly maximum listen weight. We have seen more the difference in habi-
tats the more is loss in listen weight. When a listening process does not progress
beyond a listen weight then it ceases there. If in case of an ongoing listening of a
message, there is a person for whom the process ceases to progress at its world
members then the person never gets the message. This makes a deaf-point in so-
ciety. Making an information available for everybody in a society is an essential
requirement for the making of an inclusive society. The very purpose motivates
to engineer a society for elimination of its deaf-points. The process includes the
following steps:

– Finding deaf-points

– Fixing bridge-persons

Exploring deaf-points starts with listing the vulnerables. Persons surrounded
by heterogeneous habitats are considered here vulnerable for high possibility
of being blocked for listening. On finding those we can get their vulnerabil-
ity tested on calculating listen weight for its world members. Now, for each
world member of a vulnerable, we compute listen weight calculateLW with
respect to a given message m originating from a start point o . If for each
neighbour of a vulnerable, listen weight is less than a threshold value then
the vulnerable is marked as a deaf-point. And further for deaf-points, bridge-
persons are found. The idea is presented in algorithm getDeafsIn. The algo-
rithm uses functions: ?markedDeaf(vp) , markDeaf(vp) getBridge(vp,m)and
assignBridge(vp, P ) for querying to know whether a person is a deaf-point or
not, marking deaf-points, getting and assigning a bridge person respectively. The
function getBridge(vp,m) recommends a bridge person for a vulnerable person
so that it can receive a message m from the former. In case of unavailability
of such person in P , we have assumed a bridge person can be assigned to the
vulnerable may be by a designated agency. Thus the algorithm works for making
a society inclusive of listening to a message.
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Algorithm 4. getDeafsIn(o,m,P)

// at start q = o
begin
Input : origin:o, population: P , message: m; Output : b: bridge person
begin

calculateLW(o,m,P)
vP = nil; // vP : set of vulnerable persons
∀p ∈ P do
if � n ∈ pw | Δ(Hn,Hp) < δ
then vP = vP ∪ p od // found possible vulnerables
∀vp ∈ vP do
if � n ∈ vpw ∈ owm

p | lwm
n > mpwTm

n

then markDeaf(vp) od // marked deaf points
∀vp ∈ vP do
if ?markedDeaf(vp) then b = getBridge(vp,m);
if b = nil then assignBridge(vp,P ) od

end

6 Related Works

Research in communication among entities on grid network and social network
(on Internet) focus on usage of social issues for host of purposes like mining re-
lations and discovering structures among participants. We’ll review some papers
to show the trend of research hoping the issues these papers address may help in
understanding process of dissemination of information in a society. Because, the
problem we have studied here is alike to network information flow problem stud-
ied in [10]. First we review a work on socio-cognitive grids [1] that includes com-
munication among human and artificial processes. This type of communication
is found generally in P2P applications having issues in digital rights manage-
ment, mass user support and customer-to-customer interaction. Purpose of this
study is to understand emergent structures in personal relations and their roles
in managing issues. Social structures such as reciprocity, social exchange and so-
cial networking are studied on the basis of classical sociological theory. In a work
[4] authors study a problem of information flow in an organisation and prescribes
the loss of communication for a hierarchical organisation can be mitigated by
side links accepting the possibility of some remain isolated of information be-
cause providing additional communication links for fail safe communication is
not practical at the absence of an optimised solution. Another interesting work
[3] reports a distance measure between two communicating on Internet by email
or on social networking. This measure is conceived in the line of vector clocks
studied for distributed algorithms. A temporal notion of distance is used to find
out a back bone of a social network. On processing on-line data, it’s seen that a
back bone is a sparse graph with links that have potential to make information
flow in quickest time. It also has long-range bridges to give wide spread of a
social network. This finding casts new light on relationship between tie strength
and connectivity in social networks. Communication in a social network is al-
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ways interesting particularly for its dynamic evolution. This phenomena is found
in a society where new relations appear and old relations take different intensi-
ties making real world society complex. Study in [5] proposes a structure called
community tree that records the structures emerging from the current status of
a social network. Researchers have used the PageRank algorithm and random
walks on graph to derive the community trees from social networks.

Communication among agents is a major means for collective problem solving.
In [9] authors propose a communication framework for agents that is influenced
by sociological systems-theory with the semantics of communicative actions that
are empirical, rational, constructivist and consequentialist in nature. Authors
have analyzed the implications of the proposed model on social reasoning both
from an agent and the systemic perspectives. The proposed framework for an
agent works on its expectations and cognitive social views. The paper views, the
proposed approach helps in understanding Socionics.

Interactions particularly in business domain has taken prime role for busi-
ness advancement. Because, it helps people to make a choice on and to promote
business interests. We will, here position a review paper [11] that studies social
interactions to assess impacts of marketing interactions. First it categorises in-
teractions to passive and active types. The later follows principle of feedback
to assess impacts of interactions. Based on impacts, social interactions are fur-
ther categorised to social spillover and social multiplier. While the former allows
information passes through a social network, the later due to feedback carries
back the impact to people already visited in interaction network. Following dif-
ferent models it is shown that these two approaches of interactions has a bearing
on designing of a marketing policy. The reviewed models include linear models
of social interactions,discrete choice models and models with forward-looking
consumer model, epidemiology/disease spreading model and spatial model. The
paper finds that spillover effect among passive interaction helps to spread busi-
ness information among mass and active interaction with feedback loop helps to
magnify the effects.

Here in this paper we hypothesize, every society has context based listen net-
work spreading listen pathways among people. A message spread follows these
pathways to reach people. Spread i.e use of these pathways depend upon the
message (context) and people (requirements). We have modelled a listening pro-
cess and studied its use in re-engineering of social structure for making it an
inclusive society for listening a message. Applications of this proposed method
include designing a strategy for spreading information on social welfare, business
promotion and political campaigns.

7 Conclusion

The paper has presented a concept called social listening and discussed different
aspects of the concept. The idea of generating passive listen network PLN on
a context m for a population P provides a means to explore possible pathways
connecting people in a context. We propose listen weight metric, that a message
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assumes at each person on a listen pathway. The weight is a measure of impor-
tance a person ascribes to a message. A person passes on a message to its world
members only when listen weight of the message is greater than a threshold value
called ’message passing weight’ mpw it has put.

The paper provides a mathematical frame work explaining how a message
listened in a society and why after some time the message fades away from
the society. In the process some people may remain isolated of the message
because no listen pathway extends to them from origin. Model explains this
phenomenon and shows its possible occurrences due to heterogeneity of people
habitats. A solution is proposed to this social problem by finding groups on
habitat homogeneity , scheduling these groups for listening, identifying origin
of a schedule, identifying listen vulnerable persons and finding bridge persons
for them. An utility of the proposed idea can be explained with an example as::
Suppose a welfare agency wants to propagate a message among society. And for
so, it wants to study the population and make a schedule so that all in society
will be able to listen to the message. We would like to simulate for generating
a schedule of people listening the message. Inputs to simulation include initial
message weight, habitats and world members of each in the population.

The outputs include a listen network, listen weight of each in network for
the message, listen pathways from origin to each in population, bridge persons
and their locations in network. Simulation can be repeated to study listening
phenomenon for different parametric values (message passing weight threshold)
to see the relation between grouping and bridging of society.

Further study on this idea is interesting for some fundamental questions::
does grouping of finer granularity have any relation with the required number
of bridge persons? How does grouping with course granularity have an impact
on fixing of massage passing threshold value? Further questions - how do people
having multiple goals respond to listening of a particular message? Can we model
’listen highway’ among people for making them listening on multiple contexts ?
These are the several stimulating questions left to be answered in future works.
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Abstract. Social Systems and Computational Social Science - the terms
often used interchangeably for the same concept speaks on emergence of
a new area of research for both social and computing scientists with a
hope of better understanding of social phenomena and using the same for
delivering services to society. Further, the area assumes larger research
interest for exploring behavior of netizens. This paper makes an attempt
to follow the contours of research in this area with a proposal on designing
of social systems.

Keywords: Social systems, Social networking, Computational social
science.

1 Introduction

Here this study intends to understand social systems and their design principles.
Ideally, a system made for society should be of the people, for the people address-
ing not only needs of today but also having provisions for future. The question
of interest here is - what do we mean by social systems? Many have used the
term in many ways. i. Some mean to multi-agent systems that use social theory
for solving problems. ii. Currently many mean to Systems that support social
networking in cyber world. iii. On the other hand information systems imple-
menting social applications like e-governance, health care etc. are also termed as
social systems. iv. Some investigators mean to systems that model and simulate
social phenomena believing this understanding will help in designing systems of
other three types.

In the process of understanding any natural phenomenon, researchers looked
for formalism that could help to model the world under consideration. Later
it’s found, such phenomena goes beyond formalism with non-linearity that is
required to incorporate in model; and that is achieved introducing chaos and
complexity theory. Again, it’s found unconvincing to think the world moves by
chances and probabilistic choices. Thus realism has taken its position to ex-
plain world behaviour using genetic algorithm, bee colony algorithm etc. These
techniques follow the reality i.e. patterns available in nature to solve problems.
Again it’s noticed that both observer and observed are not in consultation to
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explain themselves. Social systems needs a discourse among individuals and so-
ciety. Both complement to each other in finding solution. Now, both computing
power and techniques are at our disposal to realise such discourses required to
find both quantitative and qualitative solutions to impending social problems.

This study aims to map and get an understanding of social systems. At first
we list the levels of systems in general, and then seek to find a place for social
systems. Section 2 presents on system categorisation. Third section highlights
on complexity of social systems. Whereas fourth section lists the features social
systems should have. A review on state-of-art of this area of study is presented
in fifth section. Sixth section has a proposal on engineering approach of social
systems. The paper concludes in seventh section. In any extent of imagination, I
don’t want to claim that the paper has made a tour covering all aspects of social
systems. Still, the attempt has been made to understand the scope of the research
in this area. The area in fledgling even strives for a unique title being identified
by different names i.e. Computational social science and Social systems, as the
case for Computational Biology and System Biology. In this paper I use both
the terms finding the use appropriate in context. Next, the term Computational
Social Science and its scope are explored.

1.1 Computational Social Science

Computational social science is an emerging field that leverages the capacity of
information systems in dispensing services to society in a way guided by social
practices and sensitivities reflected in prevailing society. Researchers in [4] dis-
cusses on issues that computational social science should intend to answer. It
talks of two basic questions : what this branch would offer to community and
what are the obstacles it faces now. For example, by collecting activities on web
like social networking, email exchanges, tweets it’s desirable to study the tempo-
ral dynamics of human communications and impacts - like how does information
spread on web, rate of communication and ratio of information diffusion. How do
interaction patterns take shapes causing inclusion or exclusion both in a society
and on web society. It’s interesting to compare behaviours of both society on web
and society in reality. Study of society in reality has greater importance than web
based society for very nature of human behaviour and its longing for proximity.
This raises importance in study of face-to-face interaction with ’sociometers’ that
measures physical proximity, location, movement, and other facets of individual
behavior and collective interactions. Study of macro social network society and
its temporal evolution is an interesting subject not only for netizens but also
in reality. The impact due to mobility can be studied like how a pathogen like
influenza spreads driven by physical proximity. Spread of rumours and political
messages in social networking is now under intense study by governments. In-
dividual profiles available on Internet from their interactions on web, provides
immense information that help to understand individuals. This information can
be made use for effective governance and even for business promotions. In short
Computational Social Science has huge potential for application in understand-
ing people for delivering services accordingly.
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But the limitations the area of study faces include: Paradigm shifts, insti-
tutional obstacles, data availability and security, sustainability. Till now, social
science study has been with one time collected data. On availability of huge
data that changes with time, we need a paradigm shift to handle such data and
interpret the patterns hidden. The study has another dimension - theorising so-
cial phenomena to understand their causes and subsequent impacts on nature
as well as societal and governmental institutions. This study is fundamental in
nature in understanding human, its habitat and its behaviour. This study is not
new. Social scientists have put these questions before and have analysed ema-
nating possible answers. Now, at the advent of computing technology attempts
are being made at computational models that can be helpful to build a unified
framework in explaining social phenomena.

Such studies face both academic and institutional obstacles to get us from
traditional social science to computational social science. It’s easy for biology to
transit to computational biology but that is not so for social science. It needs
looking at society afresh and to discover computability of its behaviours. Fur-
ther, for the people engaged in this study are also required to be sensitive to
social ethics and practices. This requires an institution level monitoring like say
biological science research makes itself open to scrutiny of ethics. Sustainabil-
ity of computational social science needs collaborative study of social scientists
and computer scientists. In addition, cognitive science offers are also attractive
to the development of computational social science. Now, let’s see what system
development is looking for and the types of systems we may have.

2 On Systems

In a seminal work on system categorization taking a lead from nature, Boulding
[2] has proposed nine levels of design to depict both hard and soft facts of social
systems. A complex natural system is composed of nine levels of complexity, as
per Boulding’s hypothesis. The taxonomy of these levels are:

1. Frameworks provide a static configuration of systems like we find in engi-
neering diagrams.

2. Clockworks model dynamic behaviour of a system.
3. Thermostats achieves self-regulation of systems by externally specified cri-

teria.
4. Open Systems desires self-maintenance based on resources available around.
5. Blue-printed Growth Systems intends to practice division of labour that re-

produce not by duplication but by the production of seeds or eggs containing
preprogrammed instructions for development, such as the acorn-oak system
or the egg-chicken system.

6. Internal Image Systems can perceive its environment and make knowledge
structures for further processing.

7. Symbol Processing Systems systems that use language and other symbols,
are self-conscious, and can contemplate the past, present, and future. That
mimics the level at which human works.
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8. Social Systems have properties of symbol processing systems as well as obey
social order. Ofcourse, in practice following social order is made as one’s free
will. But, usually these systems share a common social order and culture.
Social organizations operate at this level.

9. Transcendental Systems are composed of ’unknowables’[2]. It is a system of
higher order like a living system with the highest level complexity. These sys-
tems follow the theory of existentialism in space-time dimensions, depend on
matter-energy for existence and demonstrate creativity. Ofcourse, it remains
elusive to build such systems.

As per Boulding, a system of a given level incorporates all the features of its
lower levels.

3 Society and Its Complexity

Society is always complex for its heterogeneity and so also are social systems.
Social systems we are interested in, can recreate and respond to social phenom-
ena. Before, doing that we need to understand what are the dimensions these
systems should have more (than conventional information systems) to identify
themselves as social systems. We will list some characteristics here, to emphasize
on the complexity of social systems.

Information systems are designed to deliver services to people and to make
those people friendly at best good user interfaces they aspire to have. But, had
these systems been designed based on users’ social behaviours than these systems
could have more desirable uses and impacts. This requires understanding of social
phenomena and is uses in design of systems. This general understanding of a
society of people is mostly quantitative nature. Currently, for the purpose mainly
statistical approaches are being followed. But this statistical understanding does
not project exact social reality. The quest for realistic modelling now drives
research on social phenomena modelling, and the result looks promising both for
collaborative efforts of social and computational scientists and possible immense
applications for social benefits. Understanding the importance we here will look
at the complexities the domain has.

Heterogeneity is inherent in a society. For heterogeneity, society exhibits ran-
dom non-linear behaviour. Events and their occurrences are unpredictable. So-
cietal modelling should not only be qualitative but also take other issues like
emergence, phase transition and dissipation into consideration. Discontinuity of
prevailing order and emergence of new order occurs after a large number of rep-
etitions; this phenomena of emergence can be specified by a mathematical func-
tion. Thus, model trajectories show appearances of emergent behaviours which
can be explained as resultants for changes in rules that individuals or agencies
apply in social interactions. These emergent behaviours bring in phase transi-
tion. A societal emergent behaviour is brought in by social attractors. And the
change initiated at some point in a society gradually gets dissipated all through
it. And a rate of change is determined by constitution of the society. Usually,
these changes are very slow and remain undetectable for quite sometime. That’s
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the reason why social phenomena is to be studied for early detection of possible
events for taking corrective measures if required.

Social systems sometimes behave linear but at other times behave non-linear
too. This randomness makes such systems complex. Social realism is seen as a
mix of philosophical expectations as well as scientific analysis in representing
social behaviour. For modelling social phenomena, it takes into account of en-
tities and their roles at different levels and situations. While basic entity is an
individual, emerging collective form makes a society. Social phenomena can’t
be called as just aggregation of individual behaviour. But, it’s rather complex,
non-linear and unexpectedly different. A society at different times finds a system
of knowledge, that is expected to be followed scrupulously for ensuring expected
social order. In the march of knowledge evolution, time line is divided into three
categories viz.. i. modernism, ii. post-modernism iii. Post-Normal Science. Mod-
ernist see phenomena in cause-and-effect paradigm. However, some phenomena
are random, unexplainable and viewed as an emergent behaviour. Post modernist
view- social phenomena either repetitive and stable, or random and non-linear.
Non-linearity says- randomness and unpredictability can even build order, albeit
a rather complex one. May be at very long run, one can find pattern in random
behaviour. In post-normal science era, thinkers while admitting role of complex-
ity theory, still find fault in identifying its inability in modelling role of pluralism
in society. Also it intends to put social systems as self-organised adaptive sys-
tems where behaviours both at individual (micro) and societal (macro) levels can
be explained and activated. When modernists follow de-constructive approach in
analysing social phenomena the post-modernists took construction of reality and
view a social phenomena in totality. Next we’ll take on the methods, researchers
at different times followed in modelling social phenomena.

3.1 Understanding Complexity

At different times researchers have viewed social phenomena from different an-
gles and so have proposed many methods for modelling the phenomena. World
of natural science is observable and quantifiable. Modernist have viewed social
phenomena in cause-effect paradigm and been engaged in exploring rules that
make formal models. Using these rule-based models and social observations, pre-
dictions are made and phenomena are explained. Post-modernist on taking up
randomness and non-linearity took up chaos theory along with formal model to
explain new aspects of phenomena. They contributed a notion of dynamic order
i.e. deterministic chaos to find patterns in randomness. Evolution of patterns
albeit a complex behaviour that were identified with quantitative approach e.g.
by statistical functions. During evolution, there is discontinuity (of prevailing
pattern) and emergence of new. Mathematical functions are designed to model
discontinuity of old and emergence of new patterns. Theory of fractals is used
to model these issues with non-linearity and feedback process. Post-modernists
could predict some other expects of model behaviour like pseudo predictability,
soft predictability and bifurcation points. Pseudo-predictability represents a set
of alternatives but soft-predictability states conditionality of each alternative



324 H. Mohanty

where as bifurcation point represents the state at which alternative trajecto-
ries take different paths. Complexity, that favours to place social systems at
mid-way between stability and chaos, uses enormous observed data to make a
social system evolving. It intends to put social systems as self-organised adap-
tive systems where behaviours both at individual (micro) and societal (macro)
levels can be explained. Social scientists while favouring qualitative approach in
modelling, find inability of mathematical approach (for representing breakdowns
of reality). They proposed non-mathematical approach like production rules for
the purpose. The thrust has been to identify mathematical analogy that can be
considered as a tool to understand social phenomena.

Modelling individuals is essential as it makes a necessary part of a society. In-
dividual’s goals, beliefs, relations and dependencies guide one’s social behaviour.
More, its cognitive actions and reactions make it different than an artificial en-
tity. Study on agents, intends to model individual behaviour in a habitat for a
specified goal. Further, agents are ascribed with intelligence and memory; and
are designed to act proactively for changes in habitats. This micro modelling
of individuals as agents driven by software has been a promising area of re-
search with a high expectation. Again study on multi-agents is offering a macro-
model for simulating a society and its phenomena. Interaction and co-ordination
among agents for distributed problem solving are currently of prime interest of
researchers in this field. Though multi-agent framework is promising still many
more issues are to be considered to bring realism to the framework. Research
advances in object-oriented and artificial intelligence systems will contribute to
modelling of individuals and their society.

Now, rapid socialisation on Internet has brought in a new kind of society-
cyber society. For its both casual and social, political and business driven uses
have given rise to interest among researchers to study social networking. Finding
and forecasting emerging social phenomena on social networks are also of prime
interest of study.

From the trend of developments of systems and methods used, we observe
that the growing interest in this field tries to push boundaries in development of
models adding more and more desirable features. Next section we will identify
and list some of those features of social systems.

4 Desirable Features

In contemporary world, individual as well as society are of equally importance.
Modelling of a society must imbibe the characteristics due to both. The es-
sential features what a social system should have are identified and listed in [6].
These include Identity and boundaries, Intentionality, Rational and Self Interest,
Strategic Reflectivity , Collaboration, Sociality, Attractor, Dissipative, Consensus
and Inclusiveness. In describing these features we will touch upon three: infor-
mation systems, agents (agent-in-software) and individuals (agent-in-world), to
tell what these features mean and how these can be realised.

Identity and boundaries: In case of traditional software systems identity is not
an issue. It does not play a role in system execution and behaviour. At the most,
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a software system, is identified by the logo of its producer (product logo) and
that is used to enforce intellectual property right of the product. But, agent-
based systems are different for each having identity with an agency. Agent’s
identity is carved out according to the well-defined agency. But, agents-in-world
are still different with changing identities and boundaries. And these boundaries
could be overlapping and inconsistent even. Thus, identity of an agent-in-world
(in society) is a complex notion to define. Boundary of an agent can be thought
of one’s scope of social rights and responsibilities. These two obviously change
according to the social dynamics. Other way round, the changes at individual
bring in difference to social dynamics. Thus in modelling social phenomena it’s
important to model identities and boundaries of agents; and analyse the impacts
of these changes to societies.

Intentionality: In case of software systems, objectives are specified in detail
either following UML models or formal models. Here user requirements are not
only specified but also achieved through well designed systems. But agent-in-
software is one level higher, as agent considers intentions as some choices to
perform. Agent based computing has proposed BDI : Belief Desire Intention
model, a 3-tier architecture that programs agents activities in a domain [14].
Multi-agent systems works on global intention and works out on methods to
realize it as joint efforts. Agents implementing intention into decision struc-
ture generate possible behaviours. It’s realised implementation of proper data
structures and internal states may make implementation of beliefs, desires and
intentions of agents realisable . But, agent-in-world (an individual) is altogether
different for not having pre-suppositions on its world. Rather, its world evolves
from its habitat and its perceptions; so also its intentions. Incrementally, an
agent-in-world makes strategy on achieving its intention. Again multi-agents-
in-world work on global intention defining individuals’ roles considering their
locality. It may bring a trade-off between global and local issues on realization
of intentions of an agent. They could be both competitive as well as co-operative
- thus making issues interesting to investigate further.

Rational and Self Interest: Model languages used for specifying Software are
not enough to specify rationality and self interest. Rather, designer puts its
design specifications to meet user requirements as well as design decisions. Agents
in world while acting on self-interest do intend to be rational. All agents are not
self-centred; there are also altruistic ones. Rationality in a software agent can
be designed for a defined scope taking its internal states and constraints into
considerations. In contrast, for agents-in-world i.e. individuals are open to wider
external context and this makes the design of rational and self interest agents
difficult indeed. Further, the same issue is applicable for macro modelling to
show how a society behaves rationally while keeping its group interests in mind.

Strategic Reflectivity is a rational behaviour that asks questions to self for
explaining, to reason on run-time behaviour. On asking such questions a system
evaluates choices available at the current state and makes a strategic decision to
select and execute the choices. So, while specifying agents, these choices are to
be explored and evaluated for the sake of stakeholders. This feature in software
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agents can be built thorough analysis; missing cases can be handled by default
reasoning. But in reality, reflecting on one’s own activities and taking decision are
very very difficult to automate because of co-locality problem - of observed and
observers. This is also true for a society to reflect upon its deeds and history.
But, this is the challenge required to meet sooner or later in design of social
systems.

Collaboration is a behaviour a society exhibits at times for personal gains,
social causes as well as altruistic reasons. An agent collaborates with other in
anticipation of returns. Thus an agent exhibits collaborative behaviour for a
personal cause. A social being sometimes also offer unconditional collaboration
for social causes. At times, these two may compete and bring out a trade-off that
needs to be judged for judicious decision making for collaboration. This decision
making may be a sacrifice or a self-gain leading to making of a personality.
Another important issue for agents is initiation of actions, for example when an
agent becomes conscious to initiate a collaboration. In case of software-agents,
this initiation is triggered by external signals from external entities e.g system
clock, remote calls. Ofcourse, an agent can seek collaboration on achieving a
state. And that is to be specified. In contrast agents-in-world are capable of self-
initiation of tasks to fulfil their objectives. Lastly, such systems evaluate self,
asking how others get affected (positively or negatively) for their actions. This
feature of a social system makes it socially responsive.

Sociality: is in nature with all the rational beings and so more with humans.
Social systems need to be social for making its behaviour realistic. Mechanistic
system, as we see now are designed for a desired output with respect to a spe-
cific given input. While designing a system, a designer considers a relationship
among many that exist between a given sets of input and output. Thus, a mech-
anistic system unlike agents-in-world is exclusive for not considering the issues
holistically also for not having contingency for future. Social systems need to be
designed for implementing sociality into it.

Attractor: Social attractor is an entity that is able to generate resonance at
members so that their states are synchronised to that of the attractor. Process
of attraction goes through phases showing its growth, maintenance and decay.
Identifying emergent views and persons that change course of society is an inter-
esting problem to study. It reflects social dynamics. A society crosses individual
boundary to visualise a new horizon led by an attractor. An attractor fades away
and another emerges. Seems social attractor trajectory never repeats. Some time,
there could be a void of an attractor in a society. Study of a society without an
attractor and with of it is an interesting study.

Dissipation: Society possesses characteristics of dissipation such that exter-
nal changes propagate among individuals without making any notable change
to society. This phenomena is called sand-piling, as structure of a sand-pile re-
mains the same in-spite of pouring more and more sands to the pile. That means
mathematically, parameters of structure making are finalized not only by exter-
nal factors but also, internal factors play a role. This shows roles of mathematics
like fractals and chaos theory with high speed computations, in enabling social
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modellers following bottom-up approach, hither to unknown, in unfolding so-
cial realities by tweaking dependant variables differently. This helps not only
to understand existing worlds but also to make varieties of possible worlds of
interest.

Consensus is a problem studied much in distributed problem solving. It is a
resultant global state obtained on synchronisation of local states. Further, the
problem is as complex as Byzantine agreement with knowledge being local to
individual. This feature has relevance in case of social decision making as for some
cases wide agreement is required in mass. In case of social reality, while opting
for consensus one has to be alert for not creating exclusiveness and looking for
individuality respected. A social system should have feature for consensus and
at the same time should judge trade-off with individualism.

Inclusiveness is the most wanted feature now for bridging growing disparities
in society. For a given purpose the measures to be taken in a society to bring in
inclusiveness is a matter of study. Further, one needs to be careful to assure that
the measure does not bring in difference and exclusion in a round about way.
In addition to these features, essential features like trust and ethics are also to
be studied. Further, the roles of culture and spiritual belief in making of social
phenomena are of interest in building social systems.

5 Current Research Trends

Considering the current fledgling state of social computing, we would like to cover
its wider perspective showing the all around impacts it has on computing as well
as users. If togetherness is a prime social feature, then computing has done with it
in the name of parallel and distributed computing on juggling with the problems
of parallelisation and synchronization. Again society as a collection of rational
autonomous beings, has offered a paradigm for computing called multi-agent
systems. These systems while trying to ascribe autonomy to computing have
made efforts to implement social aspects like roles, dependency, trust, coalition
and collaboration [1]. But then the research trends have taken different directions
considering both the technical and social changes happening around. The former
is due to overwhelming uses of Internet resulting large sizes of social networkings.
And the later is for inquisitiveness of researchers to understand social phenomena
and to provide means to overcome social problems. We will survey few recent
works on both the aspects though our interest is with the later more.

Social networks, currently has been hot topics not only among netizens but
also among researchers considering the changes technology has brought in social
underpinnings. Small world, that’s we all are connected by six degrees of sepa-
rations, is no more a myth now. This now has been reality for social media like
facebook, twitter etc. Users behaviour in a social media and data exchanged on
it are to be studied to understand the impacts cyber society makes in current
days. [8]

Tons of information available from social media users reflect emergent views
and moods of a society. Further, finding out small but active groups is also
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an interesting problem. The kind of information flows in and the structures
social networks make are useful to discover dynamically from social interactions.
The problems are challenging for complexity as well as size. For example, an
interesting problem of deriving domain ontology from annotated blog postings
is studied in [16] . It also proposes deriving rules for interpreting blogs and
forecasting emergent views from postings. Further who could be next to socialize,
is a question with importance in making collaboration among business, political
and social partners [5]. Gossiping, whispering and colluding are the phenomena
need to be tracked for healthy development of society and effective governance.
Organisations and individuals make networks for achieving their respective goals.
And as time passes on, these networks may turn weak to appear as if these don’t
exist at all. For maintaining healthy practices and growth the B2B and B2G
networks are to be reengineered to overcome weakness in networks [13].

A paper By Santos [15] sums up prospect of computational social systems in
an elegant way telling the nascent state of the research in this area is looking for-
ward to the flurry of investigations and developments in immediate future. The
spurt of technological developments have aroused interests in understanding and
simulating phenomena found in different branches of science including physical,
chemical and biological sciences. Similarly, researchers make attempts in social
science. Understanding social phenomena helps in developing several applications
like modelling financial markets, understanding disease spread,determining the
effects of catastrophes and crisis, uncovering covert activities, evaluating political
stability, predicting elections, poverty elevation and making of inclusive society.
The goal not only requires expertise in computing science but also in understand-
ing and codifying theories scientists have already found in different faculties of
social science like economics, sociology, law, political science and psychology. It’s
now required to have integrated study of society for better understanding and
prescribing of curative measures.

Study of computational economics is useful to understand people behaviour in
economic activities. Social consideration and personal choices guide a person to
behave in its economic dealings. The real life economic activities are simulated
in [9] following agent based computation that follows bottom-up approach in
bringing up the model and making it adaptive to emerging situations. The paper
identifies similarity and dissimilarity between real and simulated environment.

Social capital of an individual has been understood in terms of its social
relationships. In [11] two new approaches are proposed to explore social capital.
One is resource generator and the other is trait analysis. The first approach deals
with collection of information on individual’s ownership on possible resources
available . A resource may be shared by a group of people. Positive correlation
between two resource items indicates that while a person can access one resource
than it can most likely access the other. Secondly, it proposes trait analysis
following item response theory to model social capital as a collection of latent
traits - showing how features in a population that describe individual attributes
with values may change over time. Cumulatively, the emergent social capital is
a resource that is shared by most in a population. So the paper proposes a new
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instrument social resource generator to measure social capital. It also proposes
method to aggregate individual resource to measure social capital.

A fascinating work [12] demonstrates use of social networking in observing so-
cial behaviour. It uses data generated from multiplayer online games and analy-
ses social behaviour of players. People engaged in such games generate a virtual
income through economic activities to survive and are typically engaged in a
multitude of social activities offered within the game. Researchers observe logs
of these transactions and have discovered players making friend-, enemy- and
communication networks. They have found striking differences in topological
structure between positive (friend) and negative (enemy) tie networks. All net-
works confirm the recently observed phenomenon of network densification. They
have proposed two approximate social laws in communication networks, the first
expressing betweenness centrality as the inverse square of the overlap, the sec-
ond relating communication strength to the cube of the overlap. These empirical
laws provide strong quantitative evidence for the Weak ties hypothesis of Gra-
novetter [7]. Thus online game offers a laboratory condition to study real life
social phenomena.

Society with increasing use of computers in day to day activities needs these
system to behave politely to bring in good will in cyber society. Till now human
computer interaction has not considered politeness as a feature to implement in
information systems. A social system needs to be polite implementing respect,
openness, helpfulness, and social memory. In paper [3] researchers discuss on
a proposal to implement these aspects and hope for further research in polite
computing.

Most important in current times has been social movement like Arab Spring,
Jasmine walk, Occupy Wall Street and India Against Corruption greatly facil-
itated by cyber society. From other angle it’s important as well as challenging
to visualise social phenomena using computational modelling techniques. This
emerging area of research will remain hot in coming years.

6 Design Ideas

Presently, information systems mainly are being used to facilitate services for
people. The design of these systems primarily aims to handle large data and
to deliver service in time. Thus, issues like reducing time and managing data
space are considered in designing. As we have discussed earlier, social system
is different with its typical features and non-linearity. It is not only to worry
about today’s society but also needs to address future. When I say a society,
I mean people, their habitats and external world. A social system should have
micro worlds of individuals and a macro world that individuals project. Macro
world is an emergent world that partly emerges from micro worlds. Further, in
between two types of worlds there exists a composed world at the first level made
from micro worlds and subsequently from evolving composed worlds. So, com-
posed worlds could be different granularity and structures. These worlds make
legislative, administrative and social organisations with some designated pur-
poses. The composed worlds also contribute to making of macro world. Macro
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world is an abstract world pervading both micro and composed worlds. And this
abstract world has impressive influence on people in making decision. As peo-
ple differ in perceiving this world differently so their decisions differ. Composed
world has structures like layered, hierarchical, graph-like and etc. having rele-
vance to the purpose of compositions. Idea of this world abstraction, is to make
a comprehensive view on which a social system operates and social phenomena
are explained. We view working of a social system as interactions among entities
of these worlds.

Individuals can be thought of as computational agents, each making a micro
world in which agent is autonomous and rational in its behaviour [1]. In the
paradigm of multi-agents there has been a lot of work on agent designs and im-
plementation. Broadly, methods used for such design ranges from formal (logic)
to structural (UML based). Already, some social issues like autonomy, trust and
collaboration are designed into agent-based systems. Further these designs can
be improved on to, simulate individuals’ traits. The question is whether artificial
intelligence techniques viz. reasoning, circumspection, learning, belief and etc.
can be built into agent models for the purpose of building social systems - a
question is to be investigated. Implementation and its practicality for domain
specific usages are to be studied with rigour.

The agents of composed worlds of a social system can be thought of an or-
ganisation, nation state or any other in which individuals operate. How do in-
dividuals make this world? And how entities of this world interact with agents
of micro worlds, is to be modelled in design of a social system. Viewing social
systems as a system for executing services, system designer needs to automate
actions of customers and service providers facilitating fair execution of service
transactions. Ofcourse, these transactions are to follow domain rules and public
policies. In addition, such a system needs to have some relevant social character-
istics discussed earlier; and these required characteristics can be explored from
the relations exist among types of entities found in three types of worlds viz.
macro, composed and macro worlds.

In reality there could be several emergent views to construct competing or col-
laborating macro worlds. And macro worlds pervade entities of other two worlds
and influence both structural and dynamic behaviour of service paradigms. Sim-
ilarly, new kinds of services evolve from world dynamics. While micro world
individuals exhibit free will (like choosing and availing / performing) to deal
with services, macro world either promotes, demotes or remains indifferent in
dealing with services. The world actions are rationalised for strategic decisions
world entities make. But, again totally unexpected behaviours of entities take
place for (influence of) attractors emergent views that impact ( like, encour-
aging, discouraging, indifferent or introspective)on agents’ actions. What is an
emergent view? Is it rational to accept emergent views influencing social decision
making? Ofcourse, dealing with these philosophical questions needs a higher or-
der of system design that remains a challenge inviting researchers to deal with.
Below, we present a process in design of social systems - designed to provide
services to members of a society.
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Social system design process includes the following steps:

– World perception,
– Defining world structures and dynamics,
– Service provisioning,
– Analysis and introspection.

For a given application, it’s essential to find out the participating entities of the
related worlds. The structures these entities make are vital to realize for success-
ful implementation. More important, visualising macro world that emerges from
micro and composed worlds. For example, people in a city and its municipality
are the entities of micro and composed worlds respectively. But, the perception
on the both, project a macro world that is a combination of emergent views
due to people and municipality. The emergent views a macro world holds have
a substantial bearing on world behaviour. Service provisioning, that traditional
information system, is generally based on defined policies. Execution of policies
gets affected by social power relations, culture and values that a macro world
holds. Also system functioning gets galvanised by roles of social attractors. Basi-
cally in second step, a stock has to be taken on the social features that a system
in hand has to have. And also to decide on how these features influence a service
provisioning. This makes social systems unique to information systems. Need of
the hour is to make these social features computationally feasible. Below, we
present a table showing possible use of techniques hitherto available.

Table 1. Techniques and Purpose

Chaos Theory modelling butterfly effect in social dynamics.
Causality represents causal nexus in social phenomena.
Field theory generalisation, emergent view modelling.
Sociometry measuring social relationships.
Information Theory representing social perception, communication.
Game Theory strategic decision making.
Catastrophe Theory Studying Non-linear behaviour of society.
Fuzzy logic reasoning with inexactness.
Agent-based computing Autonomy and contract based service.
Soft-computing techniques Approximation and optimisation.
Graph theory Studying social structures.
Probability Theory Prediction.
Artificial intelligence Artificial society.
Internet technology Social networking.
Datamining Exploration of behavioural patterns.

At this discussion, we come to a point to make a recommendatory note on
design of social systems. It includes:

– To (computationally) realise social characteristics
– and to integrate these in social system developments.
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A broad outline of a process for social systems development is proposed here.
In no means it’s a final call rather a beginning with conclusive proposals in the
next section.

7 Conclusion

In this paper, first on categorising levels of systems, we have focussed on social
systems on listing the characteristics these systems need to have. Because, these
not only help to understand social phenomena but also could be useful in design
of information systems sensitizing those of social purpose, urgency and rational-
ity. Recognising the flurry of research on social networking, it’s reasoned that
observations on netizens’ Internet usages can help in understanding evolving so-
cial phenomena. For a digitally connected society study of netizens’ behaviour
is essential. However, in the context of developing countries, a mixed approach
is required as a large part of population remain digitally divided for years to
come in future. This scenario throws a research challenge to amalgamate both
the requirements and to find a common design solution. I suggest the urgency
of incremental approach in finding design solutions for domain specific social
systems. And then generalize the approach to offer a grand design.

Success of social systems depends on implementing social phenomena in de-
sign, so to cater better services to people in a society [10]. Though the ability
to model social phenomena holds the key to success of social systems; still, en-
gineering of such systems is equally important.
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Abstract. In absence of line-of-sight (LOS) signal, localization is a real
challenge since multi-path effect takes place due to reflections and/or
scattering of signals. In this paper we have assumed that there are few
anchor nodes present in the network which broadcast ultrasonic and elec-
tromagnetic signals with their known positions. Based on receiving those
ultrasonic signals and using received signal strength of the electromag-
netic signals, a localization technique has been proposed for finding po-
sition of other sensor nodes. On the assumption that a signal may be
reflected at most twice before reaching a node, our technique provides
on an average 67% reduction of the area of the zone in which the sensor
node will be bound to reside.

Keywords: LOS, NLOS, Obstacles, Localization, Wireless networks.

1 Introduction

Localization in absence of LOS signal is a challenging problem. For localization,
usually distances and angles are measured by techniques like time of arrival
(TOA) [1], angle of arrival (AOA) [2], time difference of arrival (TDoA) [2],
received signal strength (RSS) [1], based on communication between anchors
(nodes with known positions) and sensor nodes via beacons (ultrasonic or elec-
tromagnetic signals). Even if LOS signal is blocked by some obstacles, reflected
or scattered signals may still reach the sensor nodes.

In this paper we use TOA, AOA, and RSS techniques for range estimation
and try to find the position of sensor node in absence of LOS signal assuming
that the signal is reflected at most two times before reaching the sensor node. A
signal which reflects/scatters once before reaching to a sensor node is defined as
one-bound signal in [8]. Similarly, a signal is said to be a multiple-bound signal
if it reflects/scatters multiple times [9].
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Localization algorithms in WSNs, can be classified into range-based and range
free methods. Accuracy of the range based algorithms [2] are higher than the
range free [3] ones. Ebrahimian and Scholtz proposed a source localization scheme
under a model which allows reflection [2] which uses sensor nodes those posses
unidirectional antenna. To locate mobile users in urban area, Uchiyama et al.
proposed UPL algorithm in [10]. Authors assumed that the position of the re-
flectors are known and got some certain degree of accuracy. Pahlavan et al. [7]
proposed indoor geo-location under NLOS scenario. Another angle measurement
method has been proposed by Oberholzer et al. called SpiderBat [6]. This is an
ultrasonic-based sensor node platform that can provide accurate result. Seow
et al. [8] proposed a localization algorithm where multiple-bound signals are
present. The authors used a statistical proximity test for discarding multiple-
bound signals with a high degree of accuracy. After that remaining LOS and
one-bound signals they have used for node localization. Erroneous location esti-
mation is possible in [8] as the discarding technique relays on statistical test.

1.1 Our Contribution

In this paper, we have proposed an Algorithm: LocalizeNode to find the posi-
tion of a sensor node in presence of multi-path effects under the assumption that
signals are received either directly or as one-bound (after one reflection) or as two-
bound (after two reflections). The proposed technique calculates position of the
sensor nodes accurately if the nodes receive either a LOS signal or a one-bound
signal. In presence of only two-bound signals, the proposed technique calculates
an area for the position of a node. To the best of our knowledge there is no work in
the literature using multi-bound (reflected more than once) signals to locate the
position of a node deterministically. Our achievements are the following:

– Our proposed technique distinguishes among LOS, one-bound and two-bound
signals. It helps us to avoid misinterpretation of LOS or one-bound with two-
bound signals and vice versa.

– In the situation, where only two-bound signals are available, the proposed
algorithm can find an area where the node is located. Here the significance
is the following. If a two-bound signal traverses d distance from an anchor
then the possible location of the node is within a circle of radius d centering
at the anchor. Our algorithm would eventually lead to substantial reduction
of the area of the zone in which the sensor node will be bound to reside.
Our simulation result shows that on an average, approximately 67% of the
area will be reduced for locating the position of a sensor node compare to
existing techniques.

2 Basic Idea

We have assumed sensor nodes with unique ids are deployed in a two dimen-
sional plane such that more than one node is not located at the same point. Few
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reflectors and anchors are located on the same plane where the nodes are de-
ployed. The position of the nodes are calculated based on a common coordinate
system, using the known positions of the anchors. The anchor nodes are uniquely
identified by their positions. An anchor node uses ultrasonic signal and electro-
magnetic signal to broadcast beacon along with its position. The sending signal
strength Ss of the electromagnetic signal remain fixed. A sensor node receives the
LOS signal if there is no obstacles or reflectors on the direct path, otherwise the
node may receive Non-line-of-sight (NLOS) signal after at most two reflections
according to our model. A node measures the (i) receiving angle of arrival (θ)
of the beacon with the positive x−axis using directional antenna and (ii) RSS
of the electromagnetic signal along with the phase shift. Then it transmits back
the ultrasonic signal with the angle information, received signal strength Sr and
phase shift along the same path using directional antenna. Anchor measures the
angle of arrival (δ) of the beacon using directional antenna while receiving from
the node. It calculates the distance (d) traversed by the beacon using round trip
delay of arrival using TOA technique.

In the paper [5], the algorithm: FindPosition detects position of a node,
based on TOA and AOA measurements techniques under the model which allows
up to one-bound signals which are insufficient in presence of two-bound signal.
We can state the following result from the paper [5].

Result 1. Under the model which allows up to one-bound signal, TOA and AOA
measurement techniques are sufficient to distinguish LOS and one-bound signals.

Theorem 1. (Impossibility) Under the model which allows up to two-bound sig-
nal, the TOA and AOA measurement techniques are insufficient to locate a node
in a specific position with the two-bound signals.

Proof. We consider the case when a node Q receives two-bound signal from an
anchor S. Total distance d (say) is calculated by the anchor S using TOA tech-
nique, which is actually the sum of the three distances, say, d1, d2, d3, where d1,
d2, d3 are the distances from anchor S to first reflecting point P , first reflecting
point to second reflecting point P ′ and second reflecting point to the node Q
respectively. Using AOA technique, angles δ and θ are calculated at S and Q
respectively with positive direction of x−axis in the counter clockwise direction.

Now, we want to prove that for any position of Q within the circle of radius d
centering at S, there exist reflecting points P and P ′ satisfying TOA and AOA
measurements. Look at the Fig. 1 for the proof.

Let Q′ be an arbitrary position of Q such that SQ′ = r < d = ST . SC1 and
Q′C2 are two straight lines such that ∠XSC1 = δ and ∠C2Q

′X ′ = θ, where
X,X ′ are the direction of the positive x-axis. We have to find two points P, P ′

on SC1 and Q′C2 respectively such that SP +PP ′+P ′Q′ = d. From continuity,
we can say there exist a point P such that PQ′ < d− SP . Now our objective is
to find a triangle PP ′Q′ such that PP ′ + P ′Q′ = d − SP . Finding such an P ′

is straight forward from the definition of continuity. So, any point Q′ within the
circle of radius d is a possible position of Q. Hence it is possible to locate Q only
somewhere within the circle of radius d; no further accuracy is possible. ��
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Fig. 1. Figure showing a two-bound signal received by node Q′

2.1 Distinguishing LOS, One-Bound and Two-Bound Signals

To reduce the area (the area within the circle of radius d centering at S, refer
to the Theorem 1) of the possible positions of a node, additional measurement
techniques are needed when a node receives only two-bound signals. So, first we
need to identify the received signal whether it is LOS, one-bound or two-bound.
In this work, to distinguish between LOS and two-bound signals, RSS technique
has been used. We know that a signal experiences a phase shift of π per reflection
from a surface having higher reflective index. Using this property it is possible
to distinguish between one-bound and two-bound signals. RSS technique helps
to reduce the area of the possible positions of a node if the node receives only
two-bound signals.

Theorem 2. An anchor node can distinguish among LOS, one-bound and two-
bound signals from node, if the anchor measures TOA, AOA the phase shift and
signal strength of the received electromagnetic signal.

Proof. Let a node Q receive either the LOS signal or an one-bound signal (Fig.
2a) or a two-bound signal (Fig. 2b).

Let d be the total distance traveled by the signal which is measured using
TOA technique, which can be expressed as follows.

d =
∑

i∈{1,2,3}
di, (1)

where i depends on the number of reflections. The value of i is equal to 1 for
LOS signal, 1 and 2 for one-bound signal, and 1, 2 and 3 for two-bound signal.

The angles δ and θ are also known using AOA technique. For a LOS signal
following eqn. 2 must be true.

θ = δ ± π (2)

But in the case of a two-bound signal as shown in Fig. 2c, eqn. 2 is satisfied. Fig.
2c is a specific configuration of Fig. 2b. So, the two-bound signal of Fig. 2c may
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Fig. 2. Figures showing one-bound and two-bound signals reach to Q

be misinterpreted as a LOS signal. To distinguish between LOS and two-bound
signals, the RSS technique is used. In case of LOS signal the Friis transmission
equation [4] given below is used for RSS technique: Sr = Ss

(
λ

4πd

)n
, where n is

the path loss exponent, in case of multi-path effect the value of n ∈ [2, 6]. In
this paper, we take the value of n is equal to 2. But our algorithm will work
for any specific n depending on the environment in which the sensor network is
deployed. So, the equation for LOS signal is,

Sr = Ss
c

d21
= Ss

c

d2
, (3)

where c is a known constant and Sr is the received signal strength.
In case of one-bound signal as shown in Fig. 2a, the signal travels from S

to Q via the reflecting point P where SP = d1 and PQ = d2. We apply the
Friis transmission equation on the path SP , then S′

r = Ss
c
d2
1
if S′

r is the signal

strength at P . Let h percentage of the signal strength be decreased after reflection
at P . Then Friis transmission equation for the remaining path PQ is Sr =
100−h
100 S′

r
c
d2
2
= 100−h

100 Ss
c2

d2
1d

2
2
, where Sr is the receiving signal strength at Q.

Finally, the Friis transmission equation in case of one-bound (eqn. 4) and
two-bound (eqn. 5) signals are given below.

Sr = Ss
c′2

d21d
2
2

where c′ = c

√
100− h

100
(4)

Sr = Ss
c′′3

d21d
2
2d

2
3

where c′′ = c

(
100− h

100

) 2
3

, (5)

where
∑

i∈{1,2,3} di = d. Now, LOS, one-bound and two-bound signals can be
identified as follows:

If eqn. 2 is satisfied then the signal is either LOS or two-bound, otherwise the
signal is either one-bound or two-bound.
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LOS vs Two-bound: If eqn. 2 holds and the value of d from eqn. 1 also satisfies
eqn. 3, then the receive signal is identified as a LOS signal. Otherwise, it is
a two-bound signal.
There is another possibility that the values of d1, d2, d3 are such that Ss

c
d2 =

Ss
c′′3

d2
1d

2
2d

2
3
, where d = d1 + d2 + d3. In this case the two-bound signal can

be misinterpreted as a LOS signal. This happens if and only if d1d2d3 =
c′′d. But, the conditional probability, P ((d1d2d3 = c′′d)|(d = d1 + d2 + d3))
almost equal to zero, since di for i = 1 to 3 can take any random value in
(0, d), so d = d1 + d2+ d3 actually indicates all the points inside the triangle
formed by the vertices, (d, 0, 0), (0, d, 0), and (0, 0, d), which is a plane, again,
d1d2d3 = c′′d is the equation of a curve inside the triangular area. Hence, we
disregard the possibility all together.

One-bound vs Two-bound: If eqn. 2 does not hold then it must be a one-
bound or a two-bound signal. To identify this signal correctly, we use the
phase shift property. The phase difference of the electromagnetic wave re-
ceived by node Q due to traversal of distance d would be 2πd/λ = φ, where
λ is the wavelength. Divide φ by 2 and find the remainder of the division.
Call the remainder R. Now if the total phase difference is equal to R then the
signal is a two-bound signal. On the other hand, if the total phase difference
is equal to R± 1, then the signal is a one-bound signal. ��

2.2 Locating the Position of a Node

After identifying the signal according to the theorem 2 the value of d1 × d2 is
calculated from eqn. 4 in case of one-bound signal, the value d1 × d2 × d3 is
calculated from eqn. 5 in case of a two-bound signal. In the following discussion
we are going to explain how to find location of a node Q after identifying different
multiple-bound signals.

Case 1: If Q receives one LOS signal then it is sufficient to find the accurate

position of the node Q and which is
(
± d√

1+m2
,± md√

1+m2

)
where d is the direct

distance measured using TOA technique and m = tan δ where δ is the receiving
angle of the reply from Q at S with respect to the counter clockwise direction
of x-axis as done in [5].

Case 2: If Q receives a one-bound signal then position of Q is calculated based
on the values of δ, θ measured using AOA technique and the values of d1 and d2
are calculated from the following two equations:

d = d1 + d2 and d1d2 =

√
c′2

Ss

Sr
(6)

In this case position of Q is

(
± d1√

1+m2
1

± d2√
1+m2

2

,± m1d1√
1+m2

1

± m2d2√
1+m2

2

)
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Although it represents four points, S can find the exact position by choosing
the correct signs using known δi and θi.

Case 3: If Q receives a two-bound signal then exact position of Q is not possible
to calculate, instead of that a bounded area can be calculated for the possible
location of the node Q. We can rewrite eqn. 1 and eqn. 5 as follows:

d = d1 + d2 + d3 and d1d2d3 =

√
c′′3

Ss

Sr
(= k, say) (7)

There is a possibility of infinitely many solutions of d1, d2, d3 for the above two
equations, which indicates that the possible solution of Q is not unique. The
possible solution space of Q always lies within a circle of radius d with the
center at the anchor S. Our objective is to reduce the solution space as much as
possible compared to the whole circle. Eqn. 7 can be viewed as,

d1d2(d− d1 − d2) = k where d1, d2 > 0 (8)

Each point on the curve 8 is a possible value of d1 and d2. We consider only the
positive values of d1 and d2 as they are the distances. Eqn. 8 is symmetric with
respect to d1 and d2 so, if (a, b) is a point satisfying eqn. 8, then so is (b, a).

For a particular solution of eqn. 8, say, d1 and d2, Q lies on the circle with

radius d−d1−d2 and center at

(
± d1√

(1+m2
1)

± d2√
(1+m2

2)
,± m1d1√

(1+m2
1)

± m2d2√
(1+m2

2)

)
as shown in the Fig. 3, where, PP ′′ = P ′Q and P ′′Q = PP ′. Where tan δ = m1

and tan θ = m2. We can choose signs according the known angles.
Based on the above discussion, according to every point (d1, d2) on the curve

(eqn. 8), we can find the center (T1(d1, d2), T2(d1, d2)) of the corresponding circle
as shown in the Fig. 3 using the following linear transformations:

T1(d1, d2) = ± d1√
(1 +m2

1)
± d2√

(1 +m2
2)

T2(d1, d2) = ± m1d1√
(1 +m2

1)
± m2d2√

(1 +m2
2)

(9)

It is easy to check that eqn. 8 is a continuous curve. Since the transformations
of eqn. 9 are linear, so it maps the continuous curve of eqn. 8 to another contin-
uous curve, which is the locus of the centers of all the circles. Hence, the curve
consisting of the centers of all possible circles on which the node Q may lie is
again a continuous curve. Now we look on the range of the radius of the circles.
For the maximum radius we need to find the max(d − d1 − d2) among every
point (d1, d2) on the curve (eqn. 8), which is same as to find the min(d1 + d2).
Similarly, we can find the circle of minimum radius by finding min(d− d1 − d2).

We can find the points (d′1, d
′
2) and (d′′1 , d

′′
2 ) corresponding to the minimum

and maximum values of (d1 + d2) for all (d1, d2) on the curve (eqn. 8), using
Lagrange method of several variables or using some numerical scheme. Now the
radius of the circles are varying from (d− d′′1 − d′′2) to (d− d′1 − d′2) continuously
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Fig. 3. The circle on which the node lies in case of the two-bound signals

over a continuous curve. The area covered by the circumferences of the all circles
is the area where Q lies. The following theorem 3 helps to find the area.

Theorem 3. Let C = (T1(d1, d2), T2(d1, d2)) and C′ = (T1(d
′
1, d

′
2), T2(d

′
1, d

′
2))

be two points corresponding to points (d1, d2) and (d′1, d
′
2) respectively from eqn.

8. Then the circle with center C is contained in the circle with center C′ if
d1 > d′1, d2 > d′2.

Proof. First we have to find the center corresponding to (d1, d2) and (d′1, d
′
2).

There will be several cases.
Case 1: If δ ∈ (0, π/2) ∪ (3π/2, 2π) and θ ∈ (0, π/2) ∪ (3π/2, 2π) then

((T1(d1, d2), T2(d1, d2)) =

(
d1√

(1+m2
1)

− d2√
(1+m2

2)
, m1d1√

(1+m2
1)

− m2d2√
(1+m2

2)

)
and

((T1(d
′
1, d

′
2), T2(d

′
1, d

′
2)) =

(
d′
1√

(1+m2
1)

− d′
2√

(1+m2
2)
,

m1d
′
1√

(1+m2
1)

− m2d
′
2√

(1+m2
2)

)
.

Let Cr = d − d1 − d2 and C′
r = d − d′1 − d′2 be the radius of the circles with

centers C and C′ respectively. (CC′)2 ≤ (d1−d′1)
2+(d2−d′2)

2+2(d1−d′1)(d2−d′2)

if | (1+m1m2)√
(1+m2

1)(1+m2
2)
| < 1 and (d1 − d′1)(d2 − d′2) > 0.

Assume that for some values of m1 and m2,

(
(1+m1m2)√

(1+m2
1)(1+m2

2)

)2

> 1 holds.

That implies (m1 −m2)
2 < 0, which is a contradiction. So, (CC′)2 ≤ {(d1 + d2)

−(d′1+d′2)}2 if (d1−d′1)(d2−d′2) > 0. Implies, CC′+Cr ≤ C′
r if d1 > d′1, d2 > d′2.

Therefore, the circle with center at C is contained in the circle with center at C′

as shown in the Fig. 4a, where C′
r = C′G′ and Cr = CG are the radius of the

circles with center at C′, C respectively.
Case 2: δ ∈ (0, π/2) ∪ (3π/2, 2π) and θ ∈ (π/2, 3π/2)
Case 3: δ ∈ (π/2, 3π/2) and θ ∈ (0, π/2) ∪ (3π/2, 2π)
Case 4: δ ∈ (π/2, 3π/2) and θ ∈ (π/2, 3π/2)

Similar proofs as Case 1. ��
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G′

C′
C

G

X

Y

(a) Figure showing circle with center
at C is lie within the circle with center
at C′, T and T ′ are the points on the
curve (eqn. 8) and C and C′ are the
corresponding centers from eqn. 9

T T ′

X

Y

Γ

T ′′

T ′′′

(b) Figure showing points T =
(xm, ym), T ′ = (x1, y1), T

′′ = (x2, y2),
T ′′′ = (x3, y3) for the curve Γ (eqn. 8)
and corresponding to the circles with
center at C, C1, C2 and C3 respectively

Fig. 4.

2.3 Area Calculation for a Node in Case of Two-Bound Signals

We use the above result of the theorem 3 to cover all the circles on which Q
may lie. Using Lagrange multiplier for several variable or using some numerical
techniques, we can find ym = min{y} and xm = min{x} on eqn. 8. Note that
the values of xm and ym are same due to the symmetric nature of the curve (eqn.
8). Now, if we take the circle with center at (T1(xm, ym), T2(xm, ym)) and radius
d − xm − ym then by the above theorem 3, it includes all the circles (where Q
may lie) corresponding to all other points on eqn. 8. So, the area bounded by the
circle with center at C = (T1(xm, ym), T2(xm, ym)) and radius R = d− xm − ym
is the possible location of Q.

We can further reduce possible area of Q by choosing appropriate numbers
of overlapping circles such that the area of the union of the circles is less com-
pare to the circle with center at C and radius R. Let, we want to cover the
the area by three circles. How to chose three circles (for example, in general
p circles) instead of one circle for reducing the area is given below and corre-
sponding illustration is given in the Fig. 4b. Let C1 = (T1(x1, y1), T2(x1, y1)),
C2 = (T1(x2, y2), T2(x2, y2)) and C3 = (T1(x3, y3), T2(x3, y3)) be centers and R1,
R2 and R3 be the radiuses of the three circles. Now, we have to find three set
of center and radius for the circles. For which we can compute x0 from eqn.
8 corresponding to ym and the interval, x0−xm

3 = u (say). Now x1 = x0 − u,
y1 = ym and R1 = d− x1 − y1 specify the first circle. For second circle we have
to compute y2 = y corresponding to x1 from eqn. 8 and x2 = x1 − u and radius
R2 = d − x2 − y2. Like second circle for the third circle we have to compute
y3 = y corresponding to x2 from eqn. 8 and x3 = x2 − u which is same as xm

and radius R3 = d− x3 − y3.
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With reference to the Fig. 4b we can say that the three circles corresponding
to the points T ′, T ′′ and T ′′′ also covers all the circles as the circle corresponding
to T does. For p > 1, we get lesser area than p = 1. It happens since the radius
of the circle is the largest when p = 1. Since the radius of the circles decreases as
p increases, the efficiency increases with p. Our simulation studies verified result
for p = 1, 2, 3. If Q receives multiple number of two-bound signal from S then
the intersection of the areas calculated using each of the two-bound signal as the
possible position of Q in question. Then center of gravity of the intersected area
can be considered as the approximate position of Q.

3 Proposed Localization Algorithm

System Model: All anchor nodes are equipped with an omnidirectional an-
tenna for sending beacons and also a directional antenna for the measurement of
AOA of a signal from other sensor nodes. Other sensor nodes are equipped with
directional antennas to avoid collision when it receives more than one beacon
from an anchor coming through different paths at different angles. An anchor is
said to be a neighbor of another anchor if it is located within twice the trans-
mission range of the second anchor. Anchor nodes are synchronized with some
global clock (possibly through GPS) such that at a time only one anchor sends
a beacon to avoid collision with the beacons from the neighboring anchors. This
ensures that a receiving sensor node receives only one beacon at a time from a
particular anchor.

The Algorithm: Based on the above discussions, Algorithm LocalizeNode
given below finds the position of a sensor node Q using the beacon signals from
an anchor S. Q may receive either the LOS signal from S and/or it may receive
one or more reflected signals from S.

4 Simulation Results

We have simulated for the case of two-bound signals by randomly deployed nodes
and reflectors over a square field. We have chosen the location of the anchor at
a corner of the square which is considered as origin of the common coordinate
system. If total distance traveled by a two-bound signal is d then possible position
of the node is inside the circle of area πd2, which is the red (largest) circle shown
in the Fig. 5.

But we have found the possible area as π(d − xm − ym)2 for Q which is the
black (second largest) circle. The area surrounded by the black circle is much
less than the red circle. Simulation results in Fig. 5 show that if we cover the
area by two (pink-dotted) or three (blue-dotted) circles, then area of presence
can be further reduced as discussed in the section 2.3. The union of infinitely
many green circles in Fig. 5 (in the figure finitely many green circles are drawn
where as theoretically there is infinitely many green circles) is the exact area of
presence of the node which we try to cover by finite circles. For each run of our
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Algorithm 1: LocalizeNode

1: Anchor S sends two beacons by omnidirectional antenna with <anchor id> first,
using electromagnetic signal and second, using ultrasonic signal.

2: for each sensor node Q who hears the beacons do
3: Receives electromagnetic signal and measures receiving signal strength Sr and

the phase shift φ of the electromagnetic signal.
4: Measures the angles of arrival (θ) of the ultrasonic signal and transmits back

<node id, θ, Sr, φ> to S via the same path.
5: end for
6: S measures the angles of arrival (δ) while receiving the reply and computes the

corresponding distances (d) traveled by the beacon by measuring the TOA.
7: S detect the signal as LOS, one-bound or two-bound using Theorem 2.
8: If the signal is LOS then position of Q is calculated accurately using δ and d (Ref.

Case 1 of Sec 2.2).
9: If the signal is one-bound then using RSS method it gets another eqn. 4 and

solves eqn. 6. Then using the angles δ and θ, it finds the position of Q accurately
(Ref. Case 2 of Sec 2.2).

10: If the signal is two-bound then it calculate xm from eqn. 8. Then it transforms
the point (xm, ym) to (T1(xm, ym), T2(xm, ym)). The area surrounded by the circle
with center at (T1(xm, ym), T2(xm, ym)) and radius d− xm − ym is the possible
location of Q. Lesser area is obtained using more than one circles (Ref. Sec 2.3).

11: If Q receives multiple number of two-bound signals the intersection of all such
areas (calculated in the preceding step 10) is the position of Q.

Fig. 5. In this figure a sensor node Q may lie on any one of the green circle, where
internal green circles are inscribed in the union of three blue circles, the union of the
blue circles is inscribed in the union of two pink circles and which is also inscribed in
the larger black circle.

simulation 100 to 1000 two-bound signals are generated. The average reduced
area is calculated for one circle, two circles and three circles, respectively as
(explained in the section 2.3). The table 1 is showing the area reduced by our
proposed algorithm for locating the position of a node with two-bound signals.
On an average 63% area has reduced when one circle is used and 67% area has
reduced when three circles are used to locate position of a node.
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Table 1. % of average area reduced using one circle, two and three circles to locate
position of a node with two bound signals

No of Runs → 1 2 3 4 5 6 7 8 9

% of average area
reduced using (↓)
one circle 63.80 63.39 62.91 63.74 64.01 63.44 63.57 63.18 64.12
two circles 65.56 65.12 64.92 65.11 65.78 65.37 65.91 64.89 66.07
three circles 66.71 66.39 65.98 66.34 67.17 66.85 66.48 66.13 67.82

5 Conclusions and Future Works

In this paper we have proposed a localization algorithm under a model where
multiple-bound (up to two-bound) signals are allowed. The proposed algorithm
distinguishes LOS, one-bound and two-bound signals. In case of LOS and one-
bound, accurate positioning for a node is possible whereas in case of two-bound
signal accurate positioning is not possible. Our proposed algorithm finds an
area for the possible location of a node. Our simulation results show that our
algorithm reduces 67% of the area calculated by any algorithm using AOA and
ToA measurements to locate the position of the node.

In case of secure localization, if some malicious nodes report some faking
position which lies outside of the area calculated by our algorithm as the possible
area of presence of the node, then detection of such nodes are possible. In future
we will try to solve the localization problem under a more practical model where
we can allow more than two-bound signals.

References
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Abstract. P2P networking has emerged as a successful Internet based compu-
ting paradigm, which can provide an inexpensive platform for distributed  
computing. The success of P2P network is directly affected by the selfish beha-
viours of the peers of the P2P network. To solve this issue, we propose a mod-
ified grade based incentive mechanism to reward the cooperating peers and to 
encourage the free rider to become a good contributor based on the peer contri-
bution to network function. Further if the free rider continues to act against the 
principles of P2P network, it will lose its credit points and eventually it will be 
eliminated from the P2P network. It also addresses the issue of starvation and 
introduces the mechanism of trading of incentives to avoid starvation. We de-
sign a simulation to verify this approach and the results shows the improvement 
of fairness in resource sharing and robustness in P2P network. 

Keywords:  P2P, free-rider, fairness, Credit points, starvation, Grade 

1 Introduction 

Peer-To-Peer(P2P) systems are distributed systems which consist of thousands of 
interconnected heterogeneous nodes. These heterogeneous nodes can join or exit from 
P2P systems without any control. Main principles of P2P systems are self-organizing, 
and adapt to changing peer populations while providing services for content sharing 
and personal communications without requiring the support of centralized server or 
authority. Unlike Client/Server models, each node in a P2P system plays the role of a 
client as well as a server.  These heterogeneous nodes share a part of their resources 
such as content, CPU cycles, storage and bandwidth etc[1].  

P2P systems performance is plagued by many problems. One of which is the free-
riding problem. A free rider is a peer that uses the file-sharing application to access 
content from others but does not contribute content to the same degree to the commu-
nity of peers. Each node has a different character or has their own functions and also 
they belong to different organizations and individuals with different interests. Here an 
effective cooperative mechanism is lacking, and the nodes think of their own interests 
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without doing anything for the benefit of P2P system which leads to the above said 
problem.  

The rest of the paper is organized as follows. Section 2 explores some of the prior 
research works and related statistics. Section 3 describes the modified grading ap-
proach with the necessary and sufficient rules to promote fairness among peers in the 
P2P network.  Section 4 shows the mathematical trace of the proposed system. In 
Section 5, principles behind trading of incentives are explained. In section 6 the simu-
lation and modular diagram of the simulator along with the results are discussed and 
compared with the already available techniques to show the efficiency of the grading 
approach. The paper ends with conclusion and future work in section 7.  

2 Previous Work and Related Statistics  

An experimental evaluation on Gnutella [2] [3] indicates that 66% of users share no 
file. 47% of the entire download is from the top 1% of users. 99% of the download is 
from the top 25% of users. It is due to the absence of a mechanism to monitor the 
behaviour of any user in a P2P network which increases the possibility of free riding.     
Bit Torrent [4], a popular file sharing application, uses a variant of Tit-for-Tat strate-
gy. Though it works well with peers having transaction history, it has serious limita-
tions with newly entered peers. Newly entered peers have to produce some blocks 
initially to start the transaction. A free-rider who is not willing to share his blocks will 
cheat the newly entered peers by collecting the initial blocks they share. Also, if the 
newly entered peers at the beginning have no blocks to produce, then the peers will be 
put in a situation in which they cannot even participate in the transaction itself. This 
situation is called starvation [5]. It also fails to deal with zero-cost identity or white 
washing [6] which occurs when users change their identity and act as new comers or 
strangers in order to get away from the penalty imposed by the network. Asymmetric 
Transactions are not addressed by Tit-for-Tat strategy (i.e. how other peers have indi-
rectly taken part in contributing to it).  

In [7], an Adaptive Stranger policy is used to deal with zero cost identity. This pol-
icy works fully on suspicions and can fail to trust the strangers who are really good. In 
subjective reputation [8], a mechanism was designed to reduce the effect of Colluders 
who make a false representation of themselves in order to receive benefits from the 
network, by making each user to rate the other users transacted with it. Here the limi-
tation is that it doesn’t have a mechanism to detect the users who make a false rating 
of one another. In monetary payment scheme [9], the point-based mechanism is intro-
duced. Peers receive points either with cash or by contributing to the network. But, 
the difficulty with this system is that a separate accounting system has to be main-
tained and it suffers from scalability issues. The incentive mechanism in [10] is based 
on user generosity to raise the cooperation among users. Some mechanisms try to 
prevent free riding by exchanging the bandwidth [11]. An experimental study of Bit 
Torrent [12] says, free riders are not penalized and high contributing peers are not 
honoured or encouraged. 
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3 Modified Grading Approach 

In this paper, a modified grade based approach is proposed where the Peer Contribu-
tion to the Network determines the contribution of each peer to the entire network and 
based on the calculated PCN value, each peer is given a grade. The Grade determines 
the amount of Credit Points (CP) that the Peer has to receive or spend for each unit of 
data transfer. After uploading or downloading each unit of data, the PCN value is 
recalculated and the peer switches between different grades respectively. The peer is 
allowed to download only if it has sufficient CP with respect to its grade. peers should 
be motivated purely based on its contribution and no initial free credits points will be 
provided for newly entered peer to prevent free rider. Following subsection defines 
some keys to determine the credit points and grade, to be granted for peers and then 
explains the Grading approach. 

3.1 Terminologies 

The following terms are used in the modified Grading approach, 

1) Peer Contribution to Network (PCN): The proposed PCN (Peer Con-
tribution to Network) determines the contribution of the Peer to the entire 
network. 

     
  

2)   Grade: The grade is allotted to the peer based on the calculated PCN 
value. It determines the amount of Credit Points (CP) that 

                •     will be given to the peer for uploading 1 unit (e.g. 
1MB) of data. 
                •      will be deducted from the peer for downloading 1 
unit of data. 
3) Credit Points (CP): Based on the grade, the Credit Points are provided 

accordingly. The peer is allowed to trade only with this CP. Downloading 
the data will decrease the CP and uploading the data will increase the CP. 

4) Total Uploaded (TU):  The Total Uploaded (TU) determines the total 
amount of data uploaded by the peer to all the peers connected globally, 
since the peer entered into the network. 

5) Total Downloaded (TD):  The Total Downloaded (TD) determines the 
total amount of data downloaded by the peer from all the peers connected 
globally, since the peer entered into the network. 

3.2 Steps to Determine Grade and Credit Points 

The following steps are adopted to determine the grade of the peer. These calculations 
are repeated by the network every time after uploading or downloading 1 unit of data. 

• Calculate the total uploaded (TU) amount and the total downloaded (TD) 
amount of the peer since the peer joined the network. 

oadedTotalDownldedTotalUploa

dedTotalUploa
PCN

+
=
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                 = puTU             = pdTD
  

 

Where ∑pu denotes the total amount of data uploaded by the peer P and 
∑pd denotes the total amount of data downloaded by the peer P. 

• Calculate the Peer Contribution to Network (PCN) of the peer.    

               Ppcn =      = 
where Ppcn denotes the contribution of the peer to the entire network. 
Modified grade based approach follows the following principle 

 

Ppcn = o;      for TU =0 and TD 
= 0 

 

Ppcn = ;       other-

wise  
• Allot the grade to the peer with respect to the calculated PCN value  

Pg  = 

1                  1 ≥ Ppcn > 0.75 

2                 0.75 ≥ Ppcn > 0.5 

3                 0.5 ≥ Ppcn > 0.25 

4                 0.25 ≥ Ppcn > 0 

where Pg denotes the grade of the peer P based on the calculated Ppcn. 
Fairness rule for any peer in P2P network is listed as follows. 

•     The peer’s credit points (CP) should be increased when it shares 
or uploads data to the network. 

•    The peer’s credit points (CP) should be decreased when it 
consumes or downloads data from the network. 

• CUg= Credit points rewarded for uploading 1 unit of data in Grade g where g 
= 1, 2, 3, 4 which takes the value as given below. 
  The peer in the higher grade should get 

more credit points (CP) for uploading 
data than the peer in the lower grade i.e. 
Credit Points given for uploading in 
Grade g > Credit Points given for up  
loading in Grade g+1, where  g =1, 2, 3, 

4. Also, CDg = Credit points detected for downloading in Grade g, where g = 
1, 2, 3, 4 which takes the value as shown below. 
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The peer in the lower grade should lose 
more credit points for downloading data 
than the peer in the higher grade. i.e. Credit 
Points deducted for downloading in Grade 
g < Credit Points deducted for download      

                                                        ing in Grade g+1, where  g =1, 2, 3, 4. 
• Calculate the total credit points available (CPavail) subsequently for uploading 

or downloading 1 unit of data. 
For uploading one unit of data to the network, CPavail =CPavail + CUg  

      For downloading one unit of data from the network, CPavail =CPavail + CDg  

3.3 Transaction Procedure 

1. Search for peers who have files the downloader needs. 
Let α be the size of the file (in units) to be downloaded and Dmax being 

the maximum units a peer can download from other peers. Then the size of 
the file to be downloaded should be between 0 and Dmax. i.e. 0 < α < Dmax 

where,  
g

avail

CD

CP
D =max  

Since   the   CPavail and grade will change after downloading each unit 
of data, we cannot exactly predict the value of α. However, the prediction of 
α helps the peer to understand the necessity of  peer to stay in the higher 
grade.  

2. If the downloading peer has sufficient credit points (CP) to download each 
unit of data, with respect to its grade, then the requested unit of data can be 
downloaded from the selected peer. 

3. If the downloading peer has insufficient credit points (CP) to download a 
unit of data with respect to its grade (i.e. Dmax < 1), then the peer must upl-
oad some units of data which will yield the required Credit Points (CP) to 
continue downloading.   

3.4 Starvation 

Starvation is defined as a situation where a newly entered peer waits indefinitely 
due to unavailability of a file or data to upload to the P2P network, or as a result of 
initial zero credit point availability for newcomers. Starvation happens in two [15] 
instances. 

• First instance occurs when a new peer joins the network with zero credit 
points, (i.e. TU = 0 and TD = 0) has no file of interest by any peer, thus 
unable to earn any credit points, eventually ending in starvation.  

• Second instance occurs when an old peer acting against the principle of 
P2P network (i.e. downloading more data than uploading) quickly de-
pletes all its credit points leading to starvation. 
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4 Mathematical Trace of the Proposed System 

4.1 Transaction of a Newly Joined Peer 

Assume that initial stage of a newly joined peer is in 4th grade, and a peer requires 2 
CP to download 1 unit. Since his CPavail is 0, he cannot download and can only upl-
oad. He has not yet uploaded as well as downloaded, so his TU is 0, TD is 0 and PCN 
is 0. In stage 2, the peer uploads 1 unit of data, he receives 0.5 CP. His TU increases 
to 1 and TD remains in 0. PCN is equal to 1 and his grade changes to 1st grade. His 
Dmax=1 i.e. he can download 1 unit of data. In stage 3, the peer uploads another 1 
unit of data. He has 2.5 CP. With 2.5 CP, his Dmax=5 i.e. he can download  
 

Table 1. Summary of the transaction of a newly joined peer 

Stage 
No. 

 
Comment 

Total 
Upl-

oad(TU) 

Total 
Download 

(TD) 

 
PCN 

Credit 
points 

(CPavail) 

 
Grad

e 
1 Initial stage of 

the peer 
0 0 0 0 4 

2 Uploads 1 unit 
of data 

1 0 1 0.5 1 

3 Uploads another      
  1unit of data 

2 0 1 2.5 1 

4 Downloads 1 
unit of data 

2 1 0.66 2 2 

5 Downloads another 
1 unit of data 

2 2     0.5 1 3 

 
5 units of data, since 1st  grade requires just 0.5 CP to download 1 Unit. In stage 4, 
the peer now downloads 1 unit of data. He now loses 0.5 CP, since 1st grade demands 
0.5 CP to download per unit of data. He has downloaded 1 unit of data, so his TD 
increases by 1. Now his PCN is recalculated which is 0.66. The peer degrades to 2nd  
grade. With 2CP, his Dmax=2 i.e. he can download 2 units of data, since 2nd grade 
demands just 1 CP to download 1 unit of data. In the beginning, it may seem that the 
peer hit 1st grade quickly with little effort. To retain the 1st grade, it should keep its 
PCN value greater than 0.75, which is possible only by maintaining his TU far greater 
than the TD. In stage 5, the peer downloads another 1 unit of data. His TD increases 
by 1. Now the PCN is recalculated which is 0.5. The Peer degrades to 3rd grade. With 
1 CP, he cannot download even a single unit of data due to the insufficient amount of 
CP, since 3rd grade demands 1.5 CP to download 1 unit of data. All the above scena-
rios are shown in table 1.Thus the grading approach effectively keeps the free rider 
out of the P2P network and prevents the normal user from turning into a free-rider.  

4.2 Transaction of a Good Contributor Peer 

At some time t, since the peer is a good contributor let us assume that in initial stage, 
he is in 1st grade. Since he is a good contributor, he might have been in the 1st  grade 
for a long duration, and so, for uploading each unit, he might have got 2 CPs. So let 
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us assume that he has 5000 CP by uploading 2500 Units by remaining in the 1st  
grade. Let us assume that his TU is now 6,000 units.  Let us also assume that his TD 
is now only 1,000 Units. Now his PCN is 0.86 . Since he is in 1st grade, with 5,000 
CPs, his Dmax=10,000 units i.e. he can now download 10,000 units of data, unless his 
PCN falls below 0.75. In stage 2, the peer downloads 1 unit of data, so its TD now 
becomes 1001. He loses 0.5 CP, since 1st grade demands 0.5 CP to download 1 unit. 
Now his PCN is recalculated which is 0.857 that is greater than 0.75, so he retains his 
grade. His Dmax=9,999 units i.e. he can now download 9,999 units of data with the 
available 4999.5 CPs, since 1st  grade demands 0.5 CP to download per unit. In stage 
3, the peer downloads another 998 units of data. It can be clearly said that for each 
unit of data downloaded by the good contributor, his PCN decreases gradually only in  

Table 2. Summary of a transaction of a good contributor peer 

Stage 
No. 

 
Comment 

Total 
Upl-

oad(TU) 

Total 
Download 

(TD) 

 
PCN 

Credit 
points 

(CPavail) 

 
Grade 

1 Initial stage of 

the peer 
6000 1000    0.86 5000 1 

2 Downloads 1 

unit of data 
6000 1001 0.857 4999.5 1 

3 Downloads another   

  998 units of data 
6000 1999 0.7501 4500.5 1 

4 Downloads another 

1 unit of data 
6000 2000 0.75 4500 2 

 
fractions. He enjoys the benefits of the 1st grade for a very long time. It will be cut off 
only when his PCN value falls below 0.76. In stage 3, let us assume that the Good 
contributor has been downloading data and not been uploading any unit after since 
TU=6000. He now downloads 998 units of data, so his TD is now 1999. Now his 
PCN is recalculated which is 0.7501. The Peer is still in 1st grade, and he has 4500.5 
CPs. So, he can download 9001 units of data, since, 1st  grade requires just 0.5 CP to 
download 1 unit of data. In stage 4, he downloads another 1 unit of data and his TD 
increases by 1. Now his PCN is recalculated which is 0.75, and he drops to the 2nd 
grade. The peer is now in 2nd grade, and the he has 4500 CPs. With 4500, he can 
download only 4500 units of data, since 2nd grade demands 1 CP to download 1 Unit. 
All the above scenarios are clearly shown in table 2. 

5 Trading Mechanism of the Proposed System 

Starvation is defined as a situation where a newly entered peer waits indefinitely due 
to unavailability of a file or data to upload to the P2P network, or as a result of initial 
zero credit point availability for newcomers. To overcome starvation, it should use the 
following technique discussed below.  
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Let us assume that Pi is a newly entered peer trying to download its required file 
Fr. Since its TUpi=0,  TDpi= 0 and CPpi = 0 and Pi has no file to upload to earn credit 
points CP, starvation occurs for Pi . 

Where TUpi is the total number of units uploaded by peer Pi 
            TDpi  is the total number of units downloaded by peer Pi 
      and CPpi is the total number of credit points earned  by peer Pi 

Let C be the downloading peer and table 3 shows the list of all the uploading peers 
who have the file searched by peer C. From the table it is clear that, Peer D, peer G 
and peer Pi are in the last grade with different credit points. So C can choose among 
the peers in the last grade i.e. grade 4 with less credit points. So by making peer C to 
choose or give priority to peer Pi for downloading its required file Fr, (provided it has 
the required file) we can prevent starvation for any new comer like Pi. This approach 
can efficiently prevent starvation since the grades constantly change. 

Table 3. Grades with credit points of uploading peers 

 Consider a newly entered peer Pi is in 
urgent need of a file Fh due to some 
emergency situation. It can’t wait for 
few minutes to earn credit points and 
download the required file. If the peer Pi 
is able to wait for some time, then it can 
allow the Peer Pi to download the in-
complete version of the Hot File in the 
P2P network and earn credit points [16].  

 
In order to give solution to this scenario, we propose an incentive trading mecha-

nism. Using this trading mechanism a peer can effectively borrow credit points from 
another Peer. Using this borrowed credit point, the Peer can start downloading its 
required file Fr. Later, it can repay the borrowed CP to the Lender peer either with 
interest or by cash.  

The reason why we choose grade based incentive mechanism among several avail-
able incentive mechanism because, to implement a credit point trading mechanism, 
the P2P network must be free of free-riders. Since a free rider may borrow some cre-
dit points from a lending peer & may disappear without repaying the borrowed credit 
points. No other incentive mechanism provides an effective solution like the grade 
based incentive mechanism, for keeping the P2P network free of free riders.  

The existing grade based incentive mechanism [16] uses four grades: grade-1, 
grade-2, grade-3 & grade-4. However we can simplify this 4 grade mechanism into a 
three grade mechanism: grade-1 (NCR(Network Contribution Ratio) > 1), grade-2 
(NCR=1) & grade-3 (NCR<1). But in this three grade mechanism, grade-2 is almost 
theoretical & cannot be practical. Because NCR will be equal to 1 only for a very 
fraction of time, since the total units uploaded (TU) is not always equal to total units 
downloaded (TD). Sometimes they may be equal, but only for a negligible amount of 
time. So grade-2 is meaningless and we can remove it from the three grade mechan-
ism and we can convert it into a two grade mechanism with only grade-1 (NCR>1) & 

Peer Grade Credit points 

A 1 4000 
B 2 3000 
E 2 2800 
F 3 1500 

D 4 500 
G 4 200 
Pi 4 0 
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Grade-2 (NCR=<1). But still there is a problem in this two grade mechanism. Since it 
does not differentiate a very good contributor from a good contributor. The four grade 
mechanism on the other hand provides clear separation of peers from excellent con-
tributor to Bad Contributor. So use it for trading of incentives. 

The following few changes should be made to make the four grade mechanism 
more effective. In the existing four grade mechanism, NCR is calculated using the 
formula NCR=TU/TD. Now we are changing it into PCN=TU/(TU+TD) for better 
grade allocation and accurate grade calculation. Since TU/(TU+TD) no longer mean a 
ratio, we are now changing the term Network contribution Ratio (NCR) to Peer’s 
Contribution to the Network (PCN) therefore PCN=TU/(TU+TD). 

The trading mechanism works when a Peer (Lp) is willing to sell its credit points to 
another peer who is in need of credit points. The lending peer first advertises the 
number of credit points it is willing to sell along with a fixed interest rate during re-
payment as shown in table 4.  

Table 4. Credit point auction advertisement for all peers 

Those lending CP are then de-
ducted from the lending peer’s 
available CP. The deducted CP are 
converted according to the grade 
of the borrower Peer. The conver-
sion table is shown in table 5.  

 

Table 5. Credit point conversion chart 

    Borrower 
Lender 

Grade 1 Grade 2 Grade 3 Grade 4 

Grade 1 LCP x 1 LCP x 2 LCP x 3 LCP x 4 
Grade 2 LCP x 1/2 LCP x 1 LCP x 3/2 LCP x 2 
Grade 3 LCP x 1/3 LCP x 2/3 LCP x 1 LCP x 1/2 
Grade 4 LCP x 1/4 LCP x 1/2 LCP x 3/4 LCP x 1 

 
If a peer borrows CP from the same grade no conversion is required. If a peer bor-

rows CP from another peer who is from a different grade, then the borrowed CP will 
be converted according to the value given in table 5 & then added up with the availa-
ble credit points.For example if a Peer Pi which is in grade-4 borrows some credit 
points (LCP) from a peer Pj belonging to grade-1 then the Piavail = Piavail + (LCP * 4) 
as shown in the table 5. 

The trading mechanism effectively solves the starvation problem but however in-
troduces a new breed of free riders into the P2P network whom may borrow credit 
points from the lender peer and may disappear. To avoid this kind of free riding, the 
borrowing peer Bp should pay a caution deposit to a third party mediator. If the bor-
rower is not able to return the borrowed credit points along with the interest within the 
dead line, the caution deposit in the mediator should be transferred to the lending Peer 
Lp. To achieve this, every lender should advertise the credit points it is willing to lend 

  Peer    
Grade 

Credit point Interest 

A 1 100    10 % 
B 2 100    7.5 % 
C 3 100    12 % 
D 4 100     9 % 
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along with the interest, dead line to repay, the debt & the safety deposit amount to be 
paid to the mediator. An example is shown table 6. The peers will trade the credit 
points. Newly entered peer can pay and purchase some credit points according to its 
need. Now the peer Pi can start downloading its required file immediately. 

Table 6. Credit point auction advertisement for all peers 

Peer Grade Credit point Interest Deadline Safety Deposit 
A 1 2000 10% 3 months $ 100 
B 2 1200 12% 4 months $ 50 
E 2 1000 8% 1 month $ 40 
F 3 500 15% 6 months $ 20 
D 4 300 9 % 1 month $ 10 
G 4 100 6% 15 days $ 5 

6 Simulation Results and Discussion 

The proposed model was prototyped using C# in .net framework 4 environment. The 
model was setup in a 100 node setup. In this simulation, a peer Pi will perform 5 main 
events. 

6.1 Simulator Events and Actions 

1) Peer Identification: In this event, a new comer Pi tries to join the P2P net-
work. It advertises its availability by sending an “announce” message to all the 
peers in the multicast domain. Already existing peers add new comer Pi and ac-
knowledge it by unicasting their details to Pi which helps the peer Pi to maintain a 
currently available peer list. 
2) Peer Removal:   In this event, a peer Pi which is already available in the 
P2P network tries to leave the P2P network. It achieves this action by sending a 
“de-announce” message to all the peers in the multicast domain so that the exist-
ing peers in the P2P network remove the peer Pi from their peer list. 
3) File List Update: This event helps the existing peers in the P2P network to 
update the shared file list of Pi. It is made possible by the peer Pi through re-
announce message to all peers in the multicast domain. 
4) Removing Obsolete Peers: In P2P network, without any control a peer Pi 
may join or leave the network. To identify the current available peers in the net-
work and removing the absolute peers, peer Pi sends a “prove” message once in 
every n seconds to all peers in its peer list. Peers available in the peer list and P2P 
network will respond by sending an acknowledge message to the peer Pi and the 
unacknowledged peer will be removed. 
5) Peer Starves: First the lending peer sends or broadcast a trade message to all 
peers in its peer list and the starving peers among receiving peers of the trade mes-
sage will respond according to the incentive selling information. Then the borrow-
ing peer chooses the best deal among received trade data and performs the trading 
with it. Finally the borrowing peer sends a locked message to all other peers in the 
peer list so that no other peer will try to purchase it. The borrowed peer must re-
pay the credit point along with the interest or it will lose its safety deposit. 
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6.2 Modular Representation of the Simulator 

After the P2P network got initialized and stabilized, a new peer Pi may want to join 
with zero credit point or an old peer Pj may rejoin with some amount of credit point. 
All the tasks mentioned above are dealt in the start up module shown in figure 1.The 
new peer Pi may face starvation if it has no file to share and unable to earn credit  
points. The starvation can be avoided by borrowing incentives from other peers which 
enables the starved peer to download the required file.After joining the P2P network, 
a peer may wish to download a required file. It checks the availability of the file in the 
P2P network by using the P2P network browser. As a result, it will get the list of 
peers having the required file. These tasks are performed in P2P network file browser 
module. Now the peer may start its download or upload which is dealt in the file 
transfer module. After every unit of download or upload, the TU and TD values are 
recalculated to audit the amount of data transfer in the accounting TU and TD module. 
Using these values, Peer Contribution to Network (PCN) value is calculated.  

Based on PCN value, grade is allotted for every peer in the grade allotment mod-
ule. Next credit points available (CPavail) for a peer Pi are calculated followed by Dmax 

calculation. Data transfer of the peer Pi is allowed or restricted based on Dmax value. If 
more credit points are still available, the control will be flown back to start another  
unit of data transfer. This process will continue until the entire required file is 
downloaded or the peer’s download gets denied due to insufficient credit points. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Modular Diagram of the Simulator 
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Consider a P2P sytem with peer A and peer B trying to upload unnecessary files to 

each other. By using this technique, they try to increase the contribution ratio and get  
benefitted from the network. This is possible in adaptive stranger policy and also it 
doubts good contributor.  

On the other hand, grade based approach tackles this problem by increasing the CP 
when a peer uploads and decrease the CP when peer downloads i.e. if A’s CP increases, 
B’s CP decreases and vice versa. This will maintain fairness in the network and there is 
no need to trust or test good or bad strangers since it is shown by its credit points and its 
grade.  

6.4 Advantages of the Proposed System over other Incentive Mechanism  

1) Eliminates free rider   
2) Transaction procedure is simple and easy to implement  
3) It requires less memory   
4) No faking of user is possible  
5) Encourages free rider to become good contributor  
6) Fairness is well maintained   
7) Prevents starvation thoroughly. 

7 Conclusion and Future Work 

The proposed Grading approach, almost efficiently deals with free rider challenges 
faced by the P2P network. There are also some security problems to be considered 
which may completely retard the growth of the P2P network, and so an effective 
mechanism can be developed in the future to enhance the secure transmission of data. 
Also, the peers may upload some files which are of no use and may gain more CP. 
Though there are various rating mechanisms which rate the files, most approaches 
rate the file on the user’s perspective. So the future work is to encourage the peers 
sharing the rarest or most important files which are not easily available. This grading 
mechanism does not function well for live streaming. Future work is to find an incen-
tive mechanism for live streaming and merge with this grade based approach. The 
Grading approach, thus completely eliminates the free-riders by forcing them to share 
their resources and encourage the high contributed peers by making them stay in the 
top grade and thereby enjoying the benefits of it. 
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Abstract. Social networking has evolved as a basic amenity in today’s intercon-
nected world. Users of social media tools do not always keep up with privacy poli-
cies and its adverse effects. It is very common that even experienced users are often 
caught unaware of actions that happen behind the interface screens of their inter-
connection devices. Many-a-time mobile application developers take advantage of 
such user complacency and leak location information from the device (and hence 
information about the user) to other applications. Though there has been considera-
ble alerts raised on the issue of location information leakage, there are situations 
wherein applications sneak through these ‘walls’ and connect with devices / appli-
cations to extract / query desired information from the firmware. In this work, we 
provide a in-depth review of literature on this emerging area of social interest, and 
propose a four-layer context-based authentication framework (4-CBAF) to address 
location privacy concerns. The 4-CBAF framework provides a facility for users to 
share pertinent information only if the user specifically authorizes such information 
sharing. The 4-CBAF is intelligent enough to reduce the number of human inter-
ventions that a user should attend to. The effectiveness of the proposed 4-CBAF is 
also demonstrated for check-in application for Facebook using smart devices. 

Keywords: Location, Privacy, multi-level authentication, Context, Mobile. 

1 Introduction 

Today’s sophisticated mobile technologies makes modern civilization to realize the 
world as a small and intensely interactive entity. An individual’s geographical loca-
tion at a point in time is thus by-and-large easily accessible. The major disadvantage 
with the adoption of such technology is the unpredictable and inadvertent disclosure 
of private information; in this work we are concerned with location disclosure.  
Privacy leakage and discovery of personalized data poses a major threat to users by 
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allowing the use of the referring mobile device as a location tracker. In [11], the au-
thors identify thirteen major issues related to this technical approach. Location based 
tracking systems use various techniques to keep track of location information of users 
which in turn increases the risk on the misuse of private and secure information of 
individuals [12]. In addition to tracking individual location, estimation of location 
also may create severe privacy risks such that all comprehensive available records of 
location data produce nearly accurate predictions about the user [13]. There are tech-
niques to assemble public information to produce private information though the pri-
vate variable is not explicitly leaked to intruder. Information flow models attempted 
to address these issues in such cases. 

Despite economic downturns, the advances and proliferation of mobile devices has 
continued to be on the rise, and is one of the most pervasive consumer electronic de-
vices to expand unsurpassed global penetration during the past decade. Global Posi-
tioning System (GPS) have matured as a standard for smart mobile devices. Advances 
in mobile computing technology have enabled users to adopt location based services 
(LBSs) for routine activities. Individuals and organizations are leveraging location 
information for heuristics and investigative analysis [3]. LBSs through its accompany-
ing suite of tools have attracted customers and hence become very popular within a 
short time.  Some of the LBSs include Google Latitude, FindMyFriends, GeoMe, 
CouponApp, etc.  

In general, LBS applications accumulate location information for an arbitrarily long 
time to provide attractive services to their users. However, they raise doubts in the 
user’s mind about the exact nature and limitations of their individual privacy.  It is not 
that every time a user may wish to divulge her/his location information to these appli-
cations or other individuals. The key problem hence is to provide support for occasion-
al location information disclosure while also supporting contextual blocking of track-
ing users continuously [2]. These problems have led to several studies about privacy of 
location in mobile devices. Policies indicate that device manufacturers should design 
devices to support privacy-enabling and provide user-based control to individuals for 
selective sharing of location information. The study recommends mobile operating 
system providers to include necessary tools for privacy protection. Upon complaints 
from customers and legal recommendation from federal governments, all the mobile 
OSs allow users to select applications to access location data (eg. GPS).  Selective 
access to applications is often sufficient in many instances. However, such technology 
is not yet clearly capable of contextual selection of access grants for applications that 
interact with these selective applications due to an open API structure for add-on appli-
cations development. In this paper, we propose a framework to incorporate a 4-layer 
context based authentication framework (4-CBAF) to address such elevated concerns 
in mobile environments. 

The proposed 4-CBAF introduces a component that authenticates and authorizes 
requests from applications to access location information. The 4-CBAF component 
inherits properties from layered authentication proposed in [10]. The primary objective 
of the component is to authorize location information access. The layered approach 
distinguishes functionality of authentication, authorization and context based authori-
zation in achieving the purpose. Each layer serves a distinct purpose and in all they 
verify “who are you, what you know, what you have, what is the purpose”. The priva-
cy components 4-CBAF not only verifies the requesting application validity but also 
verifies whether the application is legal to access location information at the given 
context. The decisions are based on policies devised in the component. The policies are 
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dynamic and can be updated upon demand. This paper discusses the feasibility of the 
4-CBAF framework in mobile devices. The outcomes of our exploratory study are the 
following: 

• Identify privacy leakage of location information in mobile device applications 
• Proposed a component architecture, 4-CBAF, to address the privacy issue 
• Demonstrate that the improvements differ from current state-of-art technologies in 

accessing location information  
• Discuss the feasibility of the proposed solution in real-time check-in application 

for Facebook in mobile devices. 

The rest of the paper is organized as following. Related work is discussed in Section 
II. Existing location information privacy tools are discussed in Section III, and the 
proposed 4-CBAF component is illustrated in Section IV. Its feasibility in real-time 
application usage in presented in Section V, which is followed by conclusions and 
future work in Section 6.  

2 Related Work 

Several researchers have argued that when the collection of location information can 
cause a violation of privacy, suggested consent is necessary [30]. Users who share 
their location information often realize late that it may have impact on sensitivities 
within their culture and society [14]. There are tools to ease the sharing, such as 
GTWhois [15] and Visual Route [16], from where an intruder can collect users’ loca-
tion information such as IP address, email address and ISP. Although these variables 
cannot be used to derive accurate geographical location, one can predict the user’s 
city and street. The US Privacy Act of 1974 [17] identifies an individual’s right to 
privacy of her/his personal information. But location privacy is not included within 
this law. Several laws [18-21] have been passed to protect location privacy which 
necessitated a user’s approval to broadcast his/her location data. It has been men-
tioned that a user’s physical location cannot be disclosed publically because of priva-
cy risks. Simultaneously, the European Union has approved a law - The Directive on 
privacy and electronic communications [22] – also known as the E-privacy Directive, 
which deals with the security, confidentiality and integrity of location information, 
user’s opinion and user’s personal information. Until now, however, there are no spe-
cific laws to check privacy leaks in applications utilizing location tracking system 
(LTS) [23]. The copious use of LTS applications in mobile devices has increased 
privacy risks for individuals. Research in [24-29] showed how a location tracking 
system is a threat to users in their day-to-day life. By monitoring the location of an 
individual, intruders integrate the recorded data to build his/her profile which violate 
fundamental rights of a user [29]. Motivated by these laws and studies, the objective 
of our work is to study and propose the development of a software check-pointing 
framework / mechanism to ensure privacy preservation while using location based 
services. 
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The increase in availability of information coupled with increased computing pow-
er in GPS-enabled smart devices makes it possible to deploy context sensitive servic-
es where the access of the resources is determined by a user’s contextual need. The 
location of a user allows for establishing context and motive through data mining and 
hence poses an increasing threat to the individuals’ privacy [31]. In LBSs, the re-
quested resources are available to an individual only if the individual is at specified 
location [32]. LBSs are uncomplicated context based privacy implementations but 
pose a security threat by leaking individual’s whereabouts without the users’ explicit 
knowledge. The notion of privacy also diverges between countries and cultures [33-
36]; for example between the US and India, where India is an example of a joint so-
ciety and USA is an example of idiosyncratic civilization [37]. In India, while privacy 
concerns are relatively low compared to US [36], physical and societal threats by 
blatant privacy violations pose an immense threat; this is due to ignorance and unavai-
lability of legal and structural recourse for such violations. Hence despite cultural 
differences, there are situations where privacy plays critical role in an individual’s 
life. Therefore, LBS users have the right to take decision on their privacy while being 
served by LBSs. End users, irrespective of culture, often commonly find it objection-
able for LBSs to advertise information about an individual [38]. Most individuals will 
strongly object to the leak of personal information without user’s knowledge [39]. 
Literature asserts that a professed control, over revelation and subsequent use of per-
sonal information, plays an important role in a individuals’ seclusion concerns and 
information disclosure performance [40]. Thus there is an urgent need for strong au-
thentication and authorization techniques for privacy in LBSs [41].  

GPS technology is often piggy backed with Navigation and Tracking services 
(NTs) to track and monitor a mobile user’s geographical position. Ethical conflicts 
arise in tracking an individual who has right not to be monitored. There are unans-
wered questions by assumed consent – that attacks the core of an individuals’ privacy 
[42].The work of Dobson and Fischer [44], Garfinkel et al. [44], Michael and Michael 
[45], Perusco and Michael [46], Kaupins and Minch [47], Perakslis and Wolk [48] 
and Stajano [49] have pointed out the need for a deeper understanding of moral prin-
ciples in widespread use of LBSs. Tools such as Google Earth [50], NASA 
WorldWind [51], Microsoft VirtualEarth [52], and Skyline Globe [53], etc. generally 
provide GPS data of the user; which is often not desirable to end users who assume 
their privacy rights are protected.  With the help of Google Earth like tools, an anta-
gonist can pinpoint nearly the exact location of an individual by disregarding the pri-
vacy laws [54]. 

3 LBS Support Frameworks 

3.1 Current State-of-Art 

Until recently mobile operating systems did not have checks for authentication of 
applications for accessing location data. The mobile OSs now include a tool to al-
low/block an application to gain access to location data. A reference model for loca-
tion privacy in mobile devices is LORE. LORE is an infrastructural design to support 
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location aware applications. A method is proposed to publish a fake location to hide 
an individual’s location information [4]. Dissemination of location information from 
identity protects one’s privacy from dissuading monitoring of an individual by recon-
structing path of an individual’s track [5]. Identifying a range of queries and assigning 
an artificial id to protect privacy of an individual can address privacy in traffic moni-
toring systems [6]. A unified framework is developed using anonymity techniques, by 
hiding, often by obfuscation [8]. By taking various dimensions of attacks and location 
information into account, in [7] the authors developed a method to quantify location 
privacy. 
 

 

Fig. 1. CurrentTechnologies for Location Privacy [8] 

As shown in Figure 1, most of the studies thus far have focused on techniques such 
as modification, faking, etc., but do not discuss policies to authenticate a request to 
grant access to location data selectively while providing privacy. Our work focuses on 
developing a framework based upon a multi-layered authentication mechanism using 
context based techniques (ex. is the request trustable), authentication techniques (who 
are you), and authorization techniques (what you want). In other words, our work 
attempts to address privacy issues by developing an appropriate encompassing 
framework to deploy privacy policies. The dearth of research in this area can be dis-
cerned by the ‘policies’ leaf in Figure 1; this area is currently critically ill-defined and 
often left to the mobile application developers and providers for interpretation.  

3.2 Problem Definition 

LBS have been evolving at a rapid pace to exploit location information availability so 
as to support effective customer services. However, as in every race in the market-
driven world, that attempts to meet customer demand for information, often times, 
customers themselves are ‘put’ in a position of disadvantage by not knowing exactly 
how much privacy is being lost by such intrusive applications over time.  Mobile 
application service providers retrieve location coordinates with the intent of providing 
value-added services. There are many instances where the service providers leak loca-
tion information directly or indirectly using inferences.  For example, in restaurant 
rating services, wherein a user rates a restaurant when she / he visits a restaurant is 
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allowing for crowd sourcing to publish about food quality and ambience. The service 
provider is not publishing the location of the user directly but the application execu-
tion context could infer that the user was at the restaurant. If one assumes that em-
ployers of this user may monitor their employees’ activities using third party services, 
and that the user may not want such information broadcast at all times, this could 
become an inadvertent privacy invasion scenario. Though there are tools to block a 
service provider access to location information, they do block the service provider 
themselves, as user are often left with an option to either share information all the 
time, or never at all. Such examples create the necessity for more fine-grained autho-
rization of requests to location information besides authentication of service provider 
themselves. Alternately, the problem can framed as implicit “privacy depravation” - 
through a distinct lack of authorization mechanisms that curtail the sharing of private 
information based on certain contexts. Hence authentication of the requestor by de-
fault deprives the user of their right to privacy – i.e. by installation of the restaurant 
rating service – where the user may rightly be a user wanting to know / publish about 
‘good’ restaurants during some times – but not essentially share such information 
about their visits to one of these restaurants all the time. But the application installed 
on their mobile device does not differentiate this in any significant manner. In this 
context, it is good to recall that while authentication verifies the identity of service 
provider, authorization verifies the service provider has rights to access to the re-
quested information. 

4 4-Layer Context Based Authentication Framework (4-CBAF) 

Mobile operating systems are developed through a model driven engineering process. 
There are primarily three layers in these operating systems. One is the Core OS layer 
which interacts with the firmware, other is Core Services which talks to Core OS 
layer to provide services to higher layer, and the remaining layer is applications which 
includes media, touch, and third party applications. Figure 2 shows the architecture of 
one such mobile OS, the iOS. 

The Core Services layer implements 
location services by communicating 
with the Core OS API. In this paper we 
term location services as Navigation and 
Tracking Services  (NT services); one 
of the core services in mobile operating 
systems. NT service components do not 
take privacy into account while provid-
ing services. The primary goal of NT 

services is to provide location based services to applications. Hence the current archi-
tecture of such systems is incapable of protecting users from privacy leakages. These 
limitations have motivated us to introduce a layered framework for authentication and 
authorization of service requests. The proposed layer for protecting privacy is pre-
sented in Figure 3. Partner and 3rd Party NT API and core NT API are shielded by a 

 

Fig. 2. iOS Architecture 
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privacy protection layer called 4-layer Context Based Authentication Framework (4-
CBAF) component. The 4-CBAF components analyses a given service request from 
third party application through a 4-level of authentication and authorization tech-
niques. The component is illustrated in detail in the following. 

 

 

Fig. 3. Original and Proposed Mobile API architecture 

The 4-CBAF component is developed from the lessons learned from our earlier 
work [10], which suggests that we need to employ a multi-layered approach to pre-
vent one-stop defaults for authorization requests. Given the need for such authoriza-
tion mechanisms by applications, we adapt a four-layer framework for authorization. 
Each of the 4-layers serves distinct actions to validate and authorize a request. The 
design of the four layers is presented in Figure 4. 

 

Fig. 4. Proposed 4-CBAF framework 

Layer 1 is naïve which is simple authentication mechanism to identify a requestor. 
In simple words, the layer-1 authenticates the requestor irrespective of whether the 
requestor authorized for the requested service or not. Layer-1 could be password 



368 D. Nayak, M. Venkata Swamy, and S. Ramaswamy 

 

based authentication (PAP or CHAP) or key based. The primary purpose of layer-1 is 
to verify the requestor’s credentials and to identify requestor i.e. who is the requestor. 
If Layer-1 passes the authentication check, then Layer-2 is invoked for the authoriza-
tion of the requestor’s request. Layer-2 verifies whether the requestor is legal to 
access the service. The layer-2 follows rule-based authorization technique and the 
owner of the device defines the rules. With effect from complaints from user commu-
nity, mobile operating systems now include this feature i.e. to block an application 
from accessing location API. 

If successful at Layer-2, then Layer-2 sends the request to Layer-3 for context-
based authorization. The layer-3 verifies whether the service at the given context is 
legal or not. This layer requires more information from the requestor regarding the 
purpose of the service request. If the purpose is valid, layer-3 passes the request and 
the service is granted. Otherwise, the request is sent to owner of the device for manual 
verification. In the exceptional case that Layer-3 fails, the request is forwarded to 
Layer-4 which triggers human intervention to take manual action. This proposed 
layered architecture provides fine grained authorization mechanisms and each layers 
service a distinct and critical purpose. Table 1 summarizes the improvements of the 
proposed 4-CBAF architecture over current architecture. 

 
 
The purpose of each layer can be demonstrated in a real time scenario as discussed 

in the following section. 

5 Case Study 

A social networking service is an online service platform that focuses on facilitating 
the building of social relations among people who, for example, share interests, activi-
ties, backgrounds, or real-life connections. Facebook is one of the most popular social 
networking platforms and has been migrating on to smart devices at a rapid accelera-
tion. Facebook provides a platform called wall on which a user posts his/her an-
nouncements. There are many facebook applications and mobile applications that 
automate the posting for users’ providing ease of access. These applications access 
device services to generate information for such posts. Smart devices include features 
such as GPS, gyroscope, etc. GPS is one of the most useful and controversial feature 

Table 1. Improvements over current architecture 

Layers Current 4-CBAF 

1. Authentication Not implemented 
PAP, CHAP, or key 

based 
2. Authorization Implemented Rule based 

3. Context Authorization Not implemented 
History, knowledge 

based 

4. Manual Verification Not implemented 
Available, but may not 

be needed 
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in smart devices. GPS locates the position of a device and mobile OSs provide core 
NT API to upper layers of the OS. To expose the privacy threats with the existing 
architecture, consider an application for check-in feature. The check-in application 
takes location information from device and friends’ names that are with the user at the 
specific time and posts that information on the user’s Facebook wall as a check-in 
message. 

Now assume a user say ‘A’ and the set of users that are family and friends of ‘A’ is 
F(A). ‘A’ is visiting a restaurant with some his/her family and friends i.e. with a set of 
users R (A) <F(A). In this scenario, check-in application reads the location informa-
tion from device which is the restaurant and list of users who are along with ‘A’ i.e. 
R(A) and posts a message on ‘A’s wall. This is visible to all the friends of ‘A’ that 
include F(A)-R(A). This kind of posts without user’s consciousness, can cause social 
problems and originate unpleasant relationship issues. This might lead to break-ups at 
some point of time. Table 2 describes how the post is authorized in original OS archi-
tecture and in proposed 4-CBAF based architecture. 

 
 
From the Table 2, the check-in application generated message is posted on face-

book wall upon authorization from GPs module for the application in original OS 
framework. In proposed 4-CBAF, the application is a legitimate requestor and legal to 
access GPS service but raise privacy concerns in given context and thus failed in 
layer-3. Therefore, the proposed architecture can address privacy issues in cases 
where current architecture does not support. 

Another popular such social networking service such as micro-blogging activity is 
Twitter. Assume an application say tweetMyGeo which tweets all your geo-local 
positions time to time periodically. It is very usual that a mobile user, who downloads 
this application, relegates his/her twitter login credentials keeping trust on the applica-
tion. There is a privacy check service neither on the twitter side nor in mobile device 
side. The 4-CBAF comes to rescue approach can support such users by providing a 
check point to such applications. The proposed models will blocks applications such 
as tweetMyGeo from obtaining GPS location of the mobile device through its 3rd 
Llayer-3. Context based authorization fails because it learned from history that the 
application broadcasts location information through twitter. 

Table 2.Check-in application authorization 

Layer Current 4-CBAF 

1. Application authentication Not implemented Successful 

2. GPS service authorization Successful Successful 

3. Context based authorization Not implemented Failed 

4. Manual Verification Not implemented 
Implemented but not 

needed 
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6 Conclusion 

Social networking has been evolving as a basic amenity in today’s world. Users of 
such social media tools do not always keep up with privacy policies and its adverse 
effects on its users. It is very common that users are caught unaware of the actions by 
applications installed on their devices. In this work, we have proposed and demonstrat-
ed the need and use of a four layer context-based authentication framework (4-CBAF) 
to address privacy concerns. The 4-CBAF framework provides facility to warn a user 
not to share sensitive information such as location and to share if the user insists to do 
so. The 4-CBAF is intelligent enough to reduce number of human interventions that a 
user should attend. Location information is a case and the 4-CBAF can be realized in 
privacy critical systems. The effectiveness of the proposed 4-CBAF is demonstrated 
for check-in application for Facebook in smart devices. Our next step is to implement 
the 4-CBAF in mobile devices. 
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Abstract. Crowdsourcing is a distributed problem-solving paradigm. Service 
oriented crowdsourcing paradigm involves both consumers and service 
providers. A consumer requests for a service (task); a provider provides that 
service (does that task); and the providers are paid by consumers for the service 
as per their satisfaction. The challenge is to select a service provider from a list 
of providers which can provide maximum satisfaction to the consumer for that 
service. This work outlines an architectural model using SLURM tool for 
efficient management of crowd. At the center of this work, we proposed a novel 
idea of adaptive task scheduling which is based on the customer satisfaction 
feedbacks. Our approach improves efficiency, and decreases the cost of service 
to consumers. Experimental results demonstrate the viability of our approach. 

Keywords: Crowdsourcing, Task scheduling, Simple Linux Utility Resource 
Management (SLURM). 

1 Introduction 

In 2006 Jeff Howe introduced the term crowdsourcing [1] which refers to “the act of 
taking a job traditionally performed by a designated agent (usually an employee) and 
outsourcing it to an undefined, generally large group of people in the form of an open 
call”. The objective of crowdsourcing is to reduce the production costs. 
Crowdsourcing is used for numerous purposes like Microwork [7] is a crowdsourcing 
platform where users do small tasks for which computers lack aptitude for low 
amounts of money. In recent years, games with a purpose like the ESP game [4] and 
task markets like Amazon Mechanical Turk [12] have become successful crowd-
based systems that attract crowd to perform a variety of tasks that are difficult for 
computers, yet solvable by humans.  

A crowd platform dynamically provisions, configures, and de-provisions services as 
needed. The work done in this research will satisfy the needs of Service providers, 
Infrastructure providers and end-users. Large organizations need tremendous amount 
of computational resources in order to perform large number of tasks. Even though 
the computational capacity is larger than required, the inefficient resource mapping 
can lead to poor utilization and throughput. The resources can be unified by 
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connecting individual resource units into crowd managed by resource manager such 
as SLURM [2]. A crowd consumer asks for a service, offers monitory reward, etc; 
and the service providers provide competitive deals to provide best solution. A 
consumer may select more than one service provider for a service but will pay to only 
one whose solution is selected as the best solution. Nowadays, crowd service 
providers offer recommendation systems [3], [5] and [6] attracting particular users on 
the Web. In these systems, each provider’s service is ranked and shown to consumers. 

In this paper we proposed an architectural model using SLURM tool for efficient 
crowd management. At the center of our work, we proposed adaptive task matching 
algorithm. In this paper consumers task is termed as a service. Whenever, consumer 
asks for a service, the crowd manager will recommend a set of service providers for 
that service. The consumer will select the service provider/s from this set to minimize 
the cost with acceptable service satisfaction. The recommendations will be based on 
consumer satisfaction levels expressed in terms of feedback. Thus, increasing 
efficiency of task completion and decreasing cost to consumers. Upon completion of 
any service, consumer will give feedback in the form of rating based on cost per 
service satisfaction which will help other consumers in future. Thus, our scheduling is 
adaptive, efficient and cost effective. 

The rest of this paper is organized as follows: in Section 2 we review the related 
work and available crowd based tools. In Section 3, we describe crowd architecture 
model. Section 4 presents our task scheduling algorithm with an example case. We 
discuss implementation methodology and performance evaluation of our algorithm in 
Section 5 and finally, Section 6 concludes the work.      

2 Related Work 

In crowdsourcing, we can outsource the task to not only a small group of people, but 
also to tens of thousands of people. Haoqi Zhang et al. [8] discussed the interplay 
between algorithmic paradigms and human abilities, and illustrated through examples 
how members of a crowd can play diverse roles in an organized problem-solving 
process. That is the genuine advantage of the crowdsourcing, bringing in mass 
intelligence to solve problems of all kinds with affordable price. In crowd there are 
two groups: requesters and workers; but in our service oriented crowd we termed 
them as consumers and service providers. Consumers select service providers from 
the crowd and pay the offered amount.  

Challenge in this type of crowd is to identify good service providers who provide 
right results and can work in the consumer’s specified budget. One approach is select 
a number of service providers and take result of majority as right result and pay the 
best proposal. H. Psaier et al. [9] used concept of distinguished crowd members 
which act as responsible points of reference. These members mediate the crowd’s 
workforce, settle agreements, organize activities, schedule tasks, and monitor 
behavior. But in this approach time spent on service provider selection, result 
selection, etc. are much greater than actual task execution time. M. C. Yuen et al. [5] 
proposed an approach for task matching in crowdsourcing to motivate workers; and 
the idea utilizes the past task preference and performance of a worker to produce a list 
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of available tasks in the order of best matching with the worker during his task 
selection stage.  V. C. Raykar et al. [10] used entropy score to rank annotators for 
crowdsourced labeling tasks. M. Hirth et al. [11] discussed that due to the anonymity 
of the workers, they are encouraged to cheat the employers in order to maximize their 
income. So, they presented two crowd-based approaches to validate the submitted 
work with different types of typical crowdsourcing tasks. Thus, task matching helps a 
consumer to quickly identify the right service provider thus, increases efficiency. 

In this paper, our task scheduling algorithm helps consumers to get a list of service 
providers sorted by rank which is based on consumer’s satisfaction feedback history 
and offered price range of a consumer. 

To implement our algorithm we used Simple Linux Utility for Resource Manager 
(SLURM) [2], which is an open-source resource manager, used by many of the 
world's supercomputers and computer clusters. It provides three key functions. First, 
it allocates exclusive and/or non-exclusive access to resources (computer nodes) to 
users for some duration of time so they can perform their work. Second, it provides a 
framework for starting, executing, and monitoring work on a set of allocated nodes. 
Finally, it arbitrates contention for resources by managing a queue of pending jobs. 
Scheduler schedules tasks and uses SLURM as underlying tool for allocation of tasks 
as explained in the next section. 

3 Architectural Model 

SLURM consists of several components like ‘slurmctld’ daemon that controls 
system’s core functionality. Slurmd is SLURM daemon that runs on every node in the 
system and carries out incoming orders. In our model we provided an user interface 
through which a consumer submits a task along with task properties to scheduler, 
selects service provider/s from the service providers list returned by the scheduler, 
sends satisfaction feedbacks; and a service provider defines specifications for each 
service like amount charged, etc. Scheduler stores the specifications specified by 
consumers and service providers for each service in its database named as scheduler 
DB as shown in Fig.1 for future scheduling purposes.  

Crowd is divided into two categories (a) Consumers or service providers, and (b) 
Crowd managers. Consumers send service requests to the scheduler, consumer 
scheduler creates a service for that task and sends it to the crowd managers to give a 
list of service providers for that task. Crowd managers have the list of all service 
providers along with their ranking based on the feedback history. Crowd manager 
matches the task requirements with each service provider stored in their database and 
returns a list of service providers for that service back to the consumer scheduler 
along with their current state. In our model we have used slurm controller and slurm 
daemons as crowd managers. A crowd manager may be a consumer or a service 
provider. If slurm controller (crowd manager) is also a crowd user then, it will run 
slurm daemon as well. Scheduler executes the scheduling algorithm explained in the 
next section and interacts directly with slurm daemon or controller. Slurm controller 
also interacts directly to slurm daemons to get their current state. Slurm daemon 
executes tasks submitted by scheduler as shown in Fig.1. 
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4 Implementation and Algorithm 

In this section we will define task properties, service provider’s specifications, 
scheduling algorithm and then, we will explain our scheduling algorithm with an 
example. 

A.   Task Properties 

Table 1. Task properties 

Task Properties Explanation 

TASK_NAME   Name of task. 
CONS_NAME   Name of consumer who submitted task. 
TASK_TYPE   Type of task like execution, storage etc. 
RES_REQ    Resources required for task completion. 
EXP_RESP_TIME   Expected response time. 
REWARD    Monetary reward offered by consumer for task. 
OTHER_INFO   Any other information. 

 
A consumer submits a task along with task properties to its scheduler. Task 

properties are given in Table 1. TASK_NAME is name of task, CONS_NAME is 
used by crowd managers or service providers to know who is consumer of task, 
TASK_TYPE defines what kind of service task is needed e.g., execution means task 
will use execution service. RES_REQ property means what resources a task needs for 
its successful completion, used by crowd managers to filter service providers who 
provide necessary resources and service providers use this property for allocation of 
resources. EXP_RESP_TIME is the expected response time of a task i.e. time in 
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Fig. 1. Architecture Model of Crowd using SLURM 
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which the service provider responds back to consumer for that task. It is used by 
consumer scheduler for feedback calculation. REWARD is the price offered by a 
consumer to a service provider for any task. Also, REWARD can be within a range. 
OTHR_INFO contains extra information about the task e.g., it may contain variable 
information which is necessary for execution of the task, etc. These properties are 
submitted to scheduler in a special file as {task_name}.conf file. 
 
B. Service Provider Specifications  

Table 2. Service provider’s (SP) specifications 

SP Specifications Explanation 

SP_NAME   Name of service provider. 
SP_MGR    Set if SP is crowd manager. 
SP_LIST    List of services provided. 
SP_CHARGE Amount charged for each respective service. 
SP_RESR    Resources provided. 
SP_RANK    Rank of SP in each service in respective order. 
SP_STATE   Last state recorded like up, down, idle and busy. 
SP_TOT_CREDIT   Total amount earned by a SP. 
SP_OTHER_INFO   Any other information. 

 
When a user joins a crowd, it registers itself with specifications as explained in 

Table 2. SP_NAME is service provider’s name. If any service provider wants to be a 
crowd manager, it will set SP_MGR flag and send this file to crowd controller. Crowd 
controller will store name of service provider into its database and will reset SP_MGR 
flag. In future if controller finds that some crowd manager is failed then, it will look 
into its database and select the top service providers who wanted to be crowd manager 
on the basis of their overall rank. SP_LIST contains the list of service provided by a 
service provider, used by crowd mangers to search service providers for requested 
services. Through SP_CHARGE field a service provider defines monitory charges of 
the service it provides. SP_RESR gives information about the resources a service 
provider is offering for all services set in SP_LIST field. SP_RANK defines current 
rating of any service provider; updated by crowd managers every time whenever 
satisfaction feedback is provided by any consumer. SP_STATE is current state of any 
service provider like up state means service provider is active in crowd, can be set by 
service provider or crowd managers. During shut down process service provider will 
send a down signal to crowd managers, and crowd managers will set its state as down. 
SP_TOT_CREDIT is sum of total amount earned by a service provider. OTHR_INFO 
is used to provide extra information about service provider. These specifications are 
stored on each crowd manager in a special file as {SP_name}.conf file. 
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C. Scheduling Algorithm 
In this section we will explain our proposed adaptive scheduling algorithm. Once a 
consumer gets the submitted task executed, consumer will pay only to service 
provider (SPi) whose result ), it selected as the final result. But, consumer will send 
satisfaction feedback to each service provider whom it has sent that task.  

 

 
In this section, we describe the formula used to calculate satisfaction feedback of 

each service provider (step 12 of Algorithm1).  
 

η
                                                   

                                  0                                                               00                                                    (1) 

 
Let the response time of SPi is  , response time for task ‘T’ of each service 

provider is  ,  is result submitted by each service provider where j {1..N}, 

where N is the maximum number of service providers to whom task ‘T’ was sent, σ is 

Algorithm1. Adaptive Task Scheduling Algorithm 

1 Submit task T(T.conf, CMGR_List); 
2 {SP_List, OTHER_List}  get_SP_List(T.conf,CMGR_List); 
3 if SP_list == NULL then 

   //If no SP is available for specified T.conf  

4     if OTHER_List == NULL then return error(NO_SP_Available); 
5     else return change_T_conf(OTHER_List);        //change T.conf 

6 else 
7     Sort(SP_List);             //Sort SP List 
8     if SP_List.SP_NUM < N then N  SP_List.SP_NUM;  

 //Send T to N SPs  

9     {TOT_RSLTS,RSLTS}  send_T(T,T.conf,SP_List,N); 
  //Select majority result returned by SPs 

10     Final_RSLT  Majority(RSLTS); 
11     Pay_SP(Final_RSLT,T.conf);          //Pay to selected SP 

         //calculate η and send to each SP 
12     Calculate_send_feedback(TOT_RSLTS,CMGR_List); 
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maximum feedback score and   is the expected response time specified in ‘T.conf’ 

then, satisfaction feedback (η) will be calculated for each SPj as given in equation 1. 

D.  An Example Case 
For example demonstration of our proposed architecture, let us consider 7 users C1, 
C2, C3, C4, C5, C6, and C7; C4 as slurm controller (slurmctld) and 2 users C4 and 
C5 are crowd managers as shown in Fig. 2. To explain the complete demonstration 
we divide our explanation into three parts (a) crowd setup, (b) task scheduling and (c) 
satisfaction feedback calculation. 
 

 
 
(a) Crowd setup 
Initially every user will set its specification file as explained in service provider’s 
specification section. If user wants to be a crowd manager in future it will set 
SP_MGR flag. A typical service provider specifications file (C5.conf) is as shown in 
Table 3. 

Table 3. Service provider C5’s specifications file (C5.conf) 

C5 Specifications Value 

SP_NAME   C5 
SP_MGR    1 
SP_LIST    execution, storage 
SP_CHARGE 0.10-sec-proc,0.25-hr-GB 
SP_RESR    CPU-2,RAM-256,HDD-100 
SP_RANK    0,0 
SP_STATE   up-idle 
SP_TOT_CREDIT   0.0 
SP_OTHER_INFO   

In C5.conf file, SP_MGR flag is set to tell existing crowd managers that C5 also 
wants to become a crowd manager in future. Execution and storage are typical 
services provided by C5 i.e. it can execute some task, provide data storage. 
SP_STATE is set to up-idle which means C5 is available and is not busy. The other 
possible combinations which we used are up-busy and down. When a node is up-busy 
no task will be sent to it until it doesn’t set itself to up-idle. This state can be used by 

Crowd manager 
(CM) and crowd user. 

Slurmctld, crowd 
manager (CM) and 
crowd user

Crowd User Only 

C1 C2 C3 C4 C5

SHARED NETWORK

C6 C7 

Fig. 2. Typical Crowd of 7 users
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any crowd user if he or she wants to be in crowd but not interested in providing any 
service. SP_CHARGE contains list of amount charged per unit for each service e.g., 
C5 will charge $0.10 per second per processor execution and $0.25 per hour per GB 
storage. SP_RANK will be set to 0 for each service. SP_RESR contains list of 
resources C5 is willing to share for services it provides. Each resource name is 
appended with resource instances for e.g. CPU-2(2 CPU), RAM-256 (256 MB RAM), 
HDD-100(100 GB HDD), etc.  

Each user maintains a crowd manager list (CMGR_List). Initially slurm controller 
(slurmctld) acts as only crowd manager and hence, CMGR_List contains only 
slurmctld name. Every node will create their typical conf file and send it to slurmctld 
as it is the only crowd manager. Slurmctld will store the conf file of each user. It will 
also create a new file named “future_crowd_mgr” in which it will store the future 
crowd managers name. When C5.conf file is received by slurmctld it will add C5 
entry into future_crowd_mgr file and will reset SP_MGR field in C5.conf. In future, 
when load on existing crowd managers exceed a threshold level then, new crowd 
managers are appointed. At that time, existing crowd mangers appoint new crowd 
managers on the basis of ranking of interested users (users list stored in 
future_crowd_mgr file). Suppose in future C5 is selected as crowd manager then, at 
that time SP_MGR bit of C5.conf will be set to 1 which will designate C5 as crowd 
manager and a message will be broadcasted in crowd that C5 is also a crowd 
manaeger so, every node will update their CMGR_List (crowd managers list). 
 

Table 4. Task T1’s Property file (T1.conf) 

T1 Properties Value 

TASK_NAME   T1 
CONS_NAME   C1 
TASK_TYPE   execution 
RES_REQ    CPU-1, RAM-250 
EXP_RESP_TIME   20 
REWARD    0.15-sec-proc 
OTHER_INFO    

 

(b) Task scheduling  
Once a user is connected to crowd, it can ask for any service. We have already 
considered C4 and C5 as crowd managers in our typical crowd. Suppose C1 submits a 
task ‘T1’ to its scheduler along with T1.conf which is shown in Table 4. 

Now, C1 scheduler will create a query task ‘QT1’for ‘T1’ (includes T1.conf in 
query). C1 will send QT1 to select randomly any of the crowd managers. The crowd 
managers have list of all service providers and their specifications. Crowd manger 
will search service providers who provide services queried by QT1. Crowd manager 
will filter the results to match the T1.conf properties like REWARD offered by T1 
should be more than SP_CHARGE and RESR_REQ should meet with SP_RESR. 
Crowd manager will put filtered result in SP_List and remaining results (which are 
not in SP_List) in OTHR_List. So, SP_List contains service provider names who 
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matches with T1’s requirements and OTHR_List contains service provider names 
who provide service needed by T1 but don’t match with T1’s requirements. The 
crowd manager will return both lists i.e. SP_List and OTHR_List to C1. Typical, 
SP_List and OTHR_List returned by crowd manager (CM) are shown in Table 5 and 
Table 6 respectively. Now, C1 have SP_List who provides services needed by T1. If 
SP_List is null i.e. no service provider matches with T1’s requirements then, C1 will 
check OTHR_List, and if OTHR_List is not null then, C1 scheduler will ask user to 
modify requirements else scheduler will return no service provider available for 
service you needed. If SP_List is not null then, C1 will sort SP_List in descending 
order of their rank and will select first N service providers from the sorted list and 
will send T1 to each service provider. For N=3, and if maximum score (σ) is 5 then, 
in our example C1 will send T1 to C5, C2 and C6 (from table 5). 

 
      Table  5. SP_List returned by CM                 Table 6. OTHR_List returned by CM 
 

 
(c) Satisfaction feedback calculation 
Now service providers C5, C2 and C6 will execute task T1 and return result back to 
C1 scheduler. Suppose response time and result returned of each service provider is 
given by Table 7 then, C1 will calculate majority of result.  

 
Table 7. Result returned by service providers and satisfaction feedback calculated 

 

Service Provider 
Name 

Result Returned 
( ) 

Response Time 
( ) 

Feedback calculated 
( ) 

C5 16.52 18 3.5 

C2 16.52 15 5 

C6 16.52 35 1.5 

 
From Table 7, majority of result ( ) is 16.52. In majority we will select result 

submitted before expected response time of T1 and immediately return result to user. 
But if any response is coming after expected response time of T1 consumer won’t 
consider it; but will return feedback to it. Once the majority result is identified then, 
the service provider who responded the same result in minimum time is selected for 
reward money. Form above table (Table 7) C2 will be rewarded with $2.25 (0.15*15).  

Now, for each service provider satisfaction feedback is calculated according to 
equation 1 which is tabulated in Table 7. The calculated satisfaction feedback will be 
sent to each crowd manager. The crowd managers will calculate new average for each 
service provider returned by C1 and update respective conf file. 

Name Values 

SP_Name_List C2 C6 C5 

 SP_Rank_List 4 3.4 5 

SP_Num 3 

Name Values 

SP_Name_List C3 C4 

SP_CHARGE_List 0.25-sec-proc 0.20-sec-proc 

SP_RESR_List RAM-100 RAM-200 
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So, in this way our algorithm will work in the proposed architectural model using 
SLURM as underlying tool. We next describe the results. 

5 Implementation Results 

Table 8. Crowd setup details 

Parameters   Value 

Number of users    25 

Crowd Managers   5 

Services   execution, storage, compilation, convertor. 

Charges   Randomly selected by each SP between 0 and 1. 

Resources  CPU, RAM, HDD, compilers{ C, C++,etc}, converters { mp4 

to mp3, .avi to .mp3, etc}. 

#Tasks generated per user  1000 

Maximum Score   10 

Confidence Score   2 

N    4 

 
The crowd test bed setup details are given in Table 8. Tasks were generated with 

random time intervals on each consumer. Initially average score of each node was 0. 
Also, only 20 users were added to crowd. After simulating for 100 tasks we added 5 
more nodes with initial score 0 to our already built in crowd. These 5 nodes will not 
be selected by any consumer till their score is less than a minimum score called 
confidence score. In this case, they will set the amount charged to minimal or will 
provide maximum resources with minimum charge till they get confidence score. In 
our simulation if any service provider’s score is less than confidence score for any 
service, then respective SP_CHARGE field of that service provider was set to 0. 
When that service provider gained the confidence score for that service, respective 
SP_CHARGE was set back to its last value. After every random number of tasks 
serviced, a service provider returns wrong result for a task to introduce error rate in 

our simulation.  
Fig.3 explains the behavior of our algorithm 
in crowd. In fig.3 we have shown the 
behavior of two service providers which 
provide same services with different 
specifications. Initially, at time ‘t0’ both 
service providers start from the score zero; 
and later on at time ‘t1’ they saturate to some 
score based on satisfaction feedbacks given 
by consumers. Suppose at time ‘t2’ where 
t2>t1, due to some circumstances, one 
service provider starts to provide faulty 
responses then, average feedback score starts Fig. 3. Behavior of service providers 

(SP) in crowd using Adaptive Task 
Scheduling Algorithm (ATSA). 
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to fall down for faulty service provider and at time ‘t3’ where t3>t2, its score reaches 
to zero while for non-faulty service provider average feedback score will move 
towards maximum score. Therefore, in our algorithm if any service provider provides 
faulty responses then after some time it will not be selected by any consumer while 
non-faulty service provider becomes more trust worthy with time thus, reduces error 
rates in crowd. 

To evaluate performance of our approach, we compared our results with random 
algorithm (RA) [9]. In random algorithm a crowd consumer randomly polls ‘M’ 
where M>N, other service providers to match its requirements. Then sorts them in 
ascending order of charges and sends task T to N service providers. In our simulation, 
we used M as 9. Comparison is done on scheduling time, error rate, average response 
time error and average score of service provider. Scheduling time is the time needed 
to schedule task T on service providers, error rate is the ratio of error results to total 
results, response time error is the difference of response time of service provider and 
expected response time specified in task’s properties file and average score is 
calculated by satisfaction feedbacks sent by consumers. The results are shown in Fig. 
4 (a), 4(b), 4(c) and 4(d) respectively.  

 

 

 

             

 

Fig. 4. Comparison of Adaptive Task Scheduling Algortihm (ATSA) and Random Algorithm 
(RA) on (a) Scheduling Time, (b) Error Rate, (c) Average Response Time Error, and (d) 
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In fig.4 (a), scheduling time is very less in our Adaptive Task Scheduling 
Algorithm (ATSA) as compared to Random Algorithm (RA). In random approach 
scheduling time is more because of polling, more number of packet transfers, etc. Fig. 
4(b) shows that error rate is less in our ATSA algorithm than RA because of our 
adaptive algorithm. Negative response time error means that the service providers 
responded earlier than expected response time specified by task which is positive 
property of our algorithm as most of the responses have negative error in comparison 
to RA which is shown in Fig 4(c). In our algorithm average score of service provider 
tends to saturate towards maximum score with time while in RA it doesn’t saturate 
because of error rate, non-linear delays, etc. as shown in fig 4(d). 

6 Conclusion 

In this paper we proposed adaptive scheduling algorithm which uses service scores 
(average scores change with each service served) to select service providers. Crowd 
managers maintain information about each service provider and also responsible for 
score management. When a consumer needs a service it contacts crowd managers to 
get list of service providers.  A consumer sends satisfaction feedbacks for each 
service provider to crowd managers for the service provided by service providers. 
This satisfaction feedback updates the average scores of service providers thus makes 
service provider’s selection approach an adaptive i.e. if a service provider returns 
wrong result or less responsive then, loses its score which results into less selection 
probability of the same service provider. Thus, our algorithm lists good service 
providers for services needed by any consumer. Experimental evaluation proves that 
our proposed adaptive task scheduling algorithm is better than random approach. 
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Abstract. Advanced active-safety-critical automotive applications require close 
coordination of different activities including sensing, processing and actuations, 
typically performed by different Electronic Control Units (ECU) connected 
over a communication network. It is imperative that ECUs executing these tasks 
have a common reference of time. In a distributed system, a periodic resyn-
chronization is a common approach to ensure this. In this paper, we have pro-
posed a new protocol for clock synchronization keeping resource-constraints 
automotive systems. Our specific contributions include: (a) as compared to 
standard treatment of drift as a linear function of time, we use a realistic 
non-linear model of drift, and (b) in order to minimize communication over-
head, we propose an algorithm to anticipate the time at which a specific ECU 
would go out of sync and participate only such identified ECUs for resynchro-
nization instead of all ECUs, as traditionally done. Analytical results show that 
the proposed protocol incurs minimal communication as well computational 
load on the ECUs.  

1 Introduction 

Due to safety, comfort and connectivity related requirements, not only the number of 
ECUs is increasing in vehicles but the computational load on each ECU is also in-
creasing. The number of new sensors and actuators are getting added to vehicles. The 
information required by various features of vehicles gets generated at different instants 
of time by these sensors located in different parts of the vehicle. Moreover, many 
ECUs host more than one feature and one particular ECU may require time critical 
information from other connected ECUs. Thus in this spatially and temporally distri-
buted physical activities, it is important to streamline various processes on a common 
time scale by synchronizing all ECUs to a common clock so that processing of infor-
mation happens in the same reference of time.  

A typical clock synchronization protocol [1], [2], [3] and [4], has three distinct steps 
which get executed periodically whenever ECUs participate in resynchronization: (i) in 
the first step, time samples are collected from different nodes, (ii) in the second step, a 
convergence mechanism is used to converge all time values to a common agreeable 
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value and (iii) in the third step, the deviations of individual clock from this common 
agreeable time is calculated so that all clocks would do the required correction respec-
tively. Since all ECUs participate in the resynchronization process, most protocols use 
broadcast as an underlying communication technique to exchange clock values. We 
observe and claim the fact that all ECUs need not participate in resynchronization at 
the same time, as some of them would not have sufficiently drifted from the common 
reference time and thereby need not require any clock adjustment at the same moment 
of time. 

Authors in [5] used reference broadcast method [RBS] which uses a "third party" 
for synchronization. Here instead of synchronizing the sender with a receiver (as in 
most of the previous work), their scheme synchronizes a set of receivers with one 
another. In RBS scheme, a node sends reference messages to their neighbors. A refer-
ence message does not include a timestamp, but instead, its time of arrival is used by 
receiving nodes as a reference point for comparing clocks. One of the limitations with 
these protocols is that they incur high overhead in message communication due to use 
of broadcasting, as the synchronization message needs to be sent out to all nodes in-
stead of a selected few which would actually be going out of synchronization.  

Most of the protocols in the literature considered drift as a constant or a linear func-
tion. However, drift is actually a non linear function of time [14] and it is responsible 
for deviation of the clocks. We have investigated further about the drift function and 
found that in most of the protocols [6], [8] and [10] time is modeled as 

 where  is the drift,  is the offset and  is a time of ith clock in a network. 
It is to be noted that drift is considered as a constant and hence the deviation of the 
clock is assumed to be linear in nature.  

Following our observations made earlier, we primarily focus on (a) using a 
non-linear model of drift and (b) developing a scheme which would avoid broadcasting 
of synchronization packets which imposes communication load even on those nodes 
which do not require synchronization. Towards this, we have developed a synchroniza-
tion technique in which utilizing non-linear model of drift, we “anticipate” the chrono-
logical sequence in which ECUs would go out of sync and then we selectively syn-
chronize them in the same sequence using point to point communication. This helps us 
in avoiding computation load due to synchronization on those nodes which do not 
require synchronization. Our analytical results show that the communication load is 
reduced to O(N) from O(N2).  

Rest of this paper is organized as follows. In section-II we present the analytical 
model of time and the algorithm of our proposed time synchronization protocol. Sec-
tion-III analyzes our protocol and in section-IV we discuss the analytical results.   

2 System Modeling  

2.1 Analytical Modeling of Time 

We observe that the drift is non-linear in nature. The time function of the candidate 
clock is expressed in the terms of fundamental frequency as 0 . 

The fundamental frequency of oscillators used in clocks which is ought to be con-
stant all the time, is in fact a function of time. Since the drift of a clock is calculated as 
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ECU with its individual time stamp. The master ECU then calculates the propagation, 
processing and packet preparation delays, and then it sends the packet with the cor-
rection values to other ECUs.  

It is to be noted that the master ECU uses broadcasting only in the stage-1. Subse-
quently point to point communication is used. The timing is mentioned in Table-1. 
Though every node will have the same process running, however due to EMC and 
network conditions, there will be a jitter introduced in receiving the packet at the mas-
ter node. When a network of N nodes starts transmitting at a same time, the master 
node will receive all packets within ξNtd +  time interval, where ξN is the 

equivalent jitter for N nodes. 

Theorem-1: If be the uniform propagation delay between a node and the master 
ECU,  be the time required to process a received packet and extract relevant infor-
mation out of it and if is the time required to collect all required information and 
incorporate them into a packet then steps in stage-1 will be completed within a time 
limit of 2 1 2 4  where N is the number of nodes in the 

network and ξ is the average jitter.  

Proof: As described in algorithm presented in table-1, for the simplicity let us express 
time interval  ( 04 tt − ) as following :  

 
)()()()( 0112233404 tttttttttt −+−+−+−=−

   

In the first part, in which the master ECU forms a packet and sends it to other ECUs, 
only propagation delay and associated jitter are involved. Thus the calculation for 
time required for this can be expressed as ξNttt d +=− 01 .  In the second part (

12 tt − ): there is an equivalent latency due to processing of packets involved in all 

other ECUs, packet formation and time required in propagation with jitter which 

could be further expressed as ξNttttt dfp +++=− )( 12 . 3t is an instant of 

time when the master ECU finishes the errors calculation, processes and sends them  
to other ECUs. It essentially requires processing of N numbers of packets and forma-
tion of N different packets and sending them to other ECUs. Thus this time duration 
can be expressed as: 

ξNtNtNttt dfp +++=− )( 23                  (1) 
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Table 1. Algorithm for Synchronization  

 

 In the final step )( 34 tt − there is a parallel processing happening at all ECUs 

which takes pt time, then in parallel acknowledgement packet will be also formed 

which will take ft time, propagation delay with associated jitter of ξNtd + will be 

accounted for, then again there is a sequential processing of N packets accounting to 

pNt time before declaring the completion of stage-1. This can be further expressed as:      

Stage-1: 

At time t=t0 {the Master ECU broadcasts its time stamp} 

At time t=t1 { 

All other ECUs insert their own timestamps at following moments:       (i) immediately after 
receiving the packet, (ii) after processing is done and (iii) after formation of acknowledgement packet 
(THIS IS NOT DISCUSSED EARLIER IN THE TEXT!!).  

All other ECUs send the response packet to the master ECU.} 

At time t=t2 {the Master ECU receives the packets from participating ECUs, processes to find errors 
and sends the correction packets to other ECUs } 

The Master ECU inserts its own time stamp (i) when the packets are received, (ii) when processing is 
done and (iii) jitter and placement of different information in the table is done.  

The Master ECU sends the messages to respective ECUs with the error information. 

At time t=t3 {Domain ECUs receive correction packets from the Master ECU}   { 

All other ECUs adjust their individual time with the error and send the updated time stamp to the 
Master ECUs. } 

At time t=t4 {the Master ECU receives the packet, update the respective table } 

 

Stage-2:        

All other ECUs keep sending the time stamp at regular interval.  

The Master ECU keeps appending the time samples along with its own time stamp.  

After receiving M such packets the Master ECU finds the individual drift function of the ECUs.  

The Master ECU predicts the time when an individual ECU would require Synchronization.  

The Master ECU prepares a list of the ECUs which will be synchronized at anticipated time instants.}  

 

Stage-3:      

 {According to the list, the master ECU sends the sync packet to the individual ECUs. 

An individual ECU receives the packet and adjusts the delays in the received time stamp and updates 
its own clock. 

Other ECUs send acknowledgement packet with its new time stamp.  

the master ECU updates the entry of the table with new time. } 

End 
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pdfp NtNttttt ++++=− ξ)( 34                   (2) 

Therefore total time taken in this process of stage-1 is expressed:  

)(4)2()1(2)( 04 ξNttNtNtt dfp +++++=−               (3) 

This proves the theorem.  

Stage-2 of Protocol: Estimation of the Drift Function 
The master ECU receives multiple timestamps from individual ECUs. It calculates the 
value of drift and maintains a database of the same. Based on the sequential values of 
drift, it calculates the individual drift function using Lagrange’s equation. Based on 
the drift function and various delays, the master ECU predicts the time when an indi-
vidual ECU will go out of sync. 

Let us consider that the non-linear characteristic function of the drift is an thM
order equation.  In order to regenerate the equation we require exactly M numbers of 
samples of drift values. Thus the candidate ECUs for synchronization will send their 
individual timestamps consecutively for M times after adjusting with various delays, 
the master ECU will maintain a table of M entries.    

Theorem-2: An ECU will require re-synchronization after a time 1t if
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By putting the various values of )( ji tf one can calculate the drift function )(τif
from equation-4.  The one set of data entry into the table require one message forma-
tion at the leaf ECU, one propagation time along with the jitter and N processing time 
at the master clock. Thus for one set of data it will require time span of 

pdf NtNtt +++ ξ So total time required in stage-2 will be: 

ξNNtttM pdf +++ )(  
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Now let us assume that we have the tolerance of tΔ . It means, if the master clock 

finds that the predicted time of the clock and its own time has a difference of tΔ or 
more; then it will include that ECU in synchronization queue otherwise it will not. 

Thus the time function of the clock )(tC is calculated as: =
t

t

dwKtC
0

)()( ττ . 

However, angular frequency function can be expressed as dttfw =
τ

τ
0

)()( . 

Therefore, it can be expressed as:  

dtdfKtC
t

t

t

ττ =
1

0 0

)()(                        (5)  

Putting the individual values of i, )(tf i is calculated from Lagrange’s technique men-

tioned earlier. Moreover, since )(tC  cannot be more than tΔ .  This proves the 

theorem. 
 

Stage-3 of Protocol: Resynchronization  
Based on the data collected in previous stages, the master ECU prepares a list of 
ECUs which it anticipates to go out of sync in chronological sequence. Just before 
turn of the first ECU in the schedule, the master ECU sends a resynchronization 
packet to this ECU. Upon receiving the resynchronization packet master ECU resets 
its clock to the time stamp extracted from resynchronization packet and compensates 
the various delays calculated in first stage. 

4 Analytical Results 

In the previous section we have derived the time required to complete each stage of 
the algorithm. Summarily, the analysis of algorithm in concludes following:  

1. Each stage of synchronization is completed within bounded time.  
2. Resynchronization imposes a communication load on the network of the order of 

N, as compared to N2 in other existing protocols.  
3. The proposed protocol considers a realistic drift model as compared to idealistic 

linear model used in the existing literature. 

These results are based on theoretical analysis of the proposed protocol. Though we 
have found that the protocol takes a bounded time to converge however, it is impor-
tant to know the characteristics of these bounds. Especially, with increasing number 
of ECUs in the vehicle it is imperative to know whether this protocol is scalable.  

Each oscillator would exhibit different form of non-linearity expressed as a unique 
mathematical function. We have assumed a parabolic drift function expressed as 

 . We also assumed that M=4 is the number of samples required to 
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reproduce the drift function by LagranGe’s equation.   With typical length of cable of 
1 meter we estimate that the typical propagation delay is 0.01. Similarly, with 100MHz 
processor of an ECU, processing delay for a 10 bytes packet would be 10  and the 
time required to form a packet would also be 10 .  

 
Fig. 3. Time required to synchronize with increasing number of nodes 

 We have plotted the equation-3 to understand how much time it requires to syn-
chronize in the first stage. The results are shown in figure-3. With increasing number of 
nodes, we have calculated the time required to synchronize the first time when ECUs 
are powered on. It is evident that even for advanced vehicles having 30 ECUs the 
synchronization could be completed in microsecond. Resynchronization which in-
volves point to point communication will only have processing and propagation delays 
of the order of 10 microseconds. Since these delays are known in advance and can be 
adjusted. It is the jitter which will be responsible for the residual deviation of a can-
didate clock for synchronization from the master clock. The jitter cannot be more than 
the time period of oscillator used in the clock.        

While in the first plot (figure-3), our objective was to demonstrate the scalability of 
our proposed protocol. In the second plot we want to demonstrate feasibility of our 
proposed protocol. Precisely, we want to know if our mechanism of anticipation is 
working properly. As mentioned earlier, we assumed that drift function is parabolic in 
nature and can be expressed as f t K t K t. Due to the drift, the candidate 
clocks will deviate from the reference clock. We have captured this deviation of the 
clock with increasing time. We also captured the deviation of clock using our antici-
pation mechanism and both of them are plotted on the same time scale. This is captured 
for 10 hours which is demonstrated in figure-4. We can notice that though due to pa-
rabolic function the deviation is more however we are able to predict it correctly. The 
difference in the actual offset and anticipated offset is always in the order of millise-
cond in the time horizon of 36000 seconds i.e., 10 hours. 
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Fig. 4. The deviation of candidate clock from thereference clock and the anticipated deviation 

 In the third graph, (see figure-5), we have calculated the difference between the 
offsets. Even after 10 hours, this difference is not more than 450millisecond. When 
the offset is crossing the threshold, resynchronization can be initiated. Thus, the offset 
of 450 ms will not occur in reality as there will be numbers of re-synchronization 
performed within this time duration.  
 

 

Fig. 5. Difference between the actual offset and anticipated offset with increasing time 
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 In this section, we have studied the scalability and feasibility of the algorithm. We 
found that though our protocol is not scalable beyond 150 nodes, however the pro-
posed mechanism of anticipation is very much feasible. 

5 Conclusion 

A vehicular control system is a complex network of ECUs, sensors and actuators. A 
particular feature of the vehicle may be hosted by one ECU but associated tasks are 
executed by other ECUs also. These tasks are required to be scheduled on the common 
global time scale by using a proper synchronization mechanism. We had two observa-
tions (i) the broadcasting of synchronization packets imposing additional communica-
tion load on the network and involving even those ECUs in the process which do not 
require any synchronization. In this paper we have proposed a mechanism to identify 
the ECUs which will go out of sync from the common clock and use a point to point 
communication to resynchronize them. We have used non-linear drift model and ar-
gued that it is more realistic. We have argued that with reduced communication and 
computation load, the performance of the microcontrollers of ECUs will increase and it 
could be possible that the existing ECUs would host more applications. 
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Abstract. Energy-aware network management is extremely important
in wireless sensor networks as sensors in the network are powered by bat-
tery and it may not be possible to recharge the batteries of sensors after
they are deployed. Topology control problem deals with the transmission
power assignments to the nodes of a wireless sensor network so that the
induced graph topology satisfies some specified properties. Given a set
of sensors in the plane, the Strong Minimum Energy Topology (SMET)
problem is to assign transmit power to each sensor such that the sum
total of powers assigned to all the sensors is minimized subject to the
constraint that the induced topology containing only bidirectional links
is strongly connected. This will allow the sensors to communicate with
each other, while conserving battery power as much as possible leading to
increased network life time. So this problem is significant in both theory
and application. However, the SMET problem is known to be NP-hard.
Several heuristics have been proposed for SMET problem by various re-
searchers. In this paper we propose a local search based heuristic for
the SMET problem. We prove that our local search based heuristic is
a 2-approximation algorithm. We compare our algorithm with several
heuristic algorithms available in the literature. Simulation result shows
that the local search based heuristic performs better than the existing
heuristics.

Keywords: Wireless Sensor Networks, Topology Control Problem, Trans-
mission Power Assignment, Heuristics, Local Search, Graph Theory, Min-
imum Spanning Tree.

1 Introduction

A wireless sensor network consists of a collection of battery powered sensors
each of which is integrated in a single package with low power signal processing,
computation, and a wireless transceiver. A survey paper by Akyildiz et al. [2]
provides more details on wireless sensor networks. A sensor network consisting
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of n sensors s1, s2, . . . , sn in the plane can be modeled as a weighted directed
graph G by taking each sensor in the plane as a vertex and joining the vertices si
and sj and assigning w(vivj) = t.dα, where d is the Euclidean distance between
si and sj , t is a threshold which is a function of signal-to-noise ratio at vj , and
α is a constant that is related to path loss and varies from two to four [14]. In
ideal case we assume t = 1 and α = 2. The graph so obtained is called a commu-
nication graph. The Topology Control problem in wireless sensor network can be
considered as the following problem: Given a communication graph representing
a sensor network, compute a subgraph with specific desired properties, such as
connectivity, strong connectivity, short stretches, sparsity, low interference or
low degree node. The main objective of topology control problem in WSNs is to
increase the lifetime of the network by keeping the power assigned to each node
at a minimum level and still maintain the desired connectivity.

The topology control problem is widely studied in [6,7,10,11,15,16]. The strong
minimumenergytopology(SMET)problem is one of the important topology
control problems in sensor networks.Given a set of sensors in the plane, the Strong
Minimum Energy Topology (SMET) problem is to assign transmission power to
each sensor such that the sum total of powers assigned to all the sensors is min-
imized subject to the constraint that the induced topology containing only bidi-
rectional links is strongly connected, i.e., there is a directed path between any two
sensors in the network. This will allow the sensors to communicatewith each other,
while conserving battery power as much as possible leading to increased network
life time. The SMET problem is shown be to NP-hard by Cheng et al. [5].

The first approximation algorithm for SMET problem is the Minimum Span-
ning Tree based algorithm [9]. Cheng et al. [5] gave a heuristic named Prim-
incremental heuristic for SMET and showed by simulation results that Prim-
incremental heuristic outperforms MST-based algorithm. Panda et al. [12] gave a
Kruskal- incremental heuristic for the SMET problem and showed through exten-
sive simulation that Kruskal-incremental heuristic outperforms both MST-based
heuristic and Prim-incremental heuristic. The other known heuristic for SMET is
the valley-free heuristic by Aneja et al. [3]. They showed that valley-free heuris-
tic gives better results than both MST-based heuristic and Prim-incremental
heuristics.

In this paper, we propose a local search based heuristic algorithm for the
SMET problem. We compare our algorithm with several heuristic algorithms
available in the literature. The simulation results show that the Local-search
based heuristic gives better result than the existing heuristics. We also prove
that the local search based algorithm is a 2-approximation algorithm.

The rest of the paper is organized as follows. In Section 2, we explain the
graph theoretic model for wireless sensor networks and review four heuristic
algorithms for the SMET problems, namely (i) MST based heuristic [9], (ii)
Prim-incremental power greedy heuristic [5], (iii) Kruskal-incremental power
greedy heuristic [12], and (iv) valley-free heuristic [3]. In section 3, we propose a
local search based approximation algorithm for SMET problem. In Section 4, we
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compare our heuristic algorithm with the existing heuristic algorithms through
extensive simulation. The paper concludes in Section 5.

2 Existing Heuristics for SMET Problem

In this section we first explain the graph theoretic model used to represent a
wireless sensor network. Let N = {s1, s2, . . . , sn} represents set of sensors on a
plane. We model this as a weighted directed graph G, with each sensor in the
plane is taken as vertex. A cost function c : V × V → &+ ∪ {∞} such that
c(u, v) is the power emission necessary for node u to send packet to node v.
If c(u, v) = ∞, then node u cannot communicate to node v directly. A power
assignment r : V → &+ induces a Communication Digraph Dr = (V,Ar), where
(u, v) ∈ Ar if and only if r(u) ≥ c(u, v). The presence of the arc (u, v) guarantees
that the transmission power of node u is sufficiently high so that node u can send
a message to node v directly. The problem of assigning transmission range to
the nodes such a way that the resulting communication graph Dr is strongly
connected, is called Range Assignment problem and is studied in [9]. If both the
arcs (u, v) and (v, u) are present in Ar, then these two arcs can be replaced by a
bidirectional arc uv. Let Gr = (V,Er), where Er is the set of all bidirectional arcs
in Dr. Bidirectional links are preferred in wireless sensor networks because the
messages sent over a link must be acknowledged by the receiver. Bidirectional
network has a desirable property that the loss of any single link will not partition
the network. It affords multiple path redundancy between every pair of nodes.
Bidirectional links simplifies the routing protocol. Further, the current MAC
layer protocols such as IEEE 802.11 and S-MAC only take bidirectional link into
consideration [5,13]. The SMET problem is also called Symmetric Min-Power
Connectivity Problem [4]. The power assignment is called symmetric because
if a node u can directly communicate to node v, then node v also can directly
communicate with node u.

Let G = (V,E) be a graph. A subgraph T = (V,E′) of G is called a spanning
tree if (i) there is a path in T between every pair of vertices in V , i.e., T is
connected, and (ii)T has no cycle, i.e., T is acyclic. The cost of a spanning
tree T = (V,E′) of a weighted graph G = (V,E) with weight function w is∑

e∈E′ w(e). A spanning tree of a weighted graphG is called a minimum spanning
tree (MST) if T has the minimum cost among all spanning trees of G.

Two popular algorithms for finding an MST of a weighted graph are Prim’s
algorithm and Kruskal’s algorithm (see [1,17]). Let T = (V,E′) be a spanning
tree of a weighted graph G = (V,E) having cost function w. Let PT (v) =
max{w(uv)|uv ∈ E(G)} and P (T ) =

∑
v∈V PT (v). Here PT (v) is the transmis-

sion power assigned to each node v and P (T ) is the total transmission power of
the tree T . The SMET problem now reduces to a problem of finding a spanning
tree T of G such that P (T ) is minimum.
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2.1 Minimum Spanning Tree Based Heuristic

The MST based algorithm was proposed in [9]. The details of the algorithm is
described in Algorithm 1.

Algorithm 1. MST based heuristic

Input : G = (V,E,w)
Output: A feasible power range assignment P

1 Find a minimum spanning tree T of G(V )
2 Compute P (u) = max{w(uv)|uv ∈ E(T )}
3 P (T ) =

∑
v∈V P (v)

4 Output P (T ) and P (u) for all u ∈ V

Theorem 1. [9] Power assignment based on MST has a performance ratio of
2

2.2 Prim-Incremental Power Greedy Heuristic

Cheng et al. [5] proposed the incremental power greedy which we call Prim-
incremental heuristic as it is based on Prim’s MST algorithm. The details of the
algorithm is described in Algorithm 2.

Algorithm 2. Prim-incremental Power Greedy Heuristic

Input : G = (V,E,w)
Output: A feasible power range assignment P

1 Initialization: Let S be the set containing the subset of sensors considered so
far during the execution of the heuristic. Let T = (S,E′). Let P be the total
power of all the sensors in S, and P (u) be the power expenditure in sensor u.
Initially P = 0, S = {v0}, where v0 is any sensor,P (v0) = 0, and E′ = ∅.

2 Let S′ = V − S. Find u ∈ S and v ∈ S′ such that δ′T (uv) is minimum among all
u ∈ S and v ∈ V \ S, i.e., connecting u and v needs minimum incremental power
δ′T (uv). Set S = S ∪ {v}, P = P + δ′Tuv.

3 if S = V then
4 output P and P (v) for all v ∈ V , and stop;

5 else
6 goto step 2

Though there is no performance guarantee for Prim-incremental power greedy
heuristic, it has been shown by Cheng et al. [5] through extensive simulation that
Prim-incremental power greedy heuristic outperforms MST- heuristic.
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2.3 Kruskal-Incremental Heuristic

The Kruskal-based incremental heuristic is proposed by Panda et al. [12]. The
demerits of Prim- incremental power greedy heuristic is that it enforces that the
so far selected edges forms a connected component in addition to the constraint
that these edges do not form any cycle. The connected component constraint
forces the Prim- incremental power greedy heuristic to select an edge based on
local minimum; secondly, the performance of Prim-incremental power greedy
heuristic also heavily depends upon the initial vertex chosen. These two demer-
its are fixed in Kruskal-incremental heuristic. In the Kruskal-incremental power
greedy heuristic, an edge xy is selected such that xy needs minimum incremental
energy among all edges which are not selected so far subject to the condition
that it does not form a cycle with the so far selected edges. δ′(xy) denotes the
incremental energy needed to establish connection between the nodes x and y.
For the nodes x and y under consideration δ(x) is the incremental energy re-
quired for node x and δ(x) = w(xy)−PT (x), where PT (x) is the power assigned
to node x. δ(y) is defined similarly. Now δ′(xy) = δ(x) + δ(y). The heuristic is
described in Algorithm 3.

Algorithm 3. Kruskal-incremental Power Greedy Heuristic

Input : G = (V,E,w)
Output: A feasible power range assignment P

1 Initialization: T = (V,E′), where E′ = ∅, P = 0, PT (u) = 0 for all u ∈ V
2 Find an edge xy ∈ E \ E′ such that (i) T = (V,E′ ∪ {xy}) is acyclic and (ii)

δ′T (xy) is minimum.
3 E′ = E′ ∪ {xy}, PT (x) = PT (x) + δT (x), PT (y) = PT (y) + δT (y),

P = P + δ′T (xy).
4 if |E′| = n− 1 then
5 output T = (V,E′), P , and PT (v) for all v ∈ V and stop;
6 else
7 go to step 2

It is shown in [12] through simulation that Kruskal-incremental heuristic out-
performs both MST based heuristics and Prim-incremental heuristics.

2.4 Valley-Free Heuristic

Aneja et al. [3] established a lower bound for the SMET problem. They provide
a a necessary condition for the optimal value of SMET. The main results and
few terminologies used in [3] are explained below.

Consider a simple path v0v1 . . . vp in G(N,E) with cost sequence
c01, c12, . . . , cp−1,p. Define this path to be of type Λ if minimum of the p numbers
in this sequence is either c01or cp−1,p.
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A tree T of G is defined to be valley-free if for every two nodes u, v ∈ N ,the
unique path between u and v in this tree is of type Λ.

The following theorem provides a lower bound for the SMET problem.

Lemma 1. [3] Consider a spanning tree T (N,E) of G. Then T is valley-free
if and only if its associated total power is given by

∑
(i,j)∈E cij +max(i,j)∈Ecij.

Lemma 2. [3] A MST is an optimal solution for SMET if it is valley-free

Based on the above results a simple valley-free heuristic was proposed in [3]. Let
T be the minimum spanning tree of G and T ′ be the tree obtained by swapping a
in-tree edge with an out-tree edge. If P (T ′) < P (T ) or T ′ is not valley-free then
T ′ is considered as Timp. The heuristic swaps in-tree edge with an out- tree edge
and checks if Timp exists, if so it retains the new tree. The valley-free heuristic
is explained in Algorithm 4.

Algorithm 4. Valley-free Heuristic

Input : G = (V,E,w)
Output: A feasible power range assignment P

1 Let T be the minimum spanning tree of G.; min = P (T );
2 if T is valley-free then
3 Output T ;stop

4 while there exist a Timp do
5 T = Timp

6 Output T and P (T ).

It has been shown by Aneja et al. [3] through simulation that valley-free
heuristic performs better than Prim-incremental power greedy heuristic. In the
next section we propose our local search based approximation algorithm for
SMET problem.

3 Local Search Based Algorithm

In this section, we propose a local search based approximation algorithm for
the SMET problem. Local search is an iterative Heuristic used to solve many
optimization problems. Typically, a local search heuristic starts with any feasible
solution, and improves the quality of the solution iteratively. At each step, it
considers only local operations to get a better feasible solution, if possible, in
the neighborhood of the feasible solution obtained in the previous iteration.
The algorithm stops in the rth iteration if it fails to find a better solution in
the neighborhood of the solution obtained in the r − 1th iteration. The details
about local search can be found in [8]. Our algorithm performs local changes
that improves the total energy. The local change includes swapping a tree edge
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with a non-tree edge. This notion can be extended to swapping many tree edges
for an equal number of non tree edges. A local change operation involving at
most k tree edges is termed a k-change. So k-change is costlier to implement
than (k − 1)-change. Algorithm using k-change generally performs better than
an algorithm using (k − 1)-change.

3.1 k-Locally Optimal Tree and k-Local Search Algorithm

Let G = (V,E) be a complete graph with n vertices and let w : E → R+ be
a weight function defined on E. Let T be a spanning tree of G. Note that a a
spanning tree T of G is a feasible solution to the SMET problem. Let Nk(T ) =
{T ′| |E(T ′) \ E(T )| = k}. So each T ′ ∈ Nk(T ) can be obtained from T by
removing k edges from T and adding suitable k edges from E(G)\E(T ). Hence,
Nk(T ) is the k- neighborhood of T . A spanning tree T admits a k-improvement
if there exists a spanning tree T ′ ∈ Nk(T ) such that P (T ′) < P (T ).

A k-locally optimal tree, (k-LOT ) of a given graph G, is a spanning tree of G
that does not admit any k-improvement. Note that starting from an arbitrary
spanning tree T , if we perform k-exchanges, then we may end up generating all
the spanning trees of the input graph G. So the algorithm will be of exponential
complexity as the number of spanning trees of a complete graph with n nodes
is nn−2. To get rid of this problem we do not delete the newly added edges.
This ensures that we need to generate at most n trees and our algorithm will
run in polynomial time. To describe our algorithm we need to introduce some
more notations. Let F ⊂ E(T ). Let Nk(T, F ) = {T ′| |E(T ′) \ E(T )| = k and
(E(G) \ E(T )) ∩ F = ∅}. So each T ′ ∈ Nk(T, F ) can be obtained from T by
removing k edges from E(T ) \F and adding k suitable edges from E(G) \E(T ).
The algorithm is explained in Algorithm 5.

Algorithm 5. k-Local Search Algorithm

Input : G = (V,E,w) and an integer k
Output: A feasible power assignment P (T )

1 Compute a minimum spanning tree T of G; F = ∅;
2 while there is a T ′ ∈ Nk(T, F ) with P (T ′) < P (T ) do
3 Find a tree T ′ ∈ Nk(T, F ) with P (T ′) < P (T ); F = F ∪ (E(T ′) \E(T ));

T = T ′;

4 Output T and P (T );

Theorem 2. The running time of k-Local Search Algorithm is O(n3k+2).

Proof. The algorithm starts with a minimum spanning tree T which can be found
in O(n2) time, where n is the number of nodes in G. Then it keeps applying k-
improvements to the current spanning tree until it becomes a k-LOT . The
number of distinct k-changes possible for a spanning tree is at most((

n
2

)
− (n− 1)
k

)(
n− 1
k

)
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which is O(n3k). Computing P (T ′) from P (T ) would take at most O(n) time.
Since in each iteration at least k new edges are added and no newly added edges
are deleted in future, the number of iterations required by while loop is at most
n− 1. So the algorithm takes O(n3k+2). This proves the lemma. ��

Figure 1(a) illustrates a spanning tree T1 that admits a 1-improvement.The bold
edges represent the edges of spanning tree. We denote local change operation on
tree T by T (in, out) where in is the set of edges which are swapped in from
non-tree edges and out is the set of swapped out edges. The energy cost of
T1 is P (T1) = 6a + 2ε. After applying 1-improvement T1({23}, {26}), we get a
spanning tree T2 in Figure 1(b) having energy cost P (T2) = 6a. We can observe
that the tree T2 does not admit any 1-improvement, but it has a 2-improvement.
Figure 1(c) shows the tree T3 after 2- improvement i.e T2({12, 54}, {23, 34}),
where energy cost P (T3) = 5a+6ε. Since ε is a small constant, it is evident that
P (T3) is least among all the three trees, T1, T2 and T3.
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Fig. 1. Example of local change

Next we prove that k-Local Search Algorithm is a 2-approximation algorithm,
i.e. k-Local Search Algorithm produces a spanning tree T such that P (T ) ≤
2×OPT .

Theorem 3. The k-Local Search Algorithm has a performance ratio of 2.

Proof. Let T be the MST constructed in Line 1 of k-Local Search Algorithm. Let
T1, T2, . . . , Tr be the trees obtained in the iteration 1 through iteration r. Clearly
P (Tr) < P (Tr−1) < ·, < P (T1) < P (T ). Since P (T ) ≤ 2 × OPT [9], P (Tr) ≤
2×OPT . Hence k-local search algorithm is a 2-approximation algorithm. ��

4 Experimental Results

In this section, we compare the existing heuristics, namely, (i) MST-heuristic,
(ii) Prim-incremental heuristic, (iii)Kruskal-incremental power greedy heuristic
and (iv) Valley-free heuristic with our proposed k-Local search algorithm with
k = 1. The experimental set up contains n sensors distributed randomly over a
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1000× 1000 square. The power function used in the simulation study is f(d) =
t.dα, where α is a constant between 2 and 4. We take α = 2 in our simulation
study, t is the threshold which is set to 1. For each n ranging from 10 to 100 in
increments of 10, we run the heuristics 100 times with different seeds for random
number generator. The average of the total powers is reported in Figure 2.The
legend LocalSearch(MST) indicates the fact that we start with MST as an initial
feasible solution.
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Fig. 2. Total Energy consumption

The Table 1 reports the total energy consumption for all the heuristics. This
shows that the valley-free heuristic consumes 3.48 percent energy less than that
of MST based algorithm on an average, whereas 1-Local search algorithm con-
sumes 4.68 percent less energy than the MST based algorithm on an average.
We find that total energy decreases with the increase in number of nodes. This
is because when the sensors are densely located, it requires less energy to reach
the neighbor and in sparse networks the energy consumption is higher as nodes
are located far apart.

The maximum of total energy is reported in Figure 3. The variance of to-
tal energy is reported in Figure 4. Since we plot the average of 100 runs for
each value of n, the comparison of maximum and variance is essential to test the
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Table 1. Comparison of Total Energy consumption

No.of.Nodes MST Prim-incr Valley-free Krus-incr LocalSearch

10 918190 881007 896209 895056 879460

20 896949 864862 879672 871256 858914

30 874986 837589 862112 852658 831583

40 845371 809327 834045 827487 805419

50 840927 805478 823525 819464 798170

60 823853 790591 806555 800733 782171

70 823187 789136 807685 803403 782086

80 805569 770070 790545 786438 765918

90 808373 773332 791634 786917 767351

100 795075 761235 779333 774190 754943
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stability of the heuristic. The almost overlapping curves for the variance in Fig-
ure 4 indicates that k-local search heuristic is a stable algorithm. We find from
simulation studies that the maximum energy in valley-free heuristic is 3.99 per-
cent less than that of MST; and maximum energy in Local search is 5.38 percent
less than that of MST. The variance is 9.61 and 12.52 percent less than that of
MST in case of valley-free and Local search heuristic respectively. These stud-
ies indicate that the 1-Local search algorithm performs better than the existing
heuristics.

We observe that both maximum transmit power and variance decrease as the
number of nodes n increases. This can be explained as follows: If we put n sensors
in a 1000× 1000 square, then when n is small, nodes are dispersed far away and
thus the maximum transmission power is higher. Also, in sparser networks, the
total energy consumption depends more on the placement of the nodes. Thus
the variance of the total energy consumption is larger.
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5 Conclusion

In this paper we proposed a local search based algorithm, namely k-local search
algorithm for the SMET problem. Our simulation results suggest that the 1-
local search algorithm performs better than the valley-free heuristics. We also
proved that the performance ratio of k-Local search heuristic is 2. Calinescu et
al. [4] gave a practical but nontrivial approximation algorithm with improved
performance ratio of 15/8. Careful theoretical analysis may result in better ap-
proximation ratio. Obtaining an algorithm with approximation ratio less than
15/8 for SMET problem is a challenging open problem.
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Abstract. Scheduling is an emergent area in Grid Environment. It is essential to 
utilize the processors efficiently and minimize the schedule length. In Grid 
Environment, tasks are dependent on each other. We use Directed Acyclic 
Graph (DAG) to solve task scheduling problems. In this paper, we have 
proposed a new scheduling algorithm called M-Level Sufferage-based 
Scheduling Algorithm (MSSA) for minimizing the schedule length. It has two-
phase process: m-level and sufferage value. M-level is used to calculate the 
earliest time. Sufferage is used to assign priority and select an optimal machine. 
MSSA always gives optimal or sub-optimal solution. Our result shows better 
results than other scheduling algorithms such as MET, MCT, Min-Min and 
Max-Min with respect to scheduling length and resource utilization. 

Keywords: Scheduling algorithm, Grid environment, M-level, Sufferage, 
Directed acyclic graph, Makespan. 

1 Introduction 

Grid computing is a loosely coupled system and an innovative way to solve complex 
problems. In loosely coupled system, the inter-processor communication delay is 
large due to lack of coordination between systems. Each system in grid has different 
computation power, operating systems, peripherals and many more [4] [9]. It enables 
sharing in computational grid environment. Grid computing creates a structure to use 
the underutilized systems. A complex computation job can be divided into number of 
small partitions and it can be executed parallel in grid environment. So, we need a 
Grid Resource Broker (GRB) which divides the job into number of tasks [5]. GRB 
allocates task for a processor. 

Scheduling is the way for allocation of the tasks. It depends on the criteria or 
requirements of tasks. The aim of scheduling are reducing Makespan (or scheduling 
length) and efficient utilization of the processors [10]. Scheduling is a NP-complete 
problem [6] [7]. Tasks are two types: dependent and independent task. Independent 
task can be scheduled in any order. Some of the algorithms are Min-Min, Max-Min, 
Minimum Completion Time (MCT), and Minimum Execution Time (MET). But, 
dependent task cannot be scheduled in any order. The dependency among tasks must 
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be preserved. In order to represent it, task graph or Directed Acyclic Graph (DAG) is 
used. Some of the algorithms are Priority-based Task Scheduling (P-TSA) [3], 
Highest Level First with Estimated Times (HLFET) [12]. 

Parallelism in our approach is of two types: computation and communication. If a 
task is assigned to parent task processor then communication time is zero. Two tasks 
can share communication parallelism but cannot share computation parallelism. Let 
us assume that a task has two parents. The task has to wait until both parents complete 
its execution and communication between the parents to the given task is over. It is 
called as Strong dependency. If the task starts its execution partially before the parent 
task has finished, then it is called as Weak dependency [11].  

Distributed system contains a huge number of workstations. They are connected 
through high speed buses. Nodes and interconnection are different from one 
environment to another environment [2]. For solving large scale complex problem, it 
is not possible to enhance the capability of a single computer. It is not only costly but 
also bulkier. But, in distributed system, the complex problem is divided to small 
chunks and it can be executed more efficiently. Idleness of CPU is reduced to greater 
extent. 

The remaining part of this paper is organized as follows: related work is devoted in 
section 2. Section 3 elaborates preliminaries such as notations, assumptions, 
traditional scheduling algorithms. Section 4 proposes the M-Level Sufferage-based 
Scheduling Algorithm (MSSA). Section 5 discusses performance analysis with a 
suitable illustration. We conclude by summarizing the work in Section 6. 

2 Related Works 

There are numerous algorithms in the area of grid scheduling. Algorithm gives sub-
optimal or optimal solution based on the criteria. We can say the algorithms are 
approximate solutions. If an algorithm gives optimum result for particular types of 
data set then it is a sub-optimum solution. Hemamalini compares different task 
scheduling algorithms in heterogeneous environment [5]. Bozdag et al. proposes a 
generic algorithm which preserves the Makespan by integrating processor schedules 
[8]. Sun et al. introduces a priority scheduling algorithm [3]. It calculates the task 
priority. Based on the priority, it groups the task into teams.  

Scheduling may be centralized or decentralized. Pop et al. proposes a decentralized 
task scheduling using genetic algorithm [9]. Also, Navimipour et al. introduces a 
linear genetic representation for computational grid tasks. It uses different crossover 
operations. Genetic algorithm may not provide optimal solution [6]. But, it provides 
approximate solution. Priority among tasks and allocation of machine are two 
important steps of list scheduling. Hagras et al. introduces an approach for machine 
allocation which can be applied to list scheduling [13]. It can be applied to both 
insertion and non-insertion approach. If the task is scheduled without looking the 
hole, it is termed as non-insertion approach. But in insertion approach, task is filled to 
the first available hole [14]. Of course, insertion is a good approach then non-insertion 
one because idle time is reduced in some extent.  
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3 Preliminaries 

3.1 Notations 

MSSA: M-Level Sufferage-based Scheduling Algorithm 
DAG: Directed Acyclic Graph 
CT: Computation Time 
Ct: Communication Time 
RT: Ready Time 
Ct (Ti, Tj): Communication Time between task Ti and task Tj 

SV: Sufferage Value 
M-Level (Ti): M-Level of task Ti 

P-TSA: Priority-based Task Scheduling 
MET: Minimum Execution Time 
MCT: Minimum Completion Time 
FCFS: First Come First Served 

3.2 The DAG Model 

Task may be dependent or independent in real time environment. In banking system 
(or airline control system), each transaction has a sequential process. So, we cannot 
start in a random order. It is necessary to represent the task in a graph. Generally, 
DAG is used to represent the dependency among tasks. From DAG, we can schedule 
the task in an order.  

Let us consider a DAG D = (T, E), where T represents the number of tasks and E 
represents the number of edges. Each task requires some time to execute a set of 
instructions. The time is called Computational time. Two tasks are using a directed 
edge. This time is called Communicational time. In DAG, edges are unidirectional. So, 
it creates scheduling holes [14]. The task does not have parent task is known as Entry 
task. Similarly, the task does not have children task is known as Exit task. CTs of tasks 
are different in each processor because we are considering heterogeneous environment. 
It is very difficult to choose an optimal machine in grid environment. Finally, the 
problem statement is to find an optimal schedule in a heterogeneous environment.   

3.3 Assumptions 

Let us take a heterogeneous environment for results analysis. It contains systems with 
different architecture and different requirements. For our approach, CT and Ct are 
provided before scheduling takes place. But, task can be added in between scheduling. 
Ct is ignored if and only if the task is assigned to parent processors. It is assumed that 
communication may overlap with each other. 

3.4 Scheduling Algorithms 

To get a close to optimal schedule, many traditional algorithms are developed. The 
algorithms are listed below. 
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3.4.1 P-TSA [3] 
It computes task priority. For task priority, it considers depth of the task, estimated 
complete time, up link cost and down link cost. If two nodes are in the same depth, 
then they are in the same group. We calculate the priority value of each group tasks. 
Then, we will get a scheduling order. 

3.4.2 MET 
It focuses on minimum execution time. It schedules the tasks in FCFS sequence. Load 
balancing is not considered in this approach. 

3.4.3 MCT 
It focuses on minimum completion time. Like, it schedules the tasks in FCFS 
sequence. Completion time is the sum of execution time and ready time. Load 
imbalance is the demerit of this approach. 

3.4.4 Min-Min 
It selects small task before large task. It combines MET and MCT. First Min shows 
MET whereas second Min shows MCT. It works efficiently if and only if there are so 
many small tasks present in Grid. Otherwise, it will cause starvation to large tasks. 

3.4.5 Max-Min 
It is similar to Min-Min. But, it selects large task before small one. It is better than 
Min-Min algorithm. It causes starvation to small tasks. 

4 Proposed Algorithm 

4.1 Description 

Our proposed algorithm MSSA contains two phases. In first phase, scheduler 
calculates m-level of each ready task. M-level is the sum of CT, ready time and Ct 
between parent to given task. In second phase, scheduler calculates SV. It is the 
difference between two best or optimal machine. According to SV, tasks are sorted in 
descending order. The task having high SV will be given highest priority. We 
continue the above process until the ready list is empty.      

4.2 Algorithm 

1. Initially, ready list contains the entry task. 
2. Assign the entry task to the processor. 
3. Set CT of entry task as RT. 
4. Repeat 

         Calculate m-level for ready list tasks on each processor. 
M-Level (Ti) = CT + RT + Ct (Tf, Ti) 

5. Calculate SV. 
6. Sort the tasks in descending order of SV. 
7. Select the task-processor pair which gives the earliest m-level time. Ties are 

broken randomly. 
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8. Assign the task to the respective processor. 
9. Remove the task from ready list. 
10. Update the RT of each processor.  
11. if (ready list is not empty) 
12.             Go to Step 7. 
13. else  
14.             Repeat.   

        Until the ready list do not have any task. 

5 Performance Analysis 

5.1 Illustration 

Let us consider a complex DAG (Figure 1) having seventeen tasks and three 
processors. Each node (or ellipse) in the DAG represents a task. The time required to 
execute the task is called CT. It is shown in Table 1. We are considering a 
heterogeneous grid environment. So, the execution time is different in each processor. 
Connection between two tasks is called Ct. It is represented in rectangular box. 
Communication between task Ti and task Tj is represented as Ct (Ti, Tj). A task can 
only execute if and only if its entire parent has been completed. 

 

Fig. 1. A Complex DAG 
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Table 1. CT of tasks 

 
Task P1 P2 P3 

1 41 46 34 

2 46 40 41 

3 26 48 35 

4 46 33 16 

5 32 11 48 

6 40 43 41 

7 14 27 22 

8 27 34 19 

9 48 38 39 

10 49 37 40 

11 28 20 29 

12 49 33 24 

13 48 28 22 

14 24 36 32 

15 40 32 36 

16 17 14 38 

17 21 16 14 

 

Here, T1 is the start (or entry) task. So, ready list contains only one task T1. Now, 
we assign the task to a processor which takes less time. For T1, it is processor 3. All 
other processors are idle at the same time because T1 is the parent of next level tasks. 
The CT of T1 is 34. Ready time (RT) is initialized as 34. 

After T1 has successfully processed, the next level tasks are T2, T3 and T4. In order 
to assign the tasks to the processors, we have designed a two-phase process. At first 
phase, we calculate m-level of the tasks. M-Level of the task is the sum of CT, ready 
time and Ct between parent tasks to the given task. The m-level of tasks are shown in 
Table 2. In second phase, we calculate SV of the tasks [1]. SV is the difference 
between the m-level of two best processors. It is shown in Table 3. 
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Table 2. M-Level of tasks 

 
Task           Processor 1           Processor 2              Processor 3 

 CT RT+Ct M-level CT RT+Ct M-level CT RT+Ct M-level 

2 46 58 104 40 58 98 41 34 75 

3 26 47 73 48 47 95 35 34 69 

4 46 50 96 33 50 83 16 34 50 

Table 3. SV of tasks 

 
 Processor 1 Processor 2 Processor 3  

Task M-level M-level M-level SV 

2 104 98 75 23 

3 73 95 69 4 

4 96 83 50 33 

 

Now, we sort the tasks in descending order of SV. Ready list is updated in the 
following sequence: T4, T2 and T3. T4 is assigned to processor 3. The RT of processor 
3 is modified to 50. The updated m-level is shown in Table 4. We need not calculate 
SV again. 

Table 4. Updated SV of tasks 

 
 Processor 1 Processor 2 Processor 3 

Task M-level M-level M-level 

2 104 98 91 

3 73 95 85 

 

Again, T2 is assigned to processor 3. The RT of processor 3 is altered to 91. The 
updated m-level is shown in Table 5. 

Table 5. Updated SV of tasks 
 

 Processor 1 Processor 2 Processor 3 

Task M-level M-level M-level 

3 73 95 126 
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Finally, T3 is assigned to processor 1. After this, ready list is empty. So, we repeat 
the algorithm again and again until there is no task in the ready list. Final Gantt chart 
is shown in Figure 2. Dotted mark represents idle time and star mark represents 
communication delay time. 
 

 

Fig. 2. Gantt chart 

5.2 Results 

The result shows that our proposed algorithm (MSSA) is better and efficient than the 
traditional scheduling algorithms. We have considered two performance measures to 
compare our proposed algorithm with other task scheduling algorithms. First, 
Makespan is used to calculate the scheduling length. It is the total time required to 
complete the task execution. Second, Resource utilization is the percentage of time a 
particular resource (or processor) is busy. We need maximum resource utilization as 
well as minimum scheduling length. We have taken two cases to evaluate the 
performance measure in all task scheduling algorithms. Performance metrics are 
shown in figure 3 (case 1), figure 4 (case 1), figure 5 (case 2) and figure 6 (case 2) 
respectively. Number of machines and tasks are varying in one case to another case. 
Each case has a complex DAG. In each case, we compare our results with the 
traditional algorithms results. X-axis denotes the number of machines and Y-axis 
denotes the Makespan (in figure 3 and 5), average resource utilization (in figure 4 and 
6). If number of processor is restricted to one then the performance for all algorithms 
remains same.   
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          Fig. 3. Case 1 Makespan results                  Fig. 4. Case 1 resource utilization results 
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           Fig. 5. Case 2 Makespan results                Fig. 6. Case 2 resource utilization results 

6 Conclusion 

MSSA scheduling introduces a new concept called m-level in which earliest time is 
calculated. By considering m-level value, SV is calculated. It provides priority among 
tasks. This scheduling has an improvement over all traditional algorithms in grid 
environment. Our result shows this. Makespan is reduced in greater extent. Resources 
are utilized efficiently in our algorithm. This proposed scheduling will help to faster 
execution in grid environment. Finally, it gives sub optimal or optimal solution.     

In future work, we can further extend MSSA algorithm by using security, time 
constraints to the tasks and duplication of tasks. Communication between tasks and 
resources may be failed due to network problems, energy limitations and many more. 
It can be one of the best future works. It can be more realistic if all criteria are 
considered. 
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Abstract. Preserving Privacy is crucial in distributed environments wherein da-
ta mining becomes a collaborative task among participants. Solutions proposed 
on the lines of cryptography involve use of classical cryptographic constructs in 
data mining algorithms. Applicability of solutions proposed depends on the  
adversary model in which it is able to preserve privacy. Existing cryptography 
based solutions for privacy preserving clustering aim to achieve privacy in 
presence of semi honest adversary model. For the practical applicability of the 
solutions in real world settings, support of malicious adversary model is desira-
ble. As per our literature survey, the existing research lacks any fool proof solu-
tion for privacy preserving distributed clustering in malicious adversary model.  
In this paper, we propose privacy preserving distributed K-Means clustering of 
horizontally partitioned data that supports privacy in malicious adversarial 
model. The basic construct involves use of secret sharing mechanism clubbed 
with code based zero knowledge identification scheme. We use secret sharing 
for privately sharing the information and code based identification scheme to 
add support against malicious adversaries. 

Keywords: Privacy Preservation in Distributed Data Mining (PPDDM), Secure 
Multiparty Computation, Secret Sharing, Zero Knowledge Proof. 

1 Introduction 

Data mining research deals with the investigation of efficient techniques for the extrac-
tion of potentially useful information from large collections of data.Recent studies[1] 
have thrown light on some of the major challenges for data mining. One of the necessi-
ties identified is the increased user-friendliness of data mining results. This in turn, poses 
a threat to privacy concerns of individuals. Hence, there is a need to add privacy preserv-
ing mechanisms in data mining; yielding Privacy Preserving Data Mining (PPDM) [2].  

In past one decade researchers have shown good interests in PPDM field. Soon af-
ter the field was introduced, many research groups started working on solutions for 
privacy preserving data mining (PPDM)[3][4]. The cryptographic approach is one of 
those directions [5] where researchers have come up incrementally with better  
and efficient results. The only drawback of cryptography based approach is its high 
overhead[6]. Hence, for this approach, one of the chief concerns is to minimize the 
over-heads incurred in implementing the protocols.  
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However, there are other vital issues also associated with the existing solutions. In 
this paper, we concentrate on the clustering application of data mining and especially 
the K-Means clustering algorithm [7]. Existing solutions proposed for privacy preserv-
ing K-Means clustering are [2][8-14]. To the best of our knowledge, all of these solu-
tions provide security in presence of the semi honest adversary model in which partici-
pating parties follow the prescribed protocol but try to infer private information using 
the messages they receive during protocol. Increased use of this model is also because 
of its less strict definition of security and privacy. Another model that can be considered 
is the malicious model in which parties arbitrarily deviate from the protocol run in order 
to infer private information. Although semi-honest model is realistic, solutions devised 
in malicious model provide higher security in real world settings [15].  

In PPDM research, the assumption that no other party should be trusted is closest 
to reality, where individual never knows who to trust. More than that, even after the 
successful exchange of knowledge, an assurance about the integrity and trustworthi-
ness of the shared information is required. Fulfillment of such conditions strengthens 
the protocol and can make it worthy of use in malicious models.  

In literature, mechanisms to handle malicious environments are proposed [15-25]. 
Solutions for implementing basic building blocks in malicious model are proposed in 
[15-19][21][22][24]. [20][25] give solution for association rule mining in malicious 
model while [23] gives solution for k-nn classifier. As we further discuss in section 2.3, 
none of these mechanisms attempts to give solution for the data mining application like 
clustering.  In this paper, we attempt to do so by adding malicious adversary support 
inthe privacy preserving distributed K-Means clustering algorithm proposed in [2]. 

1.1 Organization 

The remainder of this paper is organized as follows: In section 2, we discuss back-
ground and related work. Section 3 describes our proposed approach. In section 4 and 
5, we show theoretical and experimental analysis respectively. 

2 Back Ground and Related Work 

2.1 Zero Knowledge Proof Systems 

In cryptography, a zero knowledge proof or zero knowledge protocol is an interactive 
method for one party to prove to another that a statement is true, without revealing 
anything other than the veracity of the statement. An effective definition of zero 
knowledge proofs of knowledge is given in [26] along with its relevance to identifica-
tion scheme that we use in this paper.  

2.2 Code Based Cryptography and Linear Codes  

The identification scheme that we use in this paper is based on error-correcting code 
theory. We use definitions of linear codes and q-ary syndrome decoding problem 
from [27]. 
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A linear code is an error-correcting code for which any linear combination of code 
words is also a code word. We can define it more precisely as: 

“A linear code of length n and rank k is a linear subspace C with dimension k of 
the vector space Fq where Fq is the finite field with q elements, q a prime power and 
k<n. Such a code is called q-ary code. The vectors in C are called code words. The 
size of the code is the number of code words and equals qk.” 

The weight, ɷ, of a codeword is the number of its elements that are nonzero and the 
distance between two codewords is the hamming distance between them. 

The distance d of a code is minimum weight of its nonzero codewords, or equivalent-
ly, the minimum distance between distinct codewords. The error-correcting capability of 
such a code is the maximum number of d errors that the code is able to decode. A linear 
code of length n, dimension k, and distance d is called an [n,k,d] code. 

Q-ary Syndrome Decoding Problem 
Given H ϵR q–ary(n, r), y ϵR  , and an integer ɷ > 0, output a word x ϵ  , such 
that w(s) <= ɷ, H.sT= y. This problem remains NP-complete [28]. 

2.3 Related Work 

PPDM approaches are classified into two categories [6]: 1. Randomization Based and 
2.Cryptography Based. The randomization based approach for privacy preserving clus-
tering has been addressed in [29] and approaches in this category incur low computation 
and communication cost but compromise with the level of privacy. The cryptography 
based approaches provide high level of privacy but at the cost of high computation and 
communication cost [6]. In this category, the privacy preservation in clustering has been 
achieved using the Secure Multiparty Computation (SMC) [8-10], the Homomorphic 
encryption[10-12] and the secret sharing [2][13][14] based techniques. 

However, to the best of our knowledge, all of the above privacy preserving clustering 
protocols were proven or claimed to be secure only in the semi-honest model. In [30], a 
systematic method is described for converting protocols that are secure in the semi-
honest model to ones that are equally secure and privacy-preserving in the malicious 
model with the use of commitment schemes and zero-knowledge proofs. The first at-
tempt towards adding malicious adversary support in distributed association rule mining 
in data grids is proposed in [20]. In [15], authors show several constructions on equality, 
dot product and set-intersection operations in malicious model for the first time. In [19], 
authors proposed efficient and secure dot product and set-intersection protocols in the 
malicious model while reducing the computational and communication complexity of 
the proof of knowledge of [15] drastically.Recently, [21] proposed efficient set opera-
tions against the malicious adversaries. They assume no trusted set up or trusted third 
party for the computation, thus increasing the communication overhead. In [22], authors 
propose private vector addition protocol using probabilistic zero-knowledge protocol. In 
[23], authors add malicious adversary support to already existing privacy-preserving 
secure scalar product for private distributed k-nn classifier. In [24], authors present an 
implementation of Yao’s protocol with the cut-and-choose methodology, which is se-
cure in the presence of malicious adversaries. 
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Relation between secret sharing and Zero knowledge proof has been discussed in 
[31]. Authors in [32] suggest verifiable secret sharing as one of the ways to add mali-
cious adversary support. Authors in [25] proposed Peer for privacy(P4P) framework 
for privacy preserving data mining using Verifiable secret sharing to add malicious 
adversary support. 

It is apparent however, that none of the paper gives solution for clustering in distri-
buted environment in malicious model. 

3 The Proposed Approach 

3.1 Privacy Preserving Distributed K-Means Clustering Using Shamir’s 
Secret Sharing Scheme [2] 

In the distributed scenario, where data are located at different sites, the algorithm for 
K-Means clustering differs slightly. In distributed scenario, it is desirable to compute 
cluster means using union of data located at different parties. We use distributed 
Weighted Average Problem to compute intermediate cluster means in distributed 
scenario. To collaboratively compute cluster means, all parties need to send their local 
clusters to every other party. For example, if two parties want to jointly perform clus-
tering, then each party needs to send its sum of samples and number of samples  
values (of each cluster) to other party. We shall denote (ai,bi) and (di,ei) as sum of 
samples and number of samples pairs for party A and party B respectively. Joint com-
putation of the clusters can be performed using (ai+di)/(bi+ei). If parties send (ai,bi) 
and (di,ei) pairs in clear then there is a threat to privacy violations. In [2], authors 
proposed new and efficient privacy preserving computation of (ai+di)/(bi+ei) using 
Shamir’s secret sharing scheme [33]. The approach is shown in figure 1.    

 

Fig. 1. Privacy Preserving Distributed K-Means clustering using Shamir’s Secret Sharing 
scheme 

As shown in figure 1, in step 1, each party generates and distributes the shares. In 
step 2, each party performs the addition of the shares it receives including its own 
share and sends the calculated sum back to every other party. By solving the linear 
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equations corresponding to the received sums, parties are able to calculate the sum of 
the secret values of all parties using Lagrange’s interpolation. 

Taking an example of three party {P1,P2,P3} case where they share a public con-
stants C =  {3, 4, 2} corresponding to each party and have private polynomials Q = 
{2x2 + x + c, x2 + 3x + c, 4x2 + 3x + c}. The values they want to secretly share is let’s 
say {3, 4, 3} respectively. Let’s take an example where each party generates share for 
every party including self. Now when party P1 sends its share secretly to P3, it uses 
equation Q1(C3), i.e. it sends 2(2)2 + 2 + 3 = 13 to P3, similarly P2 sends 14 to P3 and 
P3 calculates its own share to be 25 by Q3(C3). This way P3 receives three quadratic 
equations including its own; their addition gives 52. Similarly P1 and P2 each will 
receive three values each and add up to get 94 and 150 respectively. These sums are 
called sum of shares. 

3.2 Attacks in Malicious Adversary Model 

In this paper, we concentrate on the malicious adversary attacks that are possible for 
the approach proposed in [2]. Some possibilities in malicious environment like a party 
aborting the protocol abruptly or sending blank messages cannot be avoided even 
while using standard zero knowledge proofs [22].These situations can easily be han-
dled by programming. However, in practical scenario following attacks are possible 
for the approach proposed in [2]: 

1. Inconsistent shares, valid sum of shares; (here inconsistent shares are the shares 
which when used for reconstruction of secret, don’t reveal correct secret.) 

2. Inconsistent shares, invalid sum of shares 
3. Consistent shares, invalid sum of shares 

From the above listed attacks, in attack 1 and 2, malicious party generates and distri-
butes inconsistent shares. This results in incorrect sum of shares and eventually incor-
rect cluster computation by all parties including malicious party. In practical scenario, 
malicious party often wants to get correct result but prevent others from getting cor-
rect result. Hence, by distributing inconsistent shares, malicious party will not achieve 
its actual goal. 

The only way for the malicious party to get correct clusters but prevent others from 
getting correct clusters is using the scenario mentioned above in Attack 3. Here, all 
parties including malicious parties generate and distribute consistent shares. But mali-
cious party sends invalid sum to all other parties in step 2 of algorithm shown in fig-
ure 1. If all other parties are honest, this will prevent honest parties to get correct  
clusters. However, malicious party gets correct clusters because the sum of shares it 
receives from honest parties are valid. Hence, attack 3 is important to thwart against 
for the approach proposed in [2]. 

In this paper, we attempt to provide the solution to attack 3. At the point of sharing 
secret sums, we use zero knowledge proof identification scheme that identifies 
whether the secret sum calculated by sending party is actually the one received. 
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3.3 Verifying the Sum of Shares 

A sum of shares received by one party P1 is the sum calculated by P3 as explained in 
section 3.1. In this case we consider, P3 sends 52 as the sum of shares to P1 and P2. In 
case of P1, its own share in 52 is 13. So the partial sum of shares that needs to be veri-
fied without P1’s own share will be 39.  

In our verification scheme, we consider 39 as partial sum, the secret value that 
needs to be verified and should be proved by party sending it. For every such s, the 
prover (party P3 in our case here) can generate a public (y, H, ω) such that y = H.sT, H 
being a common random (r × n) q-ary parity matrix, and ω is the weight of code; 
where n is the size of the code, k is the dimension of q-ary parity matrix and r is equal 
to (n-k). Exactly following the zero knowledge identification scheme in [28], the se-
quence of messages between prover and verifier happens as shown in figure 2.  

The scheme involves two parties; a Prover and a Verifier that communicate with 
each other in a five pass protocol. The Prover attempts to prove his knowledge of cer-
tain value that is known by Verifier but cannot be disclosed to him. The scheme utilizes 
q-ary codes over a finite field F, pseudo-random number generators and hash functions. 

Once all parties verify their sum of shares from all other parties, they can solve a 
set of equations to get final sum of secret values of every party. If the sum of shares is 
not correctly verified by any party, then that party sends accusation to all other party 
and the protocol terminates. 

 

 
   P is prover and V is the verifier. Let us have q = 64, n = 6, r = 3; 

H is r × n parity check matrix;  
s is the integer value to be proved and verified; s is a liner code over  of weight ω,  
α is randomly selected over ; 
u is randomly selected over ; 
γ is randomly selected q-ary code over ; 
Σ is a permutation, Π ,  is a permutation function and h is a hash function.  
Step 1: P calculates C1 = h (Σ || γ || H. ) and C2 = h (Π ,  || Π , ) and sends to  V 

Step 2: V replies with α  
Step 3: P calculates β = Π ,    and sends to V 

Step 4: V randomly selects b from {0,1} 
Step 5: If P receives b = 0, it sends Σ, γ to V, 

 V verifies C1 = h (Σ || γ || H Π , β  - α y) 
  If P receives b = 1, it sends Π ,  to V, 
 V verifies C2 = h (β - αΠ , ,Π , ) and wt (Π , ) = ω 

Fig. 2. Verification of integer value using Zero Knowledge Proof identification scheme [28] 

The pseudo code of our proposed approach is shown in figure 3.As shown in figure 
3, each party while sending the sum of shares, also prove the correctness of partial 
sum. Similarly, each party while receiving the sum of shares needs to verify with the 
party that has sent this sum too. If all sums are verified by all parties, then only the 
protocol can proceed. Upon getting the wrong/invalid sum by other party, party sends 
accusation to that party and protocol terminates. 
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4 Theoretical Analysis 

In this section, we give security and overhead analysis of the subcomponent of our 
approach. We concentrate only on zero knowledge identification scheme which we 
use to add support of malicious adversary model. 

4.1 Security Analysis 

As explained in section 3, the construction we use to add the security against malicious 
adversary model is the zero knowledge interactive proof for P(I, s) in the random oracle 
model; where I is the public construct consisting y, H and w. In identification scheme,  
 

P:  Set of parties P1,P2,…,Pn 
vis=(ai,bi): Secret value of party Pi , where ai is sum of samples and bi is no. of samples in  
cluster 
X: A set of n publicly known random values x1, x2,…,xn 
k: Degree of the random polynomial, here k = n – 1 
c: no. of clusters  
1:  do in parallel for each party Pi Є {1...n}  
 find ((ai, bi), … , (ac, bc)) using pseudo code described in Figure 2  
2:  for each secret value visЄ {ai,bi} 
3:   Select a random polynomial qi(x) = an−1xn−1 + … + a1x1 + vis 
5:   for r = 1 to n do  
6:   Compute share of party Pr, where shr(vis,Pr) = qi(xr) 
7:    send shr(vis, Pr) to party Pr 
8:    receive the shares shr(vrs, Pi) from every party Pr.  
9:  end for 
10:   compute S(xi) = q1(xi) + q2(xi) +…+qn(xi)   
11:  for r = 1 to n do  
12:    Send S(xi) to party Pr 

13:    Receive the sum S(xi) from every party Pr 
14:   Provethe partial sum S(xi)- shr(vis, Pr) to every party Pr 
15:   Verify the partial sum S(xi)- shr(vis, Pr) with every party Pr 
16:   If (partial sum from party Pr not verified) then 
17:    Broadcast an accusation to Party Pr 
18:    Terminate the algorithm. 
19:   endif 
20:           end for 
21:   Solve the set of equations using Lagrange’s interpolation to find the  
22:             sum of secret values  
23: end for 
24: Recomputeμiusing sumof samples/no. of samples  
25: until termination criteria met 

Fig. 3. Privacy preserving distributed K-means clustering in malicious adversary model using 
Zero Knowledge Proof 
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the secret key holder can prove his knowledge of s by using two blending factors: the 
transformation by means of permutation and a random vector. A dishonest prover not 
knowing s; can cheat the verifier with probability of q/2(q-1); where q is the power of 
prime number (in our case 64). Thus the protocol has to be run several times to detect 
cheating prover. In our case, we run the protocol 16 times to re-duce the probability of 
cheating the verifier to 2-16. Further, the security of the identification scheme relies on 
the properties of random linear q-ary codes. 

4.2 Computational Cost 

Adding support of malicious adversary in [2] adds extra computational cost. This 
includes the matrix vector multiplication and generation of pseudo-random numbers 
in the code based identification scheme. Apart from this, as the identification scheme 
requires parties to compute random on their own, this also adds up to computational 
overhead. 

In order to find computation cost, we use following parameters from the identifica-
tion scheme: 

N: the number of bits needed to encode an element of Fq = 8 bits 
ℓh: the output size of the hash function h = 160 bits 
δ: the number of rounds = 16 

The size of the matrix in bits would be (r × n ) N = 144 bits  
As each party acts as a prover in our scheme, the computational complexity for  

ZKP over Fq for each party is given as: 

δ( (n2)multiplications + (n2)additions ) i.e. O(n2) 

4.3 Communication Cost 

In [2], the number of messages exchanged after single round of clustering algorithm 
for a single party is O(akn) and for n parties it reaches to O(akn2); where a is the 
number of attributes in dataset, k is the numbers of cluster centers and n is the number 
of parties. 

However, the ZKP scheme used to support the malicious behavior will also need 
some amount of message exchange among parties. The cost in bytes will depend on 
the size of q-ary codes used. Let N be the number of bits needed to encode an element 
of Fq, in our case q is 64, i.e. 26, our n is 6 in this case. Bits needed to represent each 
element of Fq will be thus 4. So N = 4. But in practical programming, we simply in-
itialize a two-dimensional byte array for linear code and parity matrix. This will make 
our N = 8. The output size of our hash function is 160. Number of rounds δ is 16. 

 Size of hash: lh = 160 bits 
 Size of α: lα = 6•8 = 48 bits 
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Size of γ: lγ  = 6•8 = 48 bits 
 Size of β: lβ  = 6•8 = 48 bits 
 Size of Σ: lΣ = 6•8 = 48 bits 

So the total number of bits exchanged per attribute: 

 =δ( 2 •lh + lα + lβ + 1 + (lγ + lΣ + nN)/2) 
 =16(2 •160 + 6•8 + 6•8 +1 + ( 6•8 + 6•8 + 6•8)/2) 
 =16 (320 + 48 + 48 + 1 + (48 + 48 + 48)/2) 
 =7824 bits = 978 bytes 

Hence, the communication cost for verification of value by one party will be 0.98KB 
and for n parties it reaches to 0.98 × n × (n-1) KB and hence O(n2).  

5 Experimental Results and Analysis 

We implemented our algorithm in JAVA. The experiments are conducted on Intel 
Core 2 Duo CPU with 4GB RAM and 2.3GHz speed. The datasets are taken from 
UCI machine learning repository. We provide brief outline of datasets here, however 
interested readers may find details at UCI machine learning repository. Dataset1 is 
Mammal's Milk with 2KB size, dataset2 is the river dataset with 25KB size and data-
set3 is a water treatment dataset with 82KB sizes. For our experiment, we select ini-
tial cluster centers randomly. To test the distributed application on real time data,we 
divided all the three datasets randomly into three sets. These three data sets were then 
placed on three different machines to perform real time distributed clustering. Our test 
application successfully shows fully functional distributed clustering over real net-
work. 

The Zero Knowledge Identification Scheme was simulated by creating Prover and 
Verifier programs communicating through java sockets for the verification of each 
“partial sum”. As discussed in section 3, the Prover and Verifier follows 5-pass 16-
round identification scheme. Thus for one attribute/iteration, number of messages 
exchanged will be (5· n· n-1) as Prover + (5·n·n-1) as Verifier through communication 
channel. i.e. 2·(5·n·n-1) messages. 

A 16-round of zero knowledge identification protocol practically takes 185 millise-
conds on local computer and 3011ms through LAN. The practical cost of this tunes 
out to be 2·185ms = 370ms between two parties and 370·(n·n-1)/2 for overall ex-
change over local computer and 2·3011 ms = 6022 ms between two parties making it 
6022·(n·n-1)/2 through network communication channel. 

Table 1 shows the percentage increase in overhead in terms of computational cost 
and communication cost for our approach. The observation differs here from those 
shown in [2] as in [2], the experiments were performed on local machine while in our 
experiment we show true distributed emulation of our algorithm. 
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Table 1. Comparison of Privacy Preserving Distributed K-Means clustering in presence of semi 
honest adversary and malicious adversary model 

Test 

Communication 
Overhead 

Computation   
Overhead 

* Percentage increase 
in bytes  

attributes/iteration 

*Percentage increase in  
time(ms) 

attributes/iteration 
Mammal Dataset 

Privacy preserving K-Means 
Clustering in semi honest model  

168% 77.26 % 

Privacy preserving K-Means 
clustering in malicious model 

19152% 9988.95% 

River Dataset
Privacy preserving K-Means 
Clustering in semi honest model  

336% 226.23 % 

Privacy preserving K-Means 
clustering in malicious model 

19320 % 18462.68% 

Water treatment Dataset
Privacy preserving K-Means 
Clustering in semi honest model  

504% 229.05% 

Privacy preserving K-Means 
clustering in malicious model 

19824% 27231.71% 

*Percentage increased in resources is calculated with respect to distributed K-Means cluster-
ing algorithm without privacy preserving mechanism. 

6 Conclusion and Future Work 

In this paper, we attempted to extend the approach proposed in [2] to add the support 
of malicious adversary model using code based zero knowledge identification 
scheme. We give theoretical and practical analysis of our proposed approach by con-
sidering 16 round ZKP scheme. In our proposed approach, the probability of cheating 
the verifier is 2-16 which is reasonably small. As we verify only integer values, the 
size of matrix used is small and it results in acceptable computation and communica-
tion cost. Experimental results show that adding malicious adversary support slows 
down the performance of the algorithm. But at the same time we achieve fair conduc-
tion of protocol in presence of malicious adversary model. 

In future, we intend to consider the of inconsistent share distribution and provide the 
solution for the same. We also intend to reduce the overheads incurred by the algorithm. 
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Abstract. Inspired by the cell motion expressed by endocytosis and
exocytosis, we propose a class of membrane systems which uses elemen-
tary membrane division and mobility of membranes. We show that this
class of mobile membranes using only elementary division and mobility
can provide a semi-uniform polynomial solutions for the 4QBF problem,
ascending to the fourth level in the polynomial hierarchy.

1 Introduction

Membrane computing [15] is a branch of natural computing abstracting the ar-
chitecture and the functioning of living cells. Motivated from mathematical or
computer science points of view, various classes of membrane systems (also called
P systems) were defined. The model has several applications [7] being character-
ized by: (i) a membrane structure consisting of a hierarchy of membranes (either
disjoint or included), (ii) multisets of objects associated to membranes, and (iii)
rules for processing objects and membranes.

P systems with mobile membranes [11] are defined as a variant of P systems
with active membranes [15]. New features are provided by mobility rules in-
spired by endocytosis (moving an elementary membrane, a membrane without
any other membrane in, inside a neighbouring membrane) and exocytosis (mov-
ing an elementary membrane outside the membrane where it is placed) [1,9]. We
consider a variant of enhanced mobile membranes which uses only elementary
membrane division rules and mobility rules. There are two forms of mobility:
(i) an elementary membrane while moving in/out of an adjacent membrane can
replace an object in itself (endocytosis/exocytosis rules); (ii) an elementary mem-
brane moves in/out of an adjacent membrane in the absence of some object(s)
in the adjacent membrane, and no objects are replaced in either membrane (in-
hibitive endocytosis/inhibitive exocytosis rules). The power of mobility expressed
in both process algebra and natural computing is treated in [4].

When membrane systems are considered as computing devices, two main re-
search directions are usually considered: the computational power in comparison
with the classical notion of Turing computability, and the efficiency in algorith-
mically solving hard problems in polynomial time. In this respect, the main
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results obtained so far show that membrane systems define classes of computing
devices which are both powerful (mostly equivalent to Turing machines) and
efficient. The computational power of various classes of mobile membrane sys-
tems was studied in [2,3,6] where it has been proven that mobile membrane
systems with a small number of membranes can provide computational univer-
sality. Membrane system algorithms have been developed which provide efficient
solutions to some NP-complete problems (e.g., SAT, Bin Packing, Knapsack).

In the context of active membranes, the complexity classes that have been
studied are P,NP, coNP,L,NL,PP,PSPACE. The reader can look at [14,8]
for more details on these complexity classes. Characterizations of P have been
obtained for P systems with active membranes without polarizations that do not
make use of dissolution, as well as for P systems with active membranes which
do not have membrane division [15]. The classes L,NL have been characterized
by polarizationless P systems with active membranes under tighter uniformity
conditions (reductions computable in AC0 as opposed to P) [15].

Starting from the complexity classes P, NP and coNP new classes can be
constructed, yielding classes of greater apparent complexity [12]. Thus is ob-
tained the polynomial hierarchy, closely related to the arithmetical hierarchy.
The classes in this hierarchy are denoted by ΣP

k , Π
P
k , and ΔP

k (where the super-
script P is used solely to distinguish these from the analogous sets in the Kleene
arithmetical hierarchy). It is known that the lowest level of the polynomial hi-
erarchy is given by ΣP

0 = ΠP
0 = ΔP

0 = P, while the classes P,NP, coNP are
at level 1 of the polynomial hierarchy. The complexity classes in levels greater

than 1 of the polynomial hierarchy have few characterizations : ΔP
i+1 = PΣP

i ,

ΣP
i+1 = NPΣP

i and ΠP
i+1 = coNPΣP

i , i ≥ 0.
In [15] it is stated that there is no known variant of P systems with active

membranes that can solve NP-complete problems without using any of the fea-
tures of polarizations, non-elementary division and dissolution. Likewise, the
only variant of polarizationless P systems with active membranes that has gone
beyond the first level of the polynomial hierarchy using only the operations of
communication and elementary membrane division is the one in [10], where a
problem in ΣP

2 ∪ΠP
2 (namely 2QBF ) is solved.

In this paper we present a semi-uniform polynomial solutions for a ΠP
4 prob-

lem (namely 4QBF ) by using systems that can perform only elementary division
and mobility, thereby going to the fourth level in the polynomial hierarchy. As
far as we know, it does not exist in literature solutions of 4QBF problems in
polynomial time (by some parallel/nondeterministic machine) that we can com-
pare our solution to. The class NP (problems solvable by a nondeterministic
Turing machine in polynomial time) lies on level 1 of the polynomial hierarchy,
while 4QBF problem lies on level 4: in the form where existential quantifiers
are the first block is an example of a problem complete for ΣP

4 , and where the
first block is universal is an example of a problem complete for ΠP

4 . The class
ΔP

5 contains both ΣP
4 as well as ΠP

4 . Our result is that the union of ΣP
4 and

ΠP
4 is contained in our class of P systems. We cannot say that our class of P

systems is also a superset of ΔP
5 . However, both our membrane systems as well
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as ΔP
5 contain the union of ΣP

4 and ΠP
4 . The comparison of these two classes is

an open problem.
In order to find such a solution, the membrane systems are treated as confluent

deciding devices that respect the conditions: (1) all computations halt, (2) two
additional objects Y and N (successful and unsuccessful computation) are used,
and (3) one of these objects appears in the halting configuration. Such mem-
brane systems are called recognizers. R denotes an arbitrary class of recognizer
P systems.

A decision problem, X , is a pair (IX , θX) where IX is a language over a finite
alphabet (whose elements are called instances) and θX is a total boolean function
(that is, a predicate) over IX . Its solvability is defined through the recognition
of the language associated with it. Let M be a Turing machine with alphabet
Γ , L a language over Γ , and the result of any halting computation is Y or N . If
M is a deterministic device, it recognizes or decides L whenever, for any string
u over Γ , M accepts u iff u ∈ L (the result on input u is Y ); otherwise it rejects
u (the result on input u is N). If M is a non-deterministic device, it recognizes
or decides L if for any string u over Γ , u ∈ L, there exists a computation of M
with input u such that the answer is Y .

2 Enhanced Mobile Membranes with Controlled Mobility

We assume the reader is familiar with membrane computing; for the state of the
art, see [15]. The class of mobile membrane systems used is an extension of P
systems with mobile membranes and controlled mobility [10], which is a construct
Π = (V,H, μ, w1, . . . , wn, R, i), where: n ≥ 1 (the initial degree of the system);
V is an alphabet (its elements are called objects); H is a finite set of labels for
membranes; μ is a membrane structure, consisting of n membranes, labelled with
elements of H (we distinguish the external membrane, usually called the “skin”
membrane, and several internal membranes); w1, w2, . . . , wn are strings from V ∗

(the free monoid generated by V under the operation of concatenation and the
empty string denoted by λ, as unit element), describing the initial multisets
of objects placed in the n membranes of μ, i is the output membrane of the
system, and R is a finite set of developmental rules of the following forms, where
membrane h is elementary and membrane m is not necessarily elementary:

(a) [a]h[ ]m → [ [w]h]m, for h,m ∈ H, a ∈ V,w ∈ V ∗ endocytosis
a membrane labelled h enters the adjacent membrane labelled m under the
control of object a; the labels h andm remain unchanged during this process;
however, the object a is modified to w during the operation.

(b) [ [a]h]m → [w]h[ ]m, for h,m ∈ H, a ∈ V,w ∈ V ∗ exocytosis
a membrane labelled h is sent out of a membrane labelledm under the control
of object a; the labels of the two membranes remain unchanged; however the
object a from membrane h is modified to w during this operation;

(c) [ ]h[a]m → [ [ ]hw]m, for h,m ∈ H, a ∈ V,w ∈ V ∗ forced endocytosis
a membrane labelled h enters the adjacent membrane labelled m under the
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control of object a of m; the labels h and m remain unchanged during this
process; however, the object a is modified to w during the operation.

(d) [a[ ]
h
]
m

→ [ ]
h
[w]

m
, for h,m ∈ H, a ∈ V,w ∈ V ∗ forced exocytosis

a membrane labelled h is sent out of a membrane labelledm under the control
of object a ofm; the labels of the two membranes remain unchanged; however
the object a of membrane m is modified to w during this operation.

(e) [a]h[ ]m/¬S → [ [a]h]m, for h,m ∈ H, a ∈ V, S ⊆ V inhibitive endocytosis

a membrane labelled h containing a can enterm providedm does not contain
any object from S; the object a and the labels h andm of the membranes also
remain unchanged. The objects of S are inhibitors that prevent membrane
h from entering membrane m whenever h contains the object a.

(f) [ [a]h]m/¬S → [ ]m[a]h, for h,m ∈ H, a ∈ V, S ⊆ V inhibitive exocytosis

a membrane labelled h containing a can exit m provided m does not contain
any object from S; the object a does not evolve in the process; the labels h
and m of the membranes also remain unchanged.

(g) [a]h → [u]h[ v]h, for h ∈ H, a ∈ V, u, v ∈ V ∗ elementary division
in reaction with an object a, the membrane labelled h is divided into two
membranes labelled h, with the object a replaced in the two new membranes
by possibly new objects; the other objects remain unchanged.

The paper [10] did not consider the operations of forced endocytosis and forced
exocytosis. The rules are applied according to the following principles:

1. The rules are applied in a maximal parallel manner (in each step we apply
a multiset of rules such that no further rule can be added to the multi-
set, no further membranes and objects can evolve at the same time), non-
deterministically choosing the rules, the membranes, and the objects.

2. Membrane m from the above rules is said to be passive, while membrane h
is said to be active. In any step of a computation, any object and any active
membrane can be involved in at most one rule, but the passive membranes
are not considered involved in the use of rules (hence they can be used by
several rules at the same time as passive membranes).

3. The evolution of objects and membranes takes place in a bottom-up manner.
After having a (maximal) multiset of rules chosen, they are applied starting
from the innermost membranes, level by level, up to the skin membrane (all
these sub-steps form a unique evolution step, called a transition step).

4. When a membrane is moved across another membrane by rules (a)-(f), its
whole contents (its objects) are moved.

5. All objects and membranes which do not evolve at a given step, are passed
unchanged to the next configuration of the system.

By using the rules in this way, we get transitions among the configurations of
the system. A sequence of transitions is a computation, and a computation is
successful if it halts (it reaches a configuration where no rule can be applied).
At the end of a halting computation, the number of objects from a special mem-
brane called output membrane is considered as the result of the computation.
A non-halting computation provides no output. The family of all sets of natural
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numbers N(Π) that are obtained as a result of a halting computation by a en-
hanced mobile membrane system Π of degree at most n using rules α ⊆ {exo,
endo, fendo, fexo, iendo, iexo, div}, is denoted by NEMCMn(α). Here endo
and exo represent endocytosis and exocytosis, fendo and fexo represent forced
endocytosis and forced exocytosis, iendo, iexo represent inhibitive endocytosis
and inhibitive exocytosis, while div represents elementary division. When the
number of membranes is finite, and not fixed, we denote it as ∗.

In what follows we provide some examples that will clarify the semantics.

Example 1. 1. Consider the configuration
[ [aabbcccccc]1[uuv]2[ rrs] 3]4, with rules

(a) [a]1[ ]2/¬u → [ [a]1]2 iendo

(b) [ b]1[ ]2/¬v → [ [ b]1]2 iendo

(c) [a]1[ ]3/¬u → [ [a]1]3 iendo

(d) [ c]1[ ]3/¬t → [ [ c]1]3 iendo

(e) [u]2[ ]3 → [ [u′]2]3 endo

First we summarize the rules and their effects:
• Rules (a)-(d) are iendo rules for membrane 1. Membrane 1 has the dis-
tinct objects a, b, c. Membrane 1 cannot enter membrane 2 that contains
the inhibitor u violating rule 1, and inhibitor v violating rule 2. How-
ever, membrane 1 can enter membrane 3 since there are no inhibitors in
membrane 3 with respect to a, b, c in membrane 1.

• Rule 5 is an endo rule. Membrane 2 enters membrane 3.
The next configuration is

[ [ rrs[u′uv]2[aabbcccccc]1]3]4
2. Consider the configuration

[ [pq[abc]1 [abb]2 [ cde]3 [ sr]9 ]4 [aa]5 [ ef ]6 [uv]7 ]8, with rules

(a) [a]2[ ]3/¬c → [ [a]2]3 iendo

(b) [ b]2[ ]3/¬f → [ [ b]2]3 iendo

(c) [a]2[ ]3 → [ [d]2]3 endo
(d) [a]2[ ]1/¬t → [ [a]2]1 iendo

(e) [a]1[ ]2/¬n → [ [a]1]2 iendo

(f) [a]5 → [ b]5[ c]5 div
(g) [ e]6[ ]5 → [ [ f ]6]5 endo
(h) [ [ r]9]4/¬s → [ r]9[ ]4 iexo

(i) [u]7[ ]4/¬p → [ [u]7]4 iendo

(j) [u]7[ ]4/¬o → [ [u]7]4 iendo

First we summarize the rules and their effects:
• Membrane 2 cannot enter membrane 3 using iendo since rule (a) is vi-
olated. The distinct objects of membrane 2 are a, b, and there is an
inhibitor in membrane 3 with respect to a. However, membrane 2 can
enter membrane 3 using the endocytosis rule (c).

• Membrane 2 can enter membrane 1 using iendo, likewise, membrane 1
can enter membrane 2 using iendo - the relevant rules are (d),(e). How-
ever, exactly one of them can be used in a step.
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• Membrane 5 divides. Membrane 6 has an endo rule to enter membrane 5
at the same step - it enters a copy of membrane 5 non-deterministically.
The relevant rules are (f),(g).

• Membrane 9 can leave membrane 4 using iexo using rule (h).
• Membrane 7 cannot enter membrane 4 using iendo. Look at rules (i),(j).
One of them says that membrane 7 containing u can enter membrane 4
provided membrane 4 does not have a copy of p, while the other says the
same thing in the absence of o. Since these two rules have the same left
hand side, we can club these two and write it as [u]

7
[ ]

4/¬o,¬p
→ [ [u]

7
]
4
.

Clearly, membrane 7 cannot enter membrane 4.
A possible next configuration using rules (c), (f),(g)and (h) is

[ [ pq[abc]1 [ cde[ dbb]2]3 ]4 [ sr]9 [ ba]5 [ ca[ ff ]6]5 [uv]7 ]8
Another possible next configuration using rules (e), (f),(g) and (h) is

[ [pq [abb[abc]1]2 [ cde]3 ]4 [ sr]9 [ ba]5 [ ca[ff ]6]5 [uv]7 ]8
Another possible next configuration using rules (d), (f),(g)and (h) is

[ [pq [abc[abb]2]1 [ cde]3 ]4 [ sr]9 [ ba]5 [ ca[ff ]6]5 [uv]7 ]8

3 Solving the 4QBF Problem in Polynomial Time

Here we show that we can handle class of problems higher in the polynomial
hierarchy; namely we give a solution for a ΠP

4 complete problem. Our systems
use only biologically inspired mobility and elementary membrane division. As
stated in the introduction, we use mobile membrane systems as confluent de-
ciding devices, in which all computation starting from the initial configuration
agree on the result. A family Π, of mobile membrane systems Π , solves a deci-
sion problem if for each instance of the problem there is a member of the family
able to decide on the instance. In order to define the notion of semi-uniformity,
some notations are necessary:

• for a suitable alphabet Σ, each instance of the decision problem is encoded
as a string w over Σ;

• Π(w) - the member of Π which solves the instance w.

Inspired from [16], for mobile membrane systems we have:

Definition 1. A decision problem X is a pair (IX , θX) such that IX is a lan-
guage over a finite alphabet, whose elements are called instances, and θX is a
total boolean function over IX . Let X = (IX ,θX) be a decision problem, and
Π={Π(w)|w∈IX} be a family of mobile membrane systems.

• Π is said to be polynomially uniform by Turing machines if there exists a
deterministic Turing machine working in polynomial time which constructs
the system Π(w) from the instance w ∈ IX .

• Π is said to be sound with respect to X if for each instance of the problem
w ∈ IX , if there exists an accepting computation of Π(w), then θX(w) = 1.

• Π is said to be complete with respect to X if for each instance of the problem
w ∈ IX , if θX(w) = 1, then every computation of Π(w) is an accepting one.
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Definition 2. A decision problem X is solvable in polynomial time by a family
of recognizer systems Π = {Π(w) | w ∈ IX}, denoted by X ∈ PMC∗

R if:

• The family Π is polynomially uniform by Turing machines.
• The family Π is polynomially bounded: there exists k ∈ N such that for each

instance w ∈ IX , every computation of Π(w) performs at most |w|k steps.
• The family Π is sound and complete with respect to X.

The family Π is said to provide a semi-uniform solution to the problem X.

As a direct consequence of working with recognizer membrane systems, these
complexity classes are closed under complement and polynomial time reduc-
tions [16]. In this paper, since we are working with recognizer mobile membrane
systems, we replaceR withMM. We are thus, interested in the classPMC∗

MM.
The following complexity result is presented in the style of membrane comput-

ing approach. We propose a polynomial time semi-uniform solution for solving
satisfiability of 4QBF using the operations rendo, rexo, rfendo, rfexo, iendo
and rdiv. When we restrict |w| = 1 in rules (a) – (d) and (g) , we call the
operations rendo, rexo, rfendo, rfexo and rdiv where r stands for “restricted”.

A complete problem for ΣP
k is satisfiability of quantified Boolean formulas

with k alternations of quantifiers (abbreviated kQBF). This is the version of the
boolean satisfiability problem for ΣP

k . In this problem, we are given a Boolean
formula ϕ with variables partitioned into k sets X1, ..., Xk. We have to determine
if it is true that ∃X1∀X2∃X3 . . . ψ, where ψ is in CNF. That is, is there an
assignment of values to variables in X1 such that, for all assignments of values
in X2, there exists an assignment of values to variables in X3 . . ., ϕ is true? The
variant above is complete for ΣP

k . The variant in which the first quantifier is ∀,
the second is ∃, and so on is complete for ΠP

k .
We consider 4QBF with the Boolean formula ϕ = ∀X1∃X2∀X3∃X4ψ where

ψ = (C1∧C2∧. . .∧Cm), X1 = {x1, .., xk},X2 = {xk+1, .., xl},X3 = {xl+1, .., xr}
andX4 = {xr+1, .., xn}. The setsXj, 1 ≤ j ≤ n are pairwise disjoint, and each Ci

is a clause (disjunction of literals xi or ¬xi). Construct the membrane structure

[ [ . . . [ [ [ . . . [ [ [ . . . [ [ [a1a2 . . . an]0]1′ ]2′ . . . ]n′ ]1′′ ]2′′ . . . ]n′′ ]1]2 . . . ]m
[a1a2 . . . ak]B1

[a1a2 . . . akbk+1 . . . bl]B2
[a1a2 . . . akbk+1 . . . blcl+1 . . . cr]B3

[a1a2 . . . akd0]S [a1a2 . . . ak]S′
[ [a1a2 . . . akbk+1 . . . ble0]J [a1a2 . . . akbk+1 . . . ble0]K [ d0]L [d0]M ]E [Y ]A]O

1. The innermost membrane 0 consists of symbols corresponding to variables
x1, . . . , xn. This membrane divides to produce all combinations of ti, fi, 1 ≤
i ≤ n. Membranes i′ and i′′, 1 ≤ i ≤ n ensure that membranes 0 start moving
out only after ai has been replaced with ti, fi. The membranes 1, . . . ,m
represent the m clauses; an assignment exit membrane j if it satisfies Cj .

2. The membranes Bj , 1 ≤ j ≤ 3 represent the first 3 quantifier blocks. Mem-

brane Bj has symbols ai corresponding to variables in ∪j
l=1Xl and plays a

major role in deciding if ϕ is true or not. The symbols ai in all the Bj are
replaced with ti, fi first; this is followed by membranes B2, B3 entering mem-
branes B1 such that the assignments for a1 . . . ak agree in B1, B2, B3; then
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the symbols bi are replaced in B2, B3 with ti, fi. After this, membranes B3

enter membranes B2 such that the assignments for a1 . . . , ak, bk+1, bl agree
in B2, B3; finally the symbols ci in B3 are replaced with ti, fi. This gives us
the following structure: for every assignment of values to variables in X1, we
have a copy of B1. Once in B1, the variables in B2, B3 corresponding to X2

are replaced. After B3 enters B2, the variables of X3 get replaced in B3.

3. The membranes J,K,L,M are used as auxiliary membranes in solving the
problem. The membrane A holds the answer to the problem. It is initialized
with ‘Y’ for yes; in case the formula is false, ‘Y’ is replaced with a ‘N’.

The following are the rules:

1. [ai]j → [ ti]j [ fi]j , for j ∈ {B1, B2, B3, S, S
′, J,K}, 1 ≤ i ≤ k (rdiv),

[ai]0 → [ ti]0[fi]0, for 1 ≤ i ≤ n (rdiv),
[ bi]j → [ ti] j [fi]j , j ∈ {J,K} for k + 1 ≤ i ≤ l (rdiv),

[ di] j → [di+1] j [di+1]j , for j ∈ {L,M}, 0 ≤ i ≤ l − 1, (rdiv),

(Generation of assignments corresponding to variables. Takes n steps in
membranes 0, and l steps in membranes J,K, L, M)

2. [ ti] j[ ]B1 ¬{fi,ai} → [ [ ti]j ]B1
, for j ∈ {B2, B3, S, S

′},1 ≤ i ≤ k (iendo),

[ fi]j [ ]
B1 ¬{ti,ai} → [ [fi]j ]B1

, for j ∈ {B2, B3, S, S
′}, 1 ≤ i ≤ k (iendo),

[ ]J [di]L → [ di+1[ ]J ]L, l ≤ i ≤ (' 3n+m+4−l
2 () + l, (rfendo),

[ ]K [di]M → [ di+1[ ]K ]M , l ≤ i ≤ (' 3n+m+4−l
2 () + l, (rfendo),

(Membranes B2, B3, S, S
′ enter B1 provided they agree on the assignment of

values to variables in X . Membranes J,K enter membranes L,M from the
l + 1th step onward, each time the counter di is incremented)

3. [ [ bi] j ]B1
→ [ b′i]j [ ]B1

, for j ∈ {B2, B3}, k + 1 ≤ i ≤ l (rexo),

[ b′i]j → [ ti] j [fi]j , j ∈ {B2, B3} for k + 1 ≤ i ≤ l (div),

[ [ ci]B3
]B2

→ [ c′i]B3
[ ]B2

, for l + 1 ≤ i ≤ r (rexo),

[ c′i]B3
→ [ ti]B3

[fi]B3
, for l + 1 ≤ i ≤ r (rdiv),

[ [d0]S ]B1
→ [ ]B1

[ d1]S (rexo),

[ [ ei]J ]L → [ ei+1]J [ ]L for 0 ≤ i ≤ () 3n+m+4−l
2 * − 1), (rexo),

[ [ ei]K ]M → [ ei+1]K [ ]M for 0 ≤ i ≤ () 3n+m+4−l
2 * − 1), (rexo),

[ [ eβ]J ]L → [ e]J [ ]L, for β = () 3n+m+4−l
2 *), (rexo),

[ [ eβ]K ]M → [ e]K [ ]M , for β = () 3n+m+4−l
2 *), (rexo),

(Membranes B2, B3 come out of B1 l−k times, each time replacing bi with b′i;
on reentering, b′i is replaced with ti, fi. Same reasoning for ci. The mem-
brane S comes out of B1 and incrementing its counter to d1)

4. [ ti]B3
[ ]B2 ¬{fi,bi} → [ [ ti]B3

]B2
, for k + 1 ≤ i ≤ l (iendo),

[ fi]B3
[ ]B2 ¬{ti,bi} → [ [fi]B3

]B2
, for k + 1 ≤ i ≤ l (iendo),

[ di]S [ ]S′ → [ [di+1]S ]S′ , 1 ≤ i ≤ 3n+m+ 10− k (rendo),
[ [di]S ]S′ → [ di+1]S [ ]S′ , 1 ≤ i ≤ 3n+m+ 10− k (rexo),
[ d3n+m+11−k]S [ ]S′ → [ [d3n+m+11−k]S ]S′ (rexo),
[ [d3n+m+11−k]S ]S′ → [D]S [ ]S′ , (rexo),
(Once division is completed in B2, membrane B3 enters B2 provided assign-
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ment of variables in blocks X,Y agree in both B3, B2. The membranes S, S′

just keep incrementing the counter until a certain point of time)

5. [ [ ti]0] i′ → [ ti]0[ ]
i′ , [ [ ti]0] i′′ → [ ti]0[ ]

i′′ , 1 ≤ i ≤ n, (rexo),
[ [fi]0] i′ → [fi]0[ ] i′ , [ [fi]0] i′′ → [ fi]0[ ] i′′ , 1 ≤ i ≤ n, (rexo),
(Once membranes 0 do not contain ai, these come out of membranes i′, i′′)

6. [ [ ti]0] j → [ ti]0[ ]j , 1 ≤ i ≤ n, 1 ≤ j ≤ m, if Cj has xi, (rexo),

[ [fi]0]j → [ fi]0[ ]j , 1 ≤ i ≤ n, 1 ≤ j ≤ m, if Cj has ¬xi, (rexo),

(Membranes 0 come out of membrane j provided the assignment of variables
in them satisfy clause Cj)

7. [ ti]0[ ]B1 ¬{fi} → [ [ ti]0]B1
, for 1 ≤ i ≤ k, (iendo),

[ fi]0[ ]B1 ¬{ti} → [ [ fi]0]B1
, for 1 ≤ i ≤ k, (iendo),

[ ti]0[ ]B2 ¬{fi} → [ [ ti]0]B2
, for k + 1 ≤ i ≤ l, (iendo),

[ fi]0[ ]
B2 ¬{ti} → [ [ fi]0]B2

, for k + 1 ≤ i ≤ l, (iendo),

[ ti]0[ ]B3 ¬{fi} → [ [ ti]0]B3
, for l + 1 ≤ i ≤ r, (iendo),

[ fi]0[ ]B3 ¬{ti} → [ [ fi]0]B3
, for l + 1 ≤ i ≤ r, (iendo),

(Membranes 0 coming out of membrane m enter membrane B1 provided
the assignments of variables in block X1 match; this is followed by mem-
branes 0 entering membranes B2 and then B3. If a membrane B3 contains
membranes 0, then the assignment of variables in blocks X1, X2, X3 agree in
both. If every membrane B1 is such that, for all its children B2, there is at
least one elementary B3, then it means that the condition ∀X1∃X2∀X3∃X4

is not met)

8. [ [ e]J ]E → [ e]J [ ]E , (rexo),
[ [ e]K ]E → [ e]K [ ]E , (rexo),
(When membranes 0 have reached membranes B3, then J,K stop evolving
the counters, and come out of membrane E)

9. [ ti] j[ ]B1 ¬{fi} → [ [ ti]j ]B1
, for j ∈ {J,K}, 1 ≤ i ≤ k (iendo),

[ fi]j [ ]
B1 ¬{ti} → [ [fi]j ]B1

, for j ∈ {J,K}, 1 ≤ i ≤ k (iendo),

[ ti] j[ ]B2 ¬{fi} → [ [ ti]j ]B2
, for j ∈ {J,K}, k + 1 ≤ i ≤ l (iendo),

[ fi]j [ ]B2 ¬{ti} → [ [fi]j ]B2
, for j ∈ {J,K}, k + 1 ≤ i ≤ l (iendo),

(Membranes J,K enter membranes B1 provided they agree on the assign-
ment of values to variables inX1; this is followed by membranes J,K entering
membranes B2 provided they agree on values of variables in X1, X2)

10. [ ti]B3
[ ]J → [ [ ti]B3

]J , for 1 ≤ i ≤ l, (rendo),
[ fi]B3

[ ]J → [ [ fi]B3
]J , for 1 ≤ i ≤ l, (rendo),

[ [ e]K ]B2
→ [ g]K [ ]B2

, (rexo),
(Once J is inside B2, it will detect if there is any B3 which does not corre-
spond to a solution of ψ: elementary B3’s, if any, enter J . In this step, K
goes out of B2)

11. [ ]J [ g]K → [h[ ]J ]K , (rfendo),

12. [ [ e]
J
]
K

→ [C]
J
[ ]

K
, (rexo),

13. [ [C]J ]B2
→ [C]J [ ]B2

, (rexo),
(K returns to B2 and then elementary J ’s, if any, enter K. If a membrane B2
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has J elementary, it means all its children B3 are non-elementary. The ele-
mentary J , if any, comes out of K with a value C; then comes out of B2)

14. [C]J [ ]S\{dγ,Y } → [ [C]J ]S , γ = 3n+m+ 11− k, (iendo),

[ ]S′ [D]S → [D′[ ]S′ ]S , (rfendo),
(The J then enters S; S′ also enters S)

15. [ [ ti]S′ ]S → [ ti]S′ [ ]S , (rexo),
[ [fi]S′ ]S → [fi]S′ [ ]S , (rexo),
[D′[ ]J ]S → [ ]J [Y ]S , (rfexo),
(S′ comes out of S; the J (if any), has entered S, comes out replacing D′

with a Y . Essentially, when J replaces D′ with Y , it is reporting that for
a particular B1 and a particular B2, all B3’s are non-elementary. If at least
one J in each B1 does this, then that B1 is considered fine - (the number of
J ’s is equal to the number of B2’s). If there is a copy of B1 such that every J
corresponding to each of its B2’s is non-elementary, then the S in that copy
of B1 will retain the value D′)

16. [ [D′]S ]B1
→ [D′]S [ ]B1

, (rexo),
[Y [ ]J ]S → [ ]J [Y ]S , (rfexo),

17. [ ]S [Y ]A → [N [ ]S ]A, (rfendo)
(Such an S will report the matter to membrane A; it will come out with D′,
and change Y in A to a N . Thus, if none of the S’s come out, it means they
all had Y in them; this is because there was at least one elementary J in
each B1 ; this means that for each B1, there is at least one B2 such that all
its B3’s are nonelementary - this means the ∀X1∃X2∀X3 condition is met.
Of course, if S does not come out, the answer in A remains Y )

Analysis: Number of membranes in the initial configuration is 2n + m + 13.
Number of rules in the system: 7k + n + 2(l − k) + 2l rules of type-1; 8k +
2(' 3n+m+4−l

2 ( + 1) rules of type-2; 2(r − k) + 1 + 2) 3n+m+4−l
2 * + 1) rules of

type-3; 2(l−k)+2(3n+m+11−k) rules of type-4; 2n rules of type-5; mn rules
of type-6; 2r rules of type-7; 2 rules of type-8; 2l rules of type-9; 2l + 1 rules of
type-10; and 11 remaining rules. Thus, the total number of rules is polynomial
wrt the size of the problem.

At the end of 3n+m+ 3 steps, membranes 0 if any, reach membranes B3. It
can be seen that at the end of the 3n + m + 4th step, we have dα where α =
l+' 3n+m+4−l

2 ( in membranes L,M and eβ where β = ) 3n+m+4−l
2 * in membranes

J,K. The possibilities at this time are (i)[ [ eβ ]Jdα]L that evolves into [ e]J [dα]L.
(ii) [ eβ]J [ dα]L, that evolves into [ [ eβ ]Jdα+1]L, followed by [ e]J [dα+1]L. The
maximum number of steps needed is 3n+m+6. This is followed by J,K coming
out of E, entering B1, and then B2; elementary B3 enter J and K comes out
of B2; K renters B2; J enters K and exit with the value C out of K and B2.
The latest (assuming (ii)) J can be in B1 at the end of step 3n+m+14, and the
earliest (assuming (i)) J can be in B1 at the end of step 3n+m+ 13. S started
incrementing d1 in step k + 4; thus, at the end of the 3n + m + 13th step, we
have dγ = d3n+m+11−k in S. At the end of 3n+m+ 13th step we can have:

(a)[ dγ ]S [ ]S′ [C]J in membrane B1, that evolves to [ [ dγ ]S ]S′ [C]J , followed
by [D]S [ ]S′ [C]J . Then S′, J enter S, with S′ replacing D with D′, and S′, J
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leave S. When J leaves S, it replaces D′ with Y . Potentially, we can have a
maximum of l J ’s in B1, that can enter/leave S. Assuming l J ’s enter/leave S,
there are 3n+m+16+ l steps. In case there are no J ’s, then S leaves B1 with D′,
and enters A. Thus, the number of steps is ≤ max{3n+m+16+ l, 3n+m+19}.

(b) [ [ dγ ]S ]S′ [C]J and thus the number of steps is one less than the previous.
(c)[ dγ ]S [ ]S′ and no J sibling with and thus the number of steps is as in (a).
(d) [ [dγ ]S ]S′ and no J sibling with and thus the number of steps is as in (b).

It is straightforward that the construction is:

• semi-uniform;
• sound and complete: Π says Y iff the given problem has a solution.

This result, along with the fact that PMC∗
MM is closed under complements and

polynomial time reductions, gives us the following result:

Theorem 1. ΣP
4 ∪ΠP

4 ⊆ PMC∗
MM.

A natural question to ask is regarding the power of the operations used to solve
this problem. Before presenting such results, we define the notations to be used:
FIN,MAT and CS represent the set of finite languages, languages accepted by
a matrix grammar without appearance checking and context sensitive languages
respectively. It is known that NCS,NMAT ⊂ NRE, where NL represents the
family of sets of numbers recognized by language L. The proofs of these results
are presented in [5].

A context-free matrix grammar without appearance checking is a construct
G = (N, T, S,M) where N, T are disjoint alphabets of non-terminals and ter-
minals, S ∈ N is the axiom, and M is a finite set of matrices of the form
(A1 → x1, . . . , An → xn) of context-free rules. For a string w, a matrix
m : (r1, . . . , rn) is executed by applying the productions r1, . . . , rn one after
the another, following the order in which they appear in the matrix. We write
w ⇒m z if there is a matrix m : (A1 → x1, . . . , An → xn) in M and the
strings w1, . . . , wn+1 in (N ∪ T )∗ such that w = w1, wn+1 = z, and for each
i = 1, 2, . . . , n we have wi = w′

iAiw
′′
i , wi+1 = w′

ixiw
′′
i . The language generated

by G is L(G) = {x ∈ T ∗ | S ⇒∗ x}.
We have the following results:

Theorem 2. – NEMCM4(endo, exo, fendo, fexo) ⊆ NMAT
– NEMCM∗(rendo, rexo, rfendo, rfexo, iendo, iexo) ⊆ NFIN
– NEMCM∗(rdiv) ⊆ NCS
– NEMCM∗(rendo, rexo, rfendo, rfexo, iendo, iexo, rdiv) ⊆ NCS

4 Conclusion

Membrane computing is part of natural computing, being a rule-based formal-
ism inspired by biological cells. In this formalism, objects are represented using
symbols from a given alphabet, and regions contain multisets of objects; rules
are essentially multiset rewriting rules with some additional features.
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The paper shows how a 4QBF problem can be solved in polynomial time by
using a variant of mobile membranes. The proposed solution uses only the op-
eration of elementary membrane division and the membranes mobility inspired
by biological endocytosis and exocytosis. Size complexity aspects are also con-
sidered, by providing an explicit correspondence between the size parameters
of the constructed membrane systems and the instances of the problem. Up to
our knowledge, this is the first paper in the area of membrane computing that
ascends to this level using only elementary division and no polarizations.
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7. Ciobanu, G., Păun, G., Pérez-Jiménez, M.J. (eds.): Applications of Membrane
Computing. Springer (2006)

8. Garey, M., Johnson, D.: Computers and Intractability: A Guide to the Theory of
NP-Completeness. W.H. Freeman (1979)

9. Krishna, S.N., Ciobanu, G.: On the Computational Power of Enhanced Mobile
Membranes. In: Beckmann, A., Dimitracopoulos, C., Löwe, B. (eds.) CiE 2008.
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Abstract. Program Slicing is a popular technique that assists in various
software maintenance activities like debugging, program comprehension
and regression testing. It is a decomposition technique used for the ex-
traction of program statements affecting the values computed at some
point of interest. We propose a technique for computing slices of XML
documents. Given a valid XML document, we produce a new XML doc-
ument (a slice) containing the relevant information in the original XML
document according to some criterion. We output a new DTD such that
the computed slice is valid with respect to this DTD. Our technique first
slices the associated DTD and the DTD slice is used as a slicing criterion
in order to produce the associated XML slice.

Keywords: Tag dependence graph (TDG), Extensible Markup Lan-
guage(XML), Document Type Definition (DTD).

1 Introduction

Program slicing [8] is a decomposition technique used for the extraction of pro-
gram statements affecting the values computed at some point of interest. Weiser
[5] was the pioneer to develop this technique. A program slice is constructed
with respect to a slicing criterion. A slicing criterion is a tuple < s, V >, where s
is a program point of interest and V is a subset of the program’s variables used
or defined at s. Program slicing technique is used in many application area of
software engineering activities like program understanding, debugging, testing,
maintenance, model checking and program comprehension etc.

Because of the quick development of Internet, more and more information are
provided through the web pages and thus there is a need for the improvement
of the quality of web pages and web applications. The increasing complexity of
websites poses a great demand for tools which aid the web designers in their
construction and maintenance. The Program Slicing technique can be used for
easy understanding, testing and maintenance of web applications.

In this paper, we present a technique for computing slices of XML documents.
The rest of the paper is organized as follows. In Section 2, we discuss some
related works. Section 3 presents some introduction to XML. Section 4 presents
the slicing technique. Section 5 concludes the paper.

C. Hota and P.K. Srimani (Eds.): ICDCIT 2013, LNCS 7753, pp. 444–454, 2013.
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2 Related Work

The slicing technique proposed by Weiser [5] to compute slice involves solving
data flow equations and the slice is known as static backward slice. Ottenstein
and Ottenstein [2] developed program dependence graph (PDG) for intrapro-
cedural programs and computed the slice by traversing backward in the PDG.
Horwitz et. al. [6] developed System Dependence Graph (SDG) to represent in-
terprocedural programs. They proposed a two-phase algorithm to compute the
slices. Larsen and Harrold [4] extended the work of Horwitz et. al. [6] to in-
corporate object-oriented features. For the first time, Zhao [3] developed the
aspect-oriented system dependence graph (ASDG) to represent aspect-oriented
programs. Silva [7] proposed a technique to slice XML documents. His tech-
nique involves computing the set of relevant elements with respect to the slicing
criterion. The computed set is then modified in order to satisfy all the restric-
tions of the DTD including the attributes. The result is then used as a slicing
criterion for the associated DTD and XML. He used the tree-like structure of
XML documents and DTDs. In a tree-like structure of XML documents, it is
difficult to show the tag values and tag attributes. We have used the graph rep-
resentation for XML documents and tree representation for DTDs. In this graph
representation, the tag values and tag attributes are shown clearly as vertices.

3 XML

The World Wide Web Consortium (W3C) was founded in 1994 to lead the Web
by developing common WWW protocols like HTML, CSS and XML. An XML
Working Group formed under W3C developed XML in 1996.

XML [1] stands for EXtensible Markup Language. It is designed to describe
data. XML tags are not prdefined. The user can define its own tags. XML tags
are case sensitive. XML can be used to store and share data. The main building
blocks of an XML document are ”elements”. An independent specification called
Document Type Definition (DTD) is used to define the legal building blocks of an
XML document. It defines the document structure with a list of legal elements. A
DTD can be declared inline in the XML document or as an extrenal reference.
In a DTD, XML elements are declared with a DTD element declaration. An
XML document is said to be ”well-formed” if it conforms to the standard XML
syntax rules. A well-formed XML document is ”valid” if it conforms to the rules
of a DTD.

Fig 1 shows an example of XML document showing a CD catalog. Fig 2 is
the external DTD document defining the elements of XML document given in
Fig 1.

4 Slicing Technique

The program slicing technique is typically based on a data structure called Pro-
gram Dependence Graph (PDG). We create a dependence graph called Tag De-
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24      <TITLE> Still Got The Blues </TITLE>

2      <CD>

5        <COUNTRY> USA </COUNTRY>

7        <PRICE> 10.90 </PRICE>

8        <YEAR> 1985 </YEAR>

       </CD>

9      <CD>

12      <COUNTRY> UK </COUNTRY>

14      <PRICE> 9.90 </PRICE>

15      <YEAR> 1988 </YEAR>

       </CD>

16    <CD>

19      <COUNTRY> USA </COUNTRY>

20      <COMPANY> RCA </COMPANY>

21      <PRICE> 9.90 </PRICE>

22      <YEAR> 1982 </YEAR>

       </CD>

23    <CD>

25      <ARTIST> Gary Moore </ARTIST>

26      <COUNTRY> UK </COUNTRY>

28      <PRICE> 10.20 </PRICE>

29      <YEAR> 1990 </YEAR>

</CATALOG>

      </CD>

17      <TITLE> Greatest Hits </TITLE>

13      <COMPANY> CBS Records </COMPANY>

27      <COMPANY> Virgin Records </COMPANY>

18      <ARTIST> Dolly Parton </ARTIST>

11      <ARTIST> Bonnie Tyler </ARTIST>

10      <TITLE> Hide Your Heart </TITLE>

3        <TITLE> Empire Burlesque </TITLE>

4        <ARTIST> Bob Dylan </ARTIST>

6        <COMPANY> Columbia </COMPANY>

1    <CATALOG>

Fig. 1. An XML document
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<!ELEMENT CATALOG (CD+)>

<!ELEMENT PRICE ANY>

<!ELEMENT COMPANY ANY>

<!ELEMENT COUNTRY ANY>

<!ELEMENT ARTIST ANY>

<!ELEMENT CD (TITLE,ARTIST,COUNTRY,COMPANY, PRICE,YEAR)>

<!ELEMENT TITLE ANY>

<!ELEMENT YEAR ANY>

Fig. 2. A DTD defining XML document given in Fig 1

penedence Graph (TDG) to represent an XML document. We create a tree-like
structure called Document Type Definition Tree (DTDT) for the DTD.

4.1 Construction of Tag Dependence Graph (TDG) and Document
Type Definition Tree (DTDT)

The Tag Dependence Graph (TDG) is an arc-classified digraph (V,A), where V
is the set of vertices that correspond to the tag elements, tag values and tag
attributes of the XML documents and A is the set of arcs or edges between
the vertices in V . The TDG for a XML document consists of following types of
edges:

1. Value Dependence Edge (VDE): An edge from vertex i to vertex j is
said to be value dependence edge if i is a vertex representing a tag element and j
is a vertex representing the tag value that is displayed on the web page for that
tag.
2. Control Dependence Edge (CDE): Let i and j are two vertices repre-
senting two tag elements. An edge from vertex i to vertex j is said to be control
dependence edge if i is the parent element and j is the child element of i.
3. Attribute Dependence Edge (ADE): Let vertex i represents tag element
and j is an attribute of that tag element. An edge from vertex i to veretx j is
attribute dependence edge if i is a tag element and j is an attribute of that tag
element.

The algorithm given in Fig 3 is used to construct TDG.
The Document Type Definition Tree (DTDT) is a tree (V,A) where V is a

set of vertices and A is the set of edges. Each vertex in the tree represents a
single element of the XML document of type ’ELEMENT’ containing all its
attributes. Edges represent aggregation relations between elements. The DTDT
is constructed by taking root element in DTD as root of the tree. The child
element of every element of type ’ELEMENT’ is taken as child vertex.
The algorithm given in Fig 4 is used to construct DTDT.

The TDG and DTDT are shown in Fig 5 and Fig 6 respectively.
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end ConstructTDG

   if vertex is not present then

     create a vertex

   end if

 end for

ConstructTDG()

 for each value of a tag element

   create a vertex

   add value dependence edge

 end for

 Let vertices A and B represent tag elements and vertex C represents an attribute of A

 if A is child element of B then

   add control dependence edge from B to A

 end if

 for each attribute C of A

   add attribute dependence edge from A to C

 end for

 for each tag element

Fig. 3. Algorithm to construct Tag Dependence Graph (TDG)

ConstructDTDT()

   end for

       end if

           add an edge from A to C

       if A contains a tag attribute C then

       end if

           add an edge from A to B

       if A contains a child tag element B then

   for each tag element A

end ConstructDTDT

Fig. 4. Algorithm to construct Document Type Definition Tree (DTDT)
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ARTIST

2

10 11 12 13 14 15 222120191817

292827262524

23169

Value dependence edge

Control dependence edge

CATALOG

TITLE ARTIST
COMPANY PRICE

Empire Burlesque Bob Dylan USA Columbia 10.90 1985

Hide your heart Bonnie Tylor

UK

RCA9.90 1982

Still got the blues Gary More

UK

Virgin redords 10.20 1990

Greatest Hits Dolly Parton USA
CBS Records

9.90 1988

1

CD CD CD CD

3 4 5 6 7 8
YEARCOUNTRY

TITLE ARTIST COUNTRY COMPANY PRICE YEAR YEAR

YEARPRICE

PRICE

COMPANY

COMPANY

COUNTRY

COUNTRYTITLE

TITLE

ARTIST

Fig. 5. Tag Dependence Graph (TDG) for the XML document given in Fig 1

CATALOG

COUNTRY YEAR

CD

PRICECOMPANYARTISTTITLE

Fig. 6. Document Type Definition Tree (DTDT) for the DTD shown in Fig 2

4.2 Computing Slice

The slicing criterion consists of a set of elements from TDG or DTDT.

DTD Slicing: For a given set of elements from a DTD, we extract the elements
from that DTD which are in the path from the root to any of the elements in
the slicing criterion. The set of elements produced in the DTD slice is used as a
slicing criterion to produce the associated XML slice.

The algorithm to compute the DTD slice is given in Fig 7.
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end DTDSlice

 Return S

 ConstructDTDT()

 Traverse backward the path in DTDT from the element in the slicing criterion to the root

 Let S be the set of these elements

DTDSlice()

Fig. 7. Algorithm to compute DTD slice

XML Slicing: We traverse backwards from the set of XML elements obtained
from DTD slicing and extract the elements from the XML document which are
in that path.

The algorithm to compute the XML slice is given in Fig 8.

XMLSlice()

  Let s be the slicing criterion

  s=DTDSlice()

  Traverse backward the path in TDG from the element in s

  Let S be the set of these elements

  Return S

end XMLSlice

  ConstructTDG()

Fig. 8. Algorithm to compute XML slice

Example:
DTD Slicing: Let the slicing criterion consists of a set containing a single el-
ement ”COUNTRY”. The slices computed for the two documents are given in
Fig 9 and Fig 10 respectively. Also the slices are shown as bold vertices in Fig 12
and Fig 13 respectively.

XML Slicing: Let the slicing criterion be the element ”USA” of type ”COUN-
TRY”. We traverse backwards in TDG from the set of elements obtained from
DTD slicing. The XML slice is shown in Fig 11 and as bold vertices in Fig 14.

4.3 Complexity

In the following we discuss the space and time complexity of our XML slicing
algorithm.
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2      <CD>

       </CD>

26      <COUNTRY> UK </COUNTRY>

       </CD>

23    <CD>

19      <COUNTRY> USA </COUNTRY>

16    <CD>

       </CD>

12      <COUNTRY> UK </COUNTRY>

9      <CD>

       </CD>

5        <COUNTRY> USA </COUNTRY>

1    <CATALOG>

</CATALOG>

Fig. 9. Slice of XML document given Fig 1

<!ELEMENT COUNTRY ANY>

<!ELEMENT CATALOG (CD+)>

<!ELEMENT CD (TITLE,ARTIST,COUNTRY,COMPANY, PRICE,YEAR)>

Fig. 10. A slice of DTD given in Fig 2

2      <CD>

19      <COUNTRY> USA </COUNTRY>

16    <CD>

       </CD>

       </CD>

5        <COUNTRY> USA </COUNTRY>

1    <CATALOG>

</CATALOG>

Fig. 11. An XML slice of XML document given in Fig 1
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ARTIST

Value dependence edge

Hide Your Heart

Virgin RecordsGary MooreStill Got The Blues

2

5

10 11 12 13 14 15 222120191817

292827262524

23169

Control dependence edge

CATALOG

TITLE ARTIST
COMPANY PRICE

Empire Burlesque Bob Dylan USA Columbia 10.90 1985

Bonnie Tylor

UK

RCA9.90 1982UK

10.20 1990

Greatest Hits Dolly Parton USA
CBS Records

9.90 1988

1

CD CD CD CD

3 4
6 7 8

YEARCOUNTRY

TITLE ARTIST COUNTRY COMPANY PRICE YEAR YEAR

YEARPRICE

PRICE

COMPANY

COMPANY

COUNTRY

COUNTRYTITLE

TITLE

ARTIST

Fig. 12. Slice of XML document given Fig 1

CATALOG

COUNTRY YEAR

CD

PRICECOMPANYARTISTTITLE

Fig. 13. A slice of DTD given in Fig 2
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Virgin Records

10 11 12 13 14 15 222120191817

292827262524

23169

Value dependence edge

Control dependence edge

CATALOG

TITLE ARTIST
COMPANY PRICE

Empire Burlesque Bob Dylan USA Columbia 10.90 1985

Bonnie Tylor

UK

RCA9.90 1982UK

10.20 1990

Greatest Hits Dolly Parton USA
CBS Records

9.90 1988

1

CD CD CD CD

3 4 5 6 7 8
YEARCOUNTRY

TITLE ARTIST COUNTRY COMPANY PRICE YEAR YEAR

YEARPRICE

PRICE

COMPANY

COMPANY

COUNTRY

COUNTRYTITLE

TITLE

ARTIST

ARTIST

2

Hide Your Heart

Still Got The Blues Gary Moore

Fig. 14. An XML slice of XML document given in Fig 1

Space Complexity: Let P be a XML document having n statements in which
there are statements corresponding to k types of tags. Let the number of times
of occurrences of each tag be m and there are l number of tag attributes. The as-
sociated DTD contains statements corresponding to k tags and l tag attributes.
The space requirement for storing TDG is O((kml)2) which is in turn O(n2).
The space requirement for storing DTDT is O(2kl). We require an additional
space for storing DTD slice which is O(kl) which is in turn O(n). Also we re-
quire a space for storing XML slice which is O(n). Thus our slicing algorithm
requires O(n2) spaces where n is the number of statements in XML document.

Time Complexity: Let n be the number of statements in a XML document
P . The time needed to compute the XML slice depends on the following factors:

(i) The time for constructing the TDG and DTDT which is O(n2).
(ii) The time for computing DTD slice by traversing the DTDT which is O(n2).
(iii) The time for computing XML slice by traversing the TDG and reaching at
the specified node which is O(n2).

The total time requirement for computing slices is O(n2) where n is the number
of statements in the XML document. The slices can also be extracted in O(n2)
time.

5 Conclusion

In this paper, we propose a technique to compute slices of XML documents.
First, we construct the TDG for XML document and DTDT for DTD. Then for
a given slicing criterion, we traverse backwards in TDG and DTDT from the
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point of interest. Our technique first slices the associated DTD. The DTD slice
is then used as a slicing criterion in order to produce the associated XML slice.
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Abstract. Web Services are proving to be a convenient way to integrate distri-
buted software applications. As service-oriented architecture is getting popular, 
vast numbers of web services have been developed all over the world.  But it is 
a challenging task to find the relevant or similar web services using web servic-
es registry such as UDDI. Current UDDI search uses keywords from web ser-
vice and company information in its registry to retrieve web services. This in-
formation cannot fully capture user’s needs and may miss out on potential 
matches. Underlying functionality and semantics of web services need to be 
considered. In this study, we explore the resemblance among web services us-
ing WSDL document features such as WSDL Content and Web Services name. 
We compute the similarity of web services and use this data to generate clusters 
using K-means clustering algorithm. This approach has really yielded good re-
sults and can be efficiently used by any web service search engine to retrieve 
similar or related web services. 

Keywords: Web Service, WSDL document features, K-means Clustering, WV 
Tool. 

1 Introduction 

A Web service is a method of communication between two electronic devices over 
the web (internet). It is a software system designed to support interoperable machine-
to-machine interaction over a network. It has an interface described in a machine-
processable format (specifically Web Services Description Language, known by the 
acronym WSDL). The term Web-service describes a standardized way of integrating 
Web-based applications using the XML, SOAP, WSDL and UDDI open standards 
over an Internet protocol backbone [7]. XML is used to tag the data, SOAP is used to 
transfer the data (bind), WSDL is used for describing the services available (publish) 
and UDDI is used for listing what services are available (find). Fig.1. shows the web 
services triad that includes a broker, a service provider and a service requestor. Used 
primarily as a means for businesses to communicate with each other and with clients, 



456 A. Santhana Vijayan and S.R. Balasundaram 

 

Web services allow organizations to communicate data without intimate knowledge 
of each other's IT systems behind the firewall. 
 

 
     

  

 
 
 

Fig. 1. The Web Services triad 

1.1 Classes of Web Services 

There are mainly two major classes of Web services, REST-compliant Web services, 
in which the primary purpose of the service is to manipulate XML representations of 
Web resources using a uniform set of "stateless" operations; and arbitrary Web ser-
vices, in which the service may expose an arbitrary set of operations.  

1.2 Problems Encountered in Retrieval of Non-semantic Web Services 

There are so many problems encountered during the search for non-semantic web 
services. There is a difficulty in the discovery of non-semantic Web services through 
search engines as these engines do not recognize the Web service functionalities 
summarized in the WSDL file. Based on the Web service name, location and business 
defined in the WSDL file, the search engines partly relate the search terms entered by 
the user in order to retrieve the results back. Web service name is essential as a part of 
the search query in order to retrieve the exact service required. Hence, the user must 
take care in using the accurate keywords so that appropriate services can be obtained.  

There is a possibility for the user to ignore services because of using alternate 
meanings for the keywords. For example, a service that includes ”motorbike” in its 
name may not be retrieved from a query looking for ”two wheeler”. In order to effec-
tively improve the service discovery process by tumbling the search space, clustering 
techniques can be used to group similar services based on their functionality which 
improves the search engine retrieval.  

The rest of our paper is organized as follows. Section 2 gives a brief introduction 
on existing methods and related work. The structure of WSDL documents is described 
in Section 3. Our proposed clustering approach is introduced in Section 4. The feature 
extraction from WSDL documents is explained in Section 5. Section 6 describes the 
feature integration process in order to set up the relation between Web services. Sec-
tion 7 includes the experiments and results. Finally, Section 8 concludes our paper 
and summarizes future research activities. 

XML/SOAP 
(Bind) 

Web services repository  

Web services client Web services provider 

 WSDL 

(Publish) 

 UDDI 

(Find) 
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2 Existing Methods and Related Work 

Nowadays, service discovery has become a recent research issue because of increas-
ing use of web services by most of the web application developers. WSDL documents 
are used to describe the non-semantic Web services where as Web ontology lan-
guages (OWL-S) [2] or Web Service Modeling Ontology (WSMO) [3] are used to 
describe the semantic web services. Non-semantic Web services are becoming more 
popular because of the support obtained from both the industry and development 
tools. Based on the various Web services description techniques, the process of ser-
vice discovery is somewhat different. By using various web service description meth-
ods, non-semantic web services can be discovered whereas semantic Web services 
can be discovered using web ontologies such as OWL-S [2] and WSMO [3]. In our 
approach, we focus on the discovery of non-semantic Web services. According to the 
approach proposed by Nayak [5], the discovery of web services can be improved 
using the Jaccard coefficient that determines the similarity between Web services. 
With respect to other users’ experiences on similar queries, Nayak [5] give the users 
with associated search terms. In our approach, the search space is reduced by cluster-
ing the Web services based on their functionality. We extract two features such as 
WSDL content and web service name to compute the similarity between Web ser-
vices. We modify the approach used by Kahlid Elgazzar et. al [1]. 

3 WSDL Document Structure 

A WSDL document defines services as collections of network endpoints, or ports. In 
WSDL, the abstract definition of endpoints and messages is separated from their con-
crete network deployment or data format bindings[7]. This allows the reuse of ab-
stract definitions: messages, which are abstract descriptions of the data being ex-
changed, and port types, which are abstract collections of operations. The concrete 
protocol and data format specifications for a particular port type constitutes a reusa-
ble binding.                                                                                             

A WSDL document uses the following elements in the definition of network  
services: 

<Types> – a container for data type definitions using some type system (XSD). 

<Message> – an abstract, typed definition of the data being communicated. 

<Operation> – an abstract description of an action supported by the service. 

<Port Type> –an abstract set of operations supported by one or more endpoints. 

<Binding> – a concrete protocol and data format specification for particular port type. 

<Port> – a single endpoint defined as a combination of binding and network address. 

<Service> – a collection of related endpoints. 
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WSDL does not introduce a new type definition language. WSDL recognizes the need 
for rich type systems for describing message formats, and supports the XML Schemas 
specification (XSD) as its canonical type system [7].  

4 Proposed Clustering Method 

Our proposed method is based on the information available in WSDL documents. We 
find the WSDL documents in order to extract two features such as WSDL content and 
web service name which describe the semantic and behaviour of the Web service. The 
functionality of a Web service can be revealed from these features [5]. These features 
are then integrated together such that the web services can be clustered to form simi-
lar groups based on their functionally by using K-means clustering algorithm. A ser-
vice search engine can use this step as a precursor in categorizing the Web services 
with users’ requests. 

5 Feature Extraction from WSDL Document 

This section describes how the two proposed features such as WSDL Content and 
Web Service Name can be extracted from WSDL documents. Fig. 2. illustrates  the 
steps involved in feature extraction process. 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Block diagram of feature extraction process  
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Feature 1: WSDL Content 
The WSDL URI can be used to read the WSDL document contents. Let each fi denote 
a WSDL document which describes a Web service si. A vector of meaningful content 
words for the given Web service si can be extracted by means of processing the 
WSDL document contents. In our approach, the vector can be constructed by using 
the following five steps. 

1) Parsing WSDL: A vector of tokens Ti can be produced by parsing the given WSDL 
document contents with respect to white spaces. 
2) Tag removal: In order to obtain a vector consisting only of valid content words, all 
tokens from Ti that are part of a XML tag are removed. As all XML tags specified in a 
given WSDL document are predefined, the process of removing XML tags from the 
tokenized vector is simple. 
3) Word stemming: With the help of Porter stemmer algorithm [11], only the relevant 
words in Ti are reduced to their base words. Tokens among a common stem will gen-
erally have the similar meaning, for example, ‘establish’, ‘established’, ‘establishing’, 
and ‘establishment’ all have the same stem ‘establish’. With respect to word devia-
tions in the semantic of a Web service, using one or all of the tokens will not make a 
distinction. But, the words that appear frequently are more important when compared 
to others. The number of occurrences will be considered in the following steps. 
4) Function word removal: Function words are said to be autonomous with respect to 
one another. With the help of Poisson distribution to model word occurrence in 
documents [6], function words can be differentiated from content words. Using this 
step all function words from the service word vector can be removed. By calculating 
the overestimation factor for all words in the word vector, we can decide which word 
is a function word as follows:                                                                             (1) 

 
fij is the number of occurrences of term ‘i’ in document j. 
fdj is the number of terms occurring in document j. 
 
The overestimation factor [6] for all words in Ti and the average avg[Λ] of all overes-
timation factors can be calculated as follows. An overestimation factor threshold 
(Λthre) is formulated as follows [6]. 
 

            ^  Λ  if Λ   1 1      otherwise                                  (2)                           

 
Any word is said to be a content word if it has an overestimation factor above the 
Λ

thre. Otherwise the word is termed as a function word that should be removed from 
the vector Ti. By using this step, all function words from the service word vector can 
be removed. 
 



460 A. Santhana Vijayan and S.R. Balasundaram 

 

5) Content word recognition: Certain general computing content words such as 
‘data’,‘web’,‘port’, etc. are typically present in WSDL documents. We cannot distin-
guish between Web services based on these words as they appear in most WSDL 
files. The goal of this step is to eliminate words which do not correspond to the spe-
cific semantics of the Web service. The k-means clustering algorithm [8] with k = 2 
on Ti is then applied to cluster the remaining words into two groups such that one 
group corresponds to the meaning of the Web service where as the other group is 
meant for general computing words. As the number of clusters is known earlier, K-
means algorithm is used as it is simple, fast, and efficient. Normalized Google Dis-
tance (NGD) [9] is used as a featureless distance measure between two words x and y 
as follows. 
  ,    ,  ,              (3) 
 

where M is the total number of web pages searched by Google; f(x) and f(y) are the 
number of hits for search terms x and y, respectively; and f(x, y) is the number of web 
pages on which both x and y occur. If the two search terms x and y never occur to-
gether on the same web page, but do occur separately, the normalized Google distance 
between them is infinite. If both terms always occur together, their NGD is zero, or 
equivalent to the coefficient between x squared and y squared. 

Based on the similarity factor calculated using Equation (5), similar web services 
can be grouped for efficient service discovery.  
 
Feature 2 : Web Service Name 
The composite name such as ‘ComputerArchitecture’ can be split up into multiple 
names based on the assumption that a capital letter indicates the start of a new word. 
The similarity between services names can be then found using NGD as follows: 
     sim sname , sname   1  NGD sname , sname               (4) 
 

where snamei and snamej are the names of the Web services si and sj respectively. 

6 Feature Integration 

K- means clustering algorithm is used to cluster similar Web services based on the 
two similarity features presented above as it is computationally inexpensive. The 
similarity factor Θ(si, sj) between two Web services si and sj can be measured as fol-
lows: 
             Θ S , S   0.5S T , T   0.5sim sname , sname              (5) 

 

Θ(si, sj) is equal to “1” if the two services are identical and 
Θ(si, sj) is equal to “0” if they are completely different.  
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We normalize Θ(si, sj) by assigning weights of 0.5 to each of the two similarity fea-
tures. We determined experimentally that these weights give reasonable results. In 
Equation (5), Ti and Tj are the content word vectors of services si, sj respectively. 

S(Ti, Tj) is the average similarity between the content word vectors Ti, and Tj and is 
calculated with 
                    S T , T Σa ε T  Σb ε T sim a, b|T | T                                                6  

where sim(a, b) is the featureless similarity factor computed between words a and b 
using NGD based on the word   coexistence in Web pages. sim(a, b) is calculated 
using 
                                     sim a, b   1  NGD a, b                                               (7) 

 
where a and b are the two most important content vector words belong to Ti and Tj 

respectively. 

7 Experiments and Results 

We use two criteria to evaluate the performance of our approach, namely Precision 
and Recall [10]. Precision and Recall have been often used to evaluate information 
retrieval schemes [4].We extend the use of these two measures to evaluate our ap-
proach as follows: 

                  Precision = 
∑ C P C  , P                      (8) 

 

                recall = 
∑ C R C  , R                    (9) 

 
where ci is the cluster i, P  and R  are precision and recall for cluster ci respectively, 
succ(ci) is the number of Web services successfully placed in the proper cluster ci, 
mispl(ci) is the number of Web services that are incorrectly clustered into ci, 
missed(ci) is the number of Web services that should be clustered into ci but are incor-
rectly placed in other clusters, and length(C) is the number of clusters. 

Our experiments are based on the WSDL files obtained from online Web service 
providers and brokers. The contents of the WSDL file can be directly obtained from 
the corresponding URI. Using K-means clustering algorithm, the WSDL documents 
are grouped together to form the following two categories such as “Computer Archi-
tecture” and “Weather”. 

The contents of the WSDL documents are parsed in order to produce the content 
word vector Ti. The next step is to obtain a vector consisting only of valid content 
words without the XML tags by using the java library word vector tool.   
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Using the Porter stemmer method, the vectors obtained in the previous step are re-
duced to their roots. Then the function words and content words can be differentiated 
by calculating the overestimation factor for all the words in each vector.   The Term 
Frequency can be calculated using the WV Tool. The content words for the Web ser-
vices can be then discovered by clustering each word vector into two groups using the 
k-means clustering algorithm, in which NGD is used as a featureless similarity meas-
ure between words. 

We use Python as a scripting language for calculating the NGD and similarity fac-
tor. Feature extraction and integration is implemented using Java. 

The word vectors and term frequencies generated as a result of feature extraction 
process for the sample web service categories such as ‘weather’ and ‘computer archi-
tecture’ are shown in Table. 1. 

Table 1. Block Word vectors and Term frequencies generated for sample files 

 Term Frequency  Word Vector 
 0.760286 Computer 
 0.304114 

0.304115 
0.076029 
0.152057 
0.076029 
0.076029 
0.228086 
0.076029 
0.076029 
0.076029 
0.076029 
0.152057 
0.076029 
0.076029 
0.152057 
0.076029 

technology 
year          
gener 
electron 
creat 
person 
perform 
memor 
stor 
rapid 
innov 
improvement 
emerg 
highes 
cost 
bus 

 0.228077 microprocessor 

 
The clusters formed with respect to the sample service category files such as 

‘weather’ and ‘computer architecture’ using K-means clustering algorithm with k=2 
from content word recognition step are  shown in Fig. 3. 

The NGD and Similarity values obtained from feature integration process are tabu-
lated in Table. 2. 

The performance of our approach using recall and precision was compared with 
[1]’s approach and the results are tabulated in Table 3 and Table 4. 
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Fig. 3.  Clusters generated from Content word recognition step by K-means clustering 

Table 2. NGD and Similarity values generated by feature integration process 

S.No Word1 Word2 NGD Similarity 
1 computer computer  0 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
 
12 

computer 
computer 
computer 
technology 
technology 
technology 
technology 
weather  
weather 
computers 
 
computers 

weather 
earth 
system 
computer 
weather 
earth 
system 
weather 
earth 
computer- ar-
chitecture 
earth-weather 

0.52845 
0.39224 
0.71737 
0.42513 
0.22959 
0.24365 
0.26721 
0 
0.34830 
0.21067 
 
0.12563 

0.47154 
0.60775 
0.28262 
0.57486 
0.77040 
0.75364 
0.73278 
1 
0.65169 
0.78932 
 
0.87436 
 
 

Table 3. Performance measurement of our approach 

Cluster Precision Recall 
Computer  
Architecture 

100% 75.2% 

Weather 75.1% 100% 
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Table 4. Performance measurement of [1]’s approach 

Cluster Precision Recall 
Computer  
Architecture 

80.2% 100% 

Weather 94.1% 100% 

8 Conclusion and Future Work 

Our approach provides better performance in experimental results in terms of time 
complexity as we consider only the relevant words for word stemming step during the 
extraction of first feature, when compared to [1]’s approach. Our proposed approach 
can be used as a prior step into search engines for efficient web service discovery 
based on the relevant user request. In future, we decided to extend this work, by in-
cluding additional features such as context to support context-aware pervasive web 
services and cloud based web services. 
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Abstract. In the modern epoch, one of the most imperative issues is the 
nuisance of day-to-day survival of the physically disabled people. Recent 
development in science and technology has provided a helping hand towards 
those physically challenged people in the form of different hearing 
enhancement tools for deaf people, vision enhancement technology for blind 
people and different audio-vision combinational devices for deaf-blind people. 
But in true sense, assistive technologies, that too within budget for the lonely 
deaf-blind people has not been sufficient at all for many years. In our paper, we 
have tried to introduce SPARSHA which is a low cost refreshable Braille 
device for deaf-blind and blind people to communicate with other deaf-blind 
people, blind people and with the nondisabled people. SPARSHA is an 
electronic device which is connected with a computer and acquires the signal 
corresponding to alphabet, digit or special symbols and displays the 
corresponding Braille to represent those alphabet, digit or special symbols. 
There are six pin to represent the character equivalent to the Braille; similarly 
we have used six pins to represent SPARSHA. These pins are movable and they 
can be individually controlled .They can go downward or can go upward. From 
computer an equivalent signal representing alphabet, digit etc. is sent to the 
device and the corresponding character is displayed in Braille. Therefore, 
SPARSHA is a very cost effective and portable Braille display which may 
provide an affordable way to the blind or deaf-blind people who are facing 
trouble in communication with the other disabled or non disabled persons in 
their daily life.  

Keywords: Deaf-blind people, Assistive Technology, Braille display, Tactile 
Display, Refreshable Braille Technology, Human Computer Interaction. 

1 Introduction 

World Health Organization has given a statistics that there are more than 314 million 
people in the world who are visually impaired among which around 45 million people 
are completely blind [6]. Tactile and auditory feelings are one of the most important 
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forms of communication for blind people with the world [7]. A visual disfigurement 
forces a person to build up a strong aptitude to make functional use of other often-
neglected sanity. As a consequence, the sense of touch can be developed to interpret 
stylish tactile patterns such as Braille and gather an amazing amount of information 
through delicate tactile cues such as the rubbing of a white cane against the ground. 
This awareness and appreciation for the sense of touch makes visually impaired 
persons innate users of excited technologies and invaluable allies in the progress of 
experimental interfaces that aspire to communicate information through this 
underused sense. 

Tactile displays, which generate information by inspiring the sense of touch, 
depend on actuators to create spatial resolution in terms of three-dimensional 
contractions and movement. Tactile display is kind of refreshable Braille display that 
converts electronic text information from a computer to Braille dots for the blind to 
read [1]. Sophisticated tactile displays cannot be made available commonly, primarily 
due to their higher cost, large size and slow actuator’s response etc. For the above 
mentioned limitations these are only be made available in the educational institutes, 
organizations for experimental purposes.  

 

 

Fig. 1. Braille Script for Blind people for reading information 

Refreshable Braille cell display permits the dots of the Braille character to be 
increased or decreased either mechanically or electronically or through any other 
mechanism. A fastidious transformation of dots in the up or down arrangement 
symbolizes a particular character or alphabet [8]. The refreshable Braille devices can 
fabricate one line displays with up to 80 characters per line. The refreshable Braille 
displays can rapidly change the lives of the visually impaired people by enabling them 
to capture assistance from the state of the art digital technology and many imminent 
computer controlled equipments. As sophisticated technology makes Braille easier to 
produce, the blind are faced with the unavoidable problem of high cost. It has been 
found that a Braille printers cost from $1,700 to $80,000 and refreshable Braille 
displays cost from $3,500 to $15,000 (usually around $5,000 per 40 cells). 

Unfortunately, most visually impaired people can’t afford these prices and the 
available machines are limited mainly to business and educational uses.   
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2 Background of Braille  

Braille is a recognizable system that contains few dots which enables visually 
impaired people to read and write through touch and feel as a alternative of vision [9]. 
Braille was devised in 1821 by Louis Braille, a Frenchman. Each Braille symbol 
consists of patterns of raised tangential dots arranged in groups of six in fix matrix 
called a cell [10]. The Braille system also includes several symbols to represent 
punctuation, mathematics and scientific characters, music, computer notation and 
foreign languages.  

For the purpose of exchanging a few words with other people in everyday life, 
different kinds of devices have been developed to offer auditory and tactile 
information to the visually impaired people in modern days. These devices can be 
categorized into two different types namely: mechanical stimulating devices and 
electrical stimulating devices [11]. Electrical stimulating mechanism directly triggers 
nerve fibres inside the skin with electrical current from surface electrodes thus 
generating sensations of pressure or vibration [12]. Due to the invasive nature of the 
electrical stimulating device, more researchers focus on researching mechanical 
stimulating device which uses an array of pins as a graphic display or a Braille 
display. The pins usually are driven by piezoelectric actuators [13] or solenoid coils 
[14], [15].  

 

 

Fig. 2. International building standard for a Braille cell 

3 Refreshable Braille Display 

There is a sequence of dots or pins in a refreshable Braille cell display device which 
can be perpendicularly elevated or lowered mechanically or electronically using any 
other mechanism. A particular character is represented by the combination of dots in 
the elevated and slender position. The blind people can read these characters by 
touching the dots of their fingers. There are usually 40, 65, or 80 arrays (characters) 
per line of text [16]. A refreshable Braille display is typically coupled to a computer 
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and it works in amalgamation with a screen reader. The users provide inputs to the 
computer with the assistance of a Braille keyboard and access the output in the Braille 
cells through a Braille displayer. The refreshable Braille displays are generally 
situated under the keyboards so that the users could easily access the Braille cells in 
connection with the keyboard [17].  

The refreshable Braille displays have been modified a long way from the time of 
electromechanical actuator based displays based on solenoids, developed by Mr. 
Schaefer and marketed by Maryland Computer Services way back in the mid-1970s 
[18]. The Braille tip [19] was moved up or down on passing an electric current 
through a solenoid which caused the magnetic field to force the solenoid rod to pull 
an actuator. There were matters of higher power utilization associated with it. For 
avoidance of power consumption, the pins were permanently set aside in a raised 
position which implies that the readers would not be able to touch the display while it 
was refreshing. In the late 1970s, the idea of Braille displays based on the principle of 
piezoelectricity was introduced by Oleg Tretiakoff. Application of a potential 
difference between the opposite faces of the piezoelectric material led to a 
transformation in its shape and dimensions which was used to lift and lower the 
Braille tip. These Braille cells were less expensive and at the same time consumed 
less power for their working. In addition, the readers could touch the display while it 
was refreshing [19]. Questionably, this became one of the first commercially available 
refreshable Braille displays used by the visually impaired people. In 1980s, the 
Tieman Group pioneered the development of Braille cells improving the feel and the 
portability of the Braille cells. Since then, the Piezoelectric based Braille cells have 
continued to rule the refreshable Braille display market [19]. To reduce the cost, the 
piezoelectric based Braille cells have been further engineered and developed. 
However, it is being disagreed that other EAP technologies such as Dielectric 
Elastomer Actuators offer better properties such as very high linear actuation strain, 
high energy density, lower mass density, and, ease of fabrication among others [20].  

4 Motivation of the Paper  

Although these devices are widely used, three drawbacks hinder the use of these 
devices in daily life: requirements of high-voltage supplies, poor portability because 
of large size of actuators and high price, this paper describes a device which tries to 
provide the sufficient facilities for the blind persons to improve their communicating 
skills at a very low cost so that the technology may bring some changes in their 
communication with the World.  

In this paper, tactile sensations synthesized using programmable pins to represent 
the standard six cells Braille to improve both the accessibility of textual content for 
visually impaired persons, and the understanding of this approach to computerized 
tactile stimulation. Braille has played a significant role in the empowerment of 
visually impaired persons by defining a tactile code that can not only be read but also 
written, and hence enabling literacy. Refreshable Braille displays, and more recently 
voice synthesis hardware and software, have for many years maintained the 
accessibility of written information as it migrated gradually to digital media. These 
solutions nevertheless present drawbacks. Refreshable Braille displays are limited to a 
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single line by space and cost constraints yet generally more expensive that the 
personal computer they are used with. Voice synthesis, on the other hand, reduces 
control over the reading rate and provides an al1 Introduction 2 together different 
communication medium that hides individual characters and hence a crucial aspect of 
the written language. There is therefore much room for improvement and innovation 
in the delivery of textual information to visually impaired readers. The use of these 
technologies with screen readers has nevertheless provided an acceptable solution for 
access to computer interfaces and digital media until recently.  

The increasingly pervasive use of visual content, however, threatens to severely 
limit the usability of digital interfaces and hence exclude the visually impaired 
community from some of the most exciting innovations. Graphical information is no 
longer restricted to isolated pictures and diagrams, and instead often provides the bulk 
of the content in applications such interactive mapping systems or a coherent structure 
for textual content in documents such as web pages. 

5 Proposed System Architecture  

The current paper is dedicated to make affordable Braille displays using innovative 
technology. The goal for this thesis was to create a greatly simplified in-line 
refreshable Braille display which is reliable and easy to use, using the fewest, most 
cost-efficient parts. The following are the desired features for the proposed display: 

 

a. Standard Cell Size 
b. Fast refresh rate 
c. Low cost 
d. Portable 
e. Small size 

 

 

Fig. 3. Schematic view of a tactile display 

Figure 3 show that a tactile display can translate electronic text information to the 
Blind people readable form. 
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Fig. 4. SPARSHA: refreshable Braille display architecture 

Figure 4 shows the block diagram of SPARSHA.  The concept behind this Braille 
display is to represent the standard Braille code in the form of six pin which 
represent the six cell of Braille display technique. In this proposed model of Braille 
display the display device is connected to the computer system and gets the 
equivalent signals from the computer to display any particular character in Braille 
code. After getting the signal form the computer the device moves upward the 
particular pins for representing the particular character. for the next character the 
device gets refreshed and displays the next character in the similar way and so on 
until the text is displayed. 

Inside the device there are six stepper motors which work as the actuator and they 
helps to move the pins upward and downward. The computer has an application 
program to take the text in English and the application program performs different 
language processing, parsing, interpreting and controlling operations to meet the 
desire objective of the system. 

 

Text Processing: After getting the text from the non blind user the program split the 
text into array of characters and treats as individual character.  

Interpreter: This individual character then assigned the standard Braille 
representation. 

Controller: Based on the Braille representation of each character the program sends 
the corresponding signal to the device through the parallel port.  

Inside the Device: After getting the signal corresponding to any particular character 
the signal is first amplified to level so that the signals can drive the stepper motors. 
The motor rotates and the mechanically attached particular pins move upward to 
represent the particular character.  
 
In the proposed model of refreshable Braille display, the different components which 
are used as the part of the system are low cost. The six stepper motors used for 
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moving the pins each of costs approximately $12. The other actuator parts required 
for representing each dot cost approximately $6.The total manufacturing cost of the 
refreshable Braille display may cost about $110. 

6 Working Principle of SPARSHA  

The working principle of the Control Program driven by the computer is depicted in 
the following figure 5 and the steps of the control program are as following:  

 

 

Fig. 5. Block diagram of the Control Program to control the display 

Step 1: Text (alphabet, digit or special character) input is given through the keyboard 
by non disabled person.  
Step 2: Given input is stored in the computer memory. 
Step 3: Stored input is now split into array of characters. 
Step 4: Each individual character is allocated to the standard Braille representations 
for translating each ASCII character to corresponding Braille code.  
Step 5: Signal corresponding to each Braille code is generated and sent to 
electromechanical display device via the parallel port of computer. 
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The following figure 6 represents the SPARSHA device. The steps of working 
principle of SPARSHA are as following: 
 

 

Fig. 6. Block diagram of SPARSHA: refreshable Braille display 

Step 1: The output of control program is the input to SPARSHA, i.e. control signal 
corresponding to each Braille code is given as input via PC parallel port to 
SPARSHA. 
Step 2: This input signal is now sent to signal amplifier for further enhancement of the 
signal. 
Step 3: Amplified signal is used to drive the stepper motors. 
Step 4: Mechanically connected Stepper motor, with one of the six pins of the Braille 
cell, rotates and forces the pin to move upward for representation of particular Braille 
character.  
Step 5: To display the next Braille character refresh the display device and repeat Step 
1 – Step 4.  

7 Simulation of the Proposed Control Program 

The simulation of the proposed control program of the SPARSHA device is shown 
below: 



 SPARSHA: A Low Cost Refreshable Braille for Deaf-Blind People 473 

 

 

Fig. 7. Snapshot of SPARSHA control program 

In figure 7, snapshot is taken from the main program which shows the GUI where 
text input (alphabet, digit or special characters) can be given by the non disabled 
person. As no input is yet given so corresponding Braille representation is empty. 

The input text will be stored in the computer memory for further processing. 

 

Fig. 8. Snapshot of Braille representation 
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In figure 8, snapshot is taken from the control program which shows the Braille 
representation of the given input. Here input text is “s” given by non disabled person. 
The 6 pin Braille representation corresponding to “s” is shown in the right side of the 
snapshot. 

8 Future Work 

The next work is focused on the improvement of the refreshable Braille display 
making it fast and more portable and more easily affordable to the people who need 
support from the advanced technology to enhance their communication skills. To 
provide a complete support to the visually impaired people for enhancing their 
communication skills with this refreshable Braille display device SPARSHA some 
other components to be added later as audio generator for audio feedback and a 
remote communication system through SMS. In the audio feed back module the 
visually impaired people can get audio of the text and the control information so that 
they can easily control the system’s different actions. The remote communication 
module on the other hand will provide a platform to communicate with people who 
are in a far distance through. 

9 Conclusions  

Despite the growing popularity of voice synthesis for the accessibility of textual 
information, Braille remains a preferred or secondary medium for many visually 
impaired persons for the level of control over reading that it affords and granular view 
that it provides. This paper has presented contributions to the development of low cost 
refreshable Braille display and its applications to provide an affordable portable tool 
for visually impaired persons to communicate with the deaf-blind, blind and non- 
disabled persons. Generally the blind people cannot afford the existing Braille reader 
because of their high cost and all these existing devices are only available in the 
institutions and in different organization for experimental purpose. In future, we may 
try to convert the input text corresponding to some audio signal so that the blind 
people who are not deaf can understand by hearing. 
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Abstract. Nowadays information published in the internet has become a com-
mon knack for all. As a result volume of information has become huge. To han-
dle that huge volume information, Web researchers are introduced various types 
of search engines. Efficiently Web-page crawling and resource repository  
building mechanisms are an important part of a search engine. Currently, Web 
researchers are already introduced various types of Web search crawler me-
chanism for the various search engines. In this paper, we have introduced a new 
design and development mechanism of domain-specific Web search crawler, 
which uses multilevel domain classifiers and crawls multiple domain related 
Web-pages, uses parallel crawling, etc. Two domain classifiers used to identify 
domain-specific Web-pages. These two domain classifiers are used one after the 
other, i.e., two levels. That's why we are calling this Web search crawler is a 
multilevel domain-specific Web search crawler. 

Keywords:  Domain specific search, Multilevel classifier, Ontology, Ontology 
based search, Relevance value, Search engine. 

1 Introduction 

Keyword searching is a very popular mechanism for finding information from the 
Internet [1-2]. However, the Internet has become like an Ocean of various types of 
information. From this huge reservoir of information finding a relevant Web-page 
based on user given search query is not a matter of a joke. To overcome this situation 
Web researcher have introduced various types of search engines. Web-page crawling 
mechanism plays a big role to produce an efficient Web-page repository, which leads 
to produce better search result for a user given search query. There are various types 
of Web-page crawling mechanism already introduced by the Web researchers and 
they are focused crawler [3-5], domain-specific crawler [6], multi domain-specific 
crawler [7], hierarchical crawler [8], parallel crawler [9-12], etc. 
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In our approach, we are introducing a new mechanism for the construction of a 
Web search crawler which follows the parallel crawling approach and supports mul-
tiple domains. To construct our prototype we have used two classifiers. These two 
classifiers are Web-page Content classifier and Web-page Uniform Resource Locator 
(URL) classifier. Based on these two classifiers we are customizing our crawler inputs 
and create a meta - domain, i.e., domain about domain. Web-page content classifier 
identifies relevant and irrelevant Web-pages, i.e., domain-specific Web-pages like 
Cricket, Football, Hockey, Computer Science, etc. and URL classifier classifies URL 
extension domains like .com, .edu, .net, .in, etc.  

The paper is organized in the following way. In next section 2, the related work to 
the domain extraction as well as parallel crawling is discussed. The proposed architec-
ture for domain-specific Web search crawler using multilevel domain classifier is 
given in section 3. All the component of our architecture is also discussed in the same 
section. Experimental analyses and conclusion of our paper is given in section 4 and 5 
respectively. 

2 Related Works 

To find a geographical location in the Globe, we usually follow the geographical map. 
Same way to find a Web-page from the World Wide Web (WWW), we are usually 
using a Web search engine. Web crawler design is an important job to collect Web 
search engine resources from WWW [6, 8, 13-14]. A better Web search engine re-
source leads to achieve a better performance of the Web search engine. In this section, 
we describe a few related works. 
 
Definition 2.1: Ontology –It is a set of domain related key information, which is kept 
in an organized way based on their importance.  

Definition 2.2: Relevance Value –It is a numeric value for each Web-page, which is 
generated on the basis of the term Weight value, term Synonyms,  number of occur-
rences of Ontology terms which are existing in that Web-page. 

Definition 2.3: Seed URL –It is a set of base URL from where the crawler starts to 
crawl down the Web pages from the Internet.  

Definition 2.4: Weight Table – This table has two columns, first column denotes 
Ontology terms and second column denotes weight value of that Ontology term. The 
ontology term weight value lies between ‘0’ and ‘1’. 

Definition 2.5: Syntable - This table has two columns, first column denotes Ontology 
terms and second column denotes synonym of that ontology term. For a particular 
ontology term, if more than one synonym exists, those are kept using comma (,) sepa-
rator.  

Definition 2.6: Relevance Limit –It is a predefined static relevance cut-off value to 
recognize whether a Web-page is domain specific or not. 
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2.1 Domain Extraction Based on URL Extension 

Finding domains based on the URL extension was a faster approach, but the URL 
extension does not always return a perfect domain-specific Web-pages. In addition, 
we cannot tell the content of the Web-page from the Web-page URL. One of the most 
practical examples is that of a digital library, where many universities publish book 
lists with a link to online books like www.amazon.com. According to the URL exten-
sion, this Web-page belongs to commercial (.com) domain, but this URL is very pop-
ular to an educational (.edu) domain. To overcome this type of situation, we need to 
consider the content of the Web-page. 

2.2 Domain Specific Parallel Crawling 

In parallel crawling mechanism, at a time multiple Web-page crawl and download 
performs, because multiple crawler running simultaneously. Hence, it is a quick Web-
page download approach. Using the parallel crawling mechanism we can download 
the Web-pages in a faster way, but we cannot tell whether the downloaded Web-pages 
belonging to our domains or not. 

2.3 Domain Extraction Based on Web-Page Content 

Finding domains based on the Web-page content was a great approach, but it is a 
time-consuming process as there was no such parallel crawling mechanism applied to 
downloading the Web-pages. For finding domains based on the Web-page content, 
first parsed the Web-page content and then extracted all the Ontology terms as well as 
syntable terms [15-18]. Then each distinct Ontology term was multiplied with their 
respective Ontology term weight value. Ontology term weight values are taken from 
weight table. In this approach, for any syntable term used corresponding Ontology 
term weight value. Finally, taken a summation of these individual terms weightage 
and this value is called relevance value of that Web-page. Now if this relevance value 
is greater than the predefined relevance limit of that domain, then that Web-page be-
longs to a predefined particular domain otherwise discard the Web-page, i.e., the 
Web-page didn’t belong to our domain. 

In Fig. 1 we have shown a mechanism to find a domain based on the Web-page 
content. Here, we consider ‘computer science’ Ontology, syntable and weight table 
of computer science Ontology for finding a Web-page belongs to the computer 
science domain or not. Suppose, the considered Web-page contains ‘student’ term 3 
times, ‘lecturer’ term 2 times and ‘associate professor’ term 2 times and student, 
lecturer and associate professor weight values in the computer science domain are 
0.4, 0.8 and 1.0 respectively. Then the relevance value becomes (3*0.4 + 2*0.8 + 
2*1.0) = 4.8. Now, if 4.8 is greater than the relevance limit, then we called the con-
sidered Web-page belongs to the computer science domain otherwise we discard the 
Web-page. 
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Fig. 1. Web-page Relevance Calculation Mechanism 

3 Proposed Approach  

In our approach, we have generated a new Web search crawler model which supports 
parallel crawling mechanisms as well as identifies the proper domain by using Web-
page content classifier and Web-page URL classifier. In section 3.1 we have given 
basics of an Ontology. In section 3.2 and 3.3 we have described Web-page content 
classifier and Web-page URL classifier respectively. In section 3.4, we have ex-
plained our user interface and section 3.5 depicts the construction mechanism of our 
prototype. Finally, in section 3.6, we have given Web-page retrieval mechanism by 
using our prototype based on user given inputs. 

3.1 Introduction to Ontology 

The term Ontology is a data model that represents a set of concepts within a domain 
and the relationships between those concepts. It is used to reason about the objects 
within that domain. Ontologies are used in artificial intelligence, the Semantic Web, 
software engineering, biomedical informatics, Library Science, and information archi-
tecture as a form of knowledge representation about the world or some part of it.  
Ontology is a formal description of concepts and the relationships between them. 
Definitions associate the names of entities in the Ontology with human-readable text 
that describes what the names mean. Each domain can be represented by an Ontology 
and each Ontology contain a set of key information of that domain, which formally 
called Ontology term. We have assigned some weights to each Ontology term. The 
strategy of assigning weights is that, the more specific term will have more weight on 
it. And the terms which are common to more than one domain have less weight. The 
Ontology term weight value lies between ‘0’ and ‘1’. 
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3.2 Classifier 1: Web-Page Content Classifier 

Web-page content classifier classifies Web-page domain with respect to their Web-
page content (Fig. 2(a)). The domains are cricket, computer science, football, etc. 
These domains are classified according to their predefined domain Ontology, weight 
table and syntable. Ontology contains key terms of a particular domain in an orga-
nized way. Weight table contains the weight value of each Ontology term. Syntable 
contains synonyms of each Ontology term. When any Web-page content received, we 
are parsing the Web-page content and extracting Ontology terms as well as synonyms 
of each Ontology term and get a distinct count. We have received Ontology term re-
levance value by multiplying the distinct counts with their respective Ontology term 
weight value. Then we took a summation of those term relevance values, which for-
mally called Web-page relevance value. If the relevance value of the Web-page is 
larger than the predefined Web-page relevance limit, then we have considered the 
Web-page belongs to that domain. 
 

   
         (a)     (b) 

Fig. 2. (a) Web-page Content Classifier (b) Web-page URL Classifier 

3.3 Classifier 2: Web-Page URL Classifier 

Web-page URL classifier classifies Web-page URL domains like .com, .edu, .in, etc. 
(refer Fig. 2(b)). Web-crawler crawls down the Web-pages. We have extracted all the 
hyperlink URLs from already crawled Web-page content by doing a lexical analysis 
of keywords like ‘href’ and then sent those URLs into Web-page URL classifier. 
Web-page URL classifier parsed all the extracted Web-page URLs and classified 
according to their URL extension domain. 

3.4 User Interface 

In our proposed search engine, we have facilitated Web searchers to customize their 
search result by selecting classifier1 and classifier2 inputs. We have used radio but-
tons for classifier 1, i.e., at a time at most only one domain selection possible for 
Web-content classifier by the Web searchers (refer Fig. 3) and used check boxes for 
classifier2, i.e., Web searcher can select more than one Web-page URL extension 



 A New Approach to Design a Domain Specific Web Search Crawler 481 

 

domain. To get optimistic search results from our proposed search prototype, Web 
searchers have required some basic knowledge about the classifier2 inputs with re-
spect to classifier1 selected input. Suppose, Web searcher has selected ‘Computer 
Science’ domain as classifier 1 input then classifier2 inputs should be .edu, .in or .net. 
We assume that .com is a commercial domain and no such Web-page exists, which 
belongs to ‘Computer Science’ domain. After providing required inputs, i.e., search 
string, classifier1 and classifier2 inputs, Web searcher have to click on “Go” button to 
get the search results. In addition, if we assume Web-searchers don’t have the basic 
knowledge about the classifier 2 inputs and selects all the options, that time also our 
prototype produces the search result but it will take few extra seconds due to travers-
ing more number of schema data (refer Fig. 4). 
 

 

Fig. 3. A Part of User Interface 

3.5 Proposed Algorithm 

The proposed algorithm describes multilevel domain-specific Web search crawler 
construction in a brief. We have divided our algorithm into various modules. Module1 
tells about Web-page URL classifier and module2 describes the Web-page content 
classifier. Module1 was invoked inside module2 and module2 invoked by the main 
domain specific Web-search crawler method. 
 
Module1: Web-pageURLClassifier(Web-page URL List) 
 

1. begin 
2. while(Web-page URL List is not empty) do step 3-5 
3. extract URL Extension; 
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4. find URL extension domain; 
5. if (Web-page URL extension belongs different do-

main) 
discard (URL); 

else 
pass URL to the respective crawler input; 

6. end; 
 
Module2: Web-pageContentClassifier(Web-page) 
 

1. begin 
2. parse Web-page Content; 
3. calculate Web-page relevance value; 
4. if (Web-page belongs different domain) 

   discard (Web-page); 
else 

store Web-page in respective domain repository ; 
   extract URLs from Web-page Content; 

call Web-pageURLClassifier(Web-page URL List); 
End; 

5. End; 
 
DomainSpecificWebSearchCrawler () 
 

1. begin 
2. extract a URL from the seed URL queue; 
3. download the Web-page; 
4. call Web-pageContentClassifier(Web-page); 
5. end; 

 
A pictorial diagram of domain-specific Web search engine resource collector is 
shown in Fig. 4. In our approach, we have divided our data repository into multiple 
schemas based on the number of URL extension domains we are considering. To 
collect resources for each schema, we follow parallel crawling mechanism. For exam-
ple, we have shown .net, .edu and .com crawlers and those crawlers expecting .net, 
.edu and .com seed URLs respectively. Each and every crawler runs individually, and 
all are connected with WWW. Initially based on first seed URL every crawler down-
loads the Web-page content and send it to the first level classifier, i.e., Web-page 
content classifier used for classifies Web-page domain and stores it in respective do-
main section, i.e., cricket, football, hockey, etc. In the second level of the Web-page 
content, we have extracted all the hyperlinks exists in the crawled Web-page content 
by doing a lexical analysis of keywords like ‘href’ and send all links to classifier2, 
i.e., Web-page URL classifier. After classification of all hyperlinks, send it to their 
respective crawler input. According to our approach classifier 1 identifies the Web-
page domain and classifier 2 continuously supplying parallel crawler inputs. 
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Fig. 4. Proposed architecture of Domain Specific Web Search Engine Resource Collector 

3.6 Web-Page Retrieval Mechanism Based on the User Input 

Web-page retrieval from Web search engine resources are an important role of a Web 
search engine. To retrieve Web-pages from our Web-page repository, we need to find 
the schema and domain based on the user given classifier1 and classifier2 inputs (re-
fer Fig. 3). As discussed in section 3.4, at a time user can select only one classifier1 
input and multiple numbers of classifier2 inputs. Classifier 1 input tells about user 
selected domain and classifier 2 inputs tell about the schema from where we are going 
to fetch the Web-pages. After identification of the domain and schema, we are taking 
the search string and parse it to find the Ontology terms. According to those Ontology 
terms, we have performed a Web-page search operation from identified resources 
based on classifier 1 and classifier 2 inputs. 

4 Experimental Analyses 

In this section, we have given some experimental study as well as discussed how to 
set up our system. Section 4.1 explains our experimental procedure, section 4.2 gives 
an overview of our prototype time complexity and section 4.3 shows the experimental 
results of our system. 

4.1 Experiment Procedure 

Performance of our system depends on various parameters, and those parameters need 
to be setup before running our system. The considered parameters are domain relev-
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ance limit, weight value assignment, ontology terms, etc. These parameters are as-
signed by tuning our system through experiments. We have assigned 20 seed URLs 
for each crawler input to start initial crawling. 

Scope Filter. In order to ensure that our crawler only downloads files with textual 
content, not Irrelevant files like images and video, we have added a filter when per-
forming the tests. 

Harvest Rate. Harvest rate [3] is a common measure of how well a focused crawler 
performs. It is expressed as HR= r/t, where HR is the harvest rate, ‘r’ is the number of 
relevant pages found and ‘t’ is the number of pages downloaded. 

4.2 Complexity Analysis 

There are few assumptions taken to calculate the time complexity of our system. a) 
We are dealing with ‘n’ number of terms, which includes both Ontology terms as well 
as synonyms of those terms. b)‘d’ time taken to download a Web-page because inter-
net speed is a big factor to download a Web-page. c) We are dealing with ‘m’ number 
of URL extension domains. d) On an average we assumed we are receiving ‘p’ num-
ber of hyper link URLs in a Web-page content. e) Constant time complexity denoted 
by Ci where ‘i’ is a positive integer. We have given our prototype time complexity 
analysis in Fig.5. 
 

 

Fig. 5. Line by line complexity analysis 

From the analysis we have found for a single crawler complexity becomes [2O(n)+ 
O(m*p)+d]. Now, we have found ‘m*p’ always << ‘n’, hence the final time com-
plexity of a single crawler becomes [2O(n)+d]. In our approach we have used parallel 
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crawler mechanism, so that if we used multiple crawlers then also our time complexi-
ty remains same. 

4.3 Experimental Result 

In this subsection, we have illustrated our proposed prototype accuracy testing results 
by using harvest rate and parallel crawling performance report. 

Accuracy Testing of Our Prototype. To produce an accuracy report, we have used 
harvest rate. We have also given a comparative study with an existing unfocused 
crawler performance. In Fig.6. we have given a harvest rate plot for unfocused craw-
ler. Unfocused crawler crawls a large number of Web-pages but found very few do-
main specific Web-pages. 
 

 

Fig. 6. Harvest rate for unfocused crawling 

For a focused crawler harvest rate value monitored by the relevance limit of that domain 
and tolerance limit value. Relevance limit is a predefined static relevance cut-off value 
to recognize whether a Web-page is domain specific or not. On the other hand tolerance 
limit also a numeric value, which decrease the relevance limit value by doing a subtrac-
tion operation between relevance limit and tolerance limit. We have reached an optimal 
tolerance limit value by doing testing in various phases and achieved a satisfactory 
harvest rate. In Fig.7. we have shown the harvest rate of our domain specific crawler by 
taking relevance limit and tolerance limit are 12 and 5 respectively. 

 

Fig. 7. Harvest rate for focused crawling 
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Parallel Crawling Performance Report. In table 1 we have given a performance 
report of our system. According to our seed URLs of each crawler, i.e., .com crawler, 
.edu crawler, etc., crawls Web-pages simultaneously. We have taken our statistic in 
various time intervals. Say after 10 minutes, we saw .com crawler crawls 111 Web-
pages, .edu crawler crawls 113 Web-pages, .net and .in crawler crawls 109 and 101 
Web-pages respectively. According to our strategy, all the crawler crawl Web-pages 
simultaneously, hence our system total performance after 10 minutes has become 
summation of all individual crawler output, i.e., 434 Web-pages.  The same way we 
also consider other time intervals and measure our system performance. 

Table 1. Performance Report of Our System 

.com .edu .net .in Total Performance
10 111 113 109 101 434
20 218 221 219 206 864
30 315 308 333 309 1265
40 411 401 423 407 1642
50 506 497 489 446 1938

Time taken (in Min)
Number of Web-pages

 

5 Conclusions 

In this paper, we have proposed a prototype of a domain-specific Web search crawler 
which supports multiple Ontologies. This prototype has used two classifiers, i.e., 
Web-page content classifier and Web-page URL classifier for identification of Web-
page domains and URL extension regions more prominently. In addition, we have 
used the parallel crawling mechanism to download the Web-pages in a faster way. To 
perform searching operation, Web searcher must give a search string, classifier 1 and 
classifier 2 inputs. Based on the user given inputs, our prototype retrieves Web-pages 
from the Web-page repository. Our prototype supports multiple domains by using 
multiple Ontologies. This prototype is highly scalable. Suppose, we need to increase 
the supporting domains for our prototype, then we need to include the new domain 
Ontology and other details like weight table, syntable, etc. of that Ontology. Accord-
ing to the Web-page retrieval mechanism based on the classifier 1 and classifier 2 
inputs, our prototype traverses very few Web-pages, i.e., produces a faster result. 
Finally, our prototype gives a provision to the Web searcher to customize their search 
result by varying classifier 1 and classifier 2 inputs. 
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Abstract. Protecting individual sensitive specific information has become an 
area of concern over the past one decade. Several techniques like k-anonymity 
and l-diversity employing generalization/suppression based on concept hierar-
chies (CHTS) were proposed in literature. The anonymization effectiveness de-
pends on the CHT chosen from the various CHTS possible for a given attribute. 
This paper proposes a model for constructing dynamic CHT for numerical 
attributes which can be: 1) generated on the fly for both generaliza-
tion/suppression; 2) dynamically adjusted based on a given k. The anonymized 
data using our method yielded 12% better utility when compared to existing 
methods. The results obtained after experimentation support our claims and are 
discussed in the paper. 

Keywords: privacy, data anonymization, Concept Hierarchy Tree (CHT), Dy-
namic Concept Hierarchy Tree (DCHT), information loss. 

1 Introduction 

Large amounts of data about individuals are being collected from various organiza-
tions like financial institutions and hospitals for organizational benefits or research 
purpose causing threat to privacy [1]. Though directly identifying attributes like SSN 
and Name are deleted in the published data, it is seen that certain combinations of the 
attributes still give information about the individual (linking attack) [2,9]. Several 
methods like k-anonymity [2], l-diversity [3],(α,k)–anonymity[4],t-closeness[5] etc., 
through anonymization using generalization/suppression [6] for achieving privacy. 
Generalization replaces the actual value with a less specific but a semantically consis-
tent value. Suppression removes the value or totally suppresses the value. 

Generalization was initially used for categorical attributes. Later it was extended 
for numerical attributes either by using pre-defined hierarchies which are constructed 
manually [7] or a hierarchy-free technique [8]. Hierarchy free generalization is per-
formed based on determining small intervals/segments that include all initial values 
during anonymization process. For example, the age attribute values: 21, 24, 26 are 
generalized to the interval [21-26] and if subsequently 22, 24, 35 values occur again 
in the dataset they are generalized to [22-35]. This is because the hierarchy free  
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generalization creates overlapping intervals for the attribute during generalization in 
anonymization process. Each of these two approaches has the following limitations. 
Creating predefined hierarchy for numerical attribute is complex, because its values 
are more diverse and may be continuous where as in categorical attributes the values 
are well established and discrete. A wrong classification or construction of predefined 
hierarchy will significantly impact the quality and usefulness of anonymized data. In 
hierarchy free generalization the attributes are divided into overlapping intervals that 
can be clumsy for the researcher when analyzing the published data. Most of the ano-
nymization techniques require predefined hierarchies to anonymize the data. All these 
are overcome by creating dynamic hierarchies for numerical attributes. 

This paper studies the problem of generalizing numerical attributes for data ano-
nymization and has the following contributions: First, an approach for creating dy-
namic concept hierarchies in bottom up fashion for numerical attributes is defined. 
Second, a dynamic model for generating CHT’s for both generalization using interval 
and generalization using suppression is defined. Third, the dynamic model is extended 
for generating CHT’s based on k-anonymity principle. Finally, the results are com-
pared with the approaches discussed in literature to demonstrate the efficacy of the 
approach. 

Rest of the paper is organized as follows: Section 2 deals with related work. Sec-
tion 3 discusses the dynamic generation of concept hierarchies and an analysis of the 
proposed algorithm. Section 4 shows the experimental results and comparative study 
with the published work and finally section 5 presents the conclusions. 

2 Related Work 

Most of the models proposed in literature use value based generalization hierarchies 
for numerical attributes. These hierarchies significantly impact the quality and useful-
ness of masked data during the anonymization process. Masked data can lose extra or 
little information depending on how well the hierarchy fits the distribution and the 
grouping of attribute values in the micro dataset. It also depends on the user’s know-
ledge of the specific domain [7]. 

LeFevre [8] proposed a hierarchy free generalization model for numerical 
attributes. It provides flexible anonymization technique and it minimizes the informa-
tion loss during the anonymization process.  However, this technique is not suitable 
for an anonymity principle like k-anonymity which relies on generalization bounda-
ries during the anonymization process. The generalization intervals that were being 
used during the anonymization process do not promise that those intervals are disjoint 
in nature. They cause difficulties during analysis of the anonymized microdata. This 
technique is also not suitable for personalized privacy [10]. In our approach, we over-
come this ambiguity by creating the hierarchies dynamically. 

Recently Alinaet.al [11] adopted the agglomerative hierarchical clustering [12] to 
build dynamic concept hierarchies for numerical attributes. The trees are created 
dynamically, but they are not suitable for privacy domain because they calculate the 
average distances between the clusters which are normalized to form groups.  
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However, during the anonymization process the information loss tends to increase 
thereby decreasing the utility considerably. Alina et.al [11] extended their work to  
improved On-the-Fly Generalization Hierarchies for Numerical Attributes  
(IOTF) [15]. 

Our approach overcomes these drawbacks by considering the normalized distance 
between the nodes in turn reducing the information loss during anonymization process 
when compared to [11, 15, 8, 7]. 

3 Dynamic Generation of Concept Hierarchy Tree(DCHT) 

Manual construction of CHT requires expert domain knowledge and has the following 
limitations: 

• Classification of data might be complex for continuous data. 
• Maintenance of a CHT is a cumbersome task. 
• Cost of creating a CHT and maintaining it requires a large amount of effort. 
• Anonymizing the data using the manually constructed CHT is complex. 

Dynamic Concept Hierarchy Tree (DCHT) framework is proposed (fig. 1) for creat-
ing concept hierarchy trees dynamically and addresses the above stated problems. 

Table 1. Example Dataset 

Age Zipcode Gender Disease 
20 521227 Male Cancer 
21 521228 Male HIV 
24 521229 Female Flue 
28 521239 Male Cancer 
30 521230 Female HIV 
38 521239 Male Cancer 
24 521227 Male HIV 
21 521230 Male Flue 
38 521228 Female Flue 
38 521227 Female Cancer 

 

 

Fig. 1. Framework of DCHT 

3.1 Preprocessing 

To construct a DCHT for a given dataset, initially the required attributes are selected 
for example, age and zipcode in Table 1. The distinct values of each of the selected 
attributes and their respective frequencies are computed. The detailed process of con-
struction of DCHT based on these is presented in the subsequent sections. 

 

Dynamic adjustment of CHT 

Preprocessing 

Dynamic construction of 
CHT based on generaliza-
tion using Suppression 

Dynamic construction of 
CHT based on generaliza-
tion using Interval 

DCHT 
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3.2 Initial CHT Construction 

Step 1: For a given attribute N, node_set V is the set of distinct values {v1,v2,.,vm}. 
Each vi in V is a leaf node of the CHT.  

Step 2: The closest pair of nodes in V are determined using a distance matrix. 
Step 3: The closest nodes are merged to form an intermediate node. 
Step 4: Steps 2 and 3 are repeated until |V|=1 i.e., only one node is left in V is 

termed as the root of the CHT. 

3.3 DCHT construction 

DCHT is constructed based on generalization using one of the following two ways 

i. Interval: All number type attributes like age use this method. 
ii. Suppression: All number and String type attributes like zipcode1 use this method. 

 

Fig. 2. Dynamic CHT for age 

Generalization using interval. 
Assume ∑ is a domain of the numerical attribute with ordered values. The domain is 
partitioned into ordered intervals < I1, I2,., In> such that every value of a ∑ appears in 
some interval Ij. For instance, the age attribute of Table 1 is represented in terms of 
intervals as < [20-21],[20-24],[28-30],[28-38],[20-38]>. A node structure for root, 
intermediate and leaf node of the CHT is shown in Fig. 2. Here the nodes 20, 21, 24, 
28, 30, 38 are leaf nodes, the nodes [20-21],[28-30],[20-34],[28-38] are intermediate 
nodes and [20-38] is the root of the CHT. 
 
Definition 1(node structure). Every node in the tree is represented by , ,  
where lb, ub are the lower and upper bound values of the node and freq is the number 
of occurrences/frequency of that value in the dataset. The root of the tree has the same 

                                                           
1  In some countries zipcode is treated as both number and string type 
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node structure and the frequency represents the sum of the frequency of all nodes 
under this root node. For leaf nodes lb and ub are equal to the node value. 
 
Definition 2 (Distance between two nodes). The distance between two nodes    is determined as ,  where     are the 
lower and upper bounds of the nodes    . 
 
Definition 3 (Closest pair of nodes). The pair of nodes having minimum distances 
and maximum frequency among all nodes in the node_set is called as the closest pair 
of nodes and is determined as follows. t_ N ,    ,  

Algorithm 1: DCHT construction based on Generalization   
             using Interval 
Input: Original dataset DS and numerical attribute QINk 
Output: DCHT’s for QINk 
Assumption: 
   V={V1,V2,..,Vn}, N={ }, d[][],C1,C2;  
   /* V be the distinct values of QINk, N be the set of   
      leaf nodes of the hierarchy, d be the distance ma 
      trix and C1,C2 are the Closest two nodes */ 
Begin 
  Sort(V); 
  For each Vi in V  //Creating leaf nodes 
     Ni=CreateNode(Vi);//(N1,N2,..,Nn)=(V1,V2,..,Vn) 
     Ni.lb= Ni.ub=Vi;  
     Ni.freq=frequency of  in DS for QINk 
  End for 
  Repeat 
    d[i][j]=dist(Ni,Nj)  Ni,Nj N N,i<j// definition 2 
    (C1,C2)=closest_pair(N); //using definition 3 
    //The merging of two nodes is based on definition 4 
    Nnew=CreateNode([C1.lb-C2.ub]);Nnew.lb=C1.lb;Nnew.ub=C2.ub; 
    Nnew.freq= C1.freq + C2.freq;C1.parent= C2.parent=Nnew; 
    N=N-{C1,C2} {Nnew}; /*the closest nodes are   
    d[][]= ;           deleted from N  */  
  Until(|N|=1); 
End 

 
Definition 4(Merging of nodes): If two nodes    are determined as closest 
nodes then they are merged to create new node as , ,  
where .  , .  and . . . 
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The nodes    are descendants of the node . These nodes are removed 
from V when merged. |V| is decreased by one when the nodes are merged. This 
process is repeated until |V|=1. The node that remains after the merging process is 
termed as root of the hierarchy. Its lb, ub are the lower and upper bound of the CHT 
and frequency is the total number of records in the dataset. The time complexity of 
the algorithm 1 is . 

 

Fig. 3. Dynamic CHT for zipcode 

Generalization using suppression.  
In this approach, an original value is replaced by a less specific value, which is se-
mantically intact with the original value. For example, the original ZIP codes 
{521227, 521228} can be generalized to 52122*, thereby stripping the rightmost digit 
and semantically representing a larger geographical area. In a classical relational da-
tabase system, domains are used to describe the set of values that attributes assume. 
There might be a ZIP attribute, with a number domain and a string domain [6]. A 
node structure for  root, intermediate and leaf nodes of the CHT in Fig. 3. 

 
Definition 5 (node structure). Every node in the concept hierarchy is characterized by , ,   where  is the value of the node,  be the number of occurrences of 
that value in the dataset and  be the number of suppressed digits in the value . 
The root node of the hierarchy has same node structure and the frequency (f) represent 
the sum of the frequencies of all nodes under this root node. For all leaf nodes,   is 
equal to the initial value of the node. 
 
Definition 6 (distance between two nodes). The distance between two nodes    is determined as , argmin  where,  . .∞, . This function  is used to determine the position 

where the two node values differ. After finding this,  returns the position of 
the most significant varying digit among the two node values. 
 
Definition 7 (Closest nodes). The closest nodes are determined by finding closure or 
closest set of each node. The closest set of   is determined as 
 

521227 521228 521229 521230 521239

52122* 52123*

5212** , ,  
5212**,10,2 , ,

52122*,4,1

, ,  
521227,3,0 

, ,  
52122*,6,1 

, ,  
521228,2,0

, ,
521229,1,0

, ,
521230,2,0

, ,
521239,2,0
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_ , argmax, | | , ,  | |   | | 
Definition 8 (Merging of nodes). If the nodes , , … … … .  are determined as 
closest nodes of  then they are merged to create new node as , ,  where _ , , , .∑ .  and . 
 
The replace_all function replaces all digits after position (pos) with ‘*’ 

Where pos argmax , , . 

The nodes , , … … … .  are descendants of  and are removed from V 
when nodes are merged. The |V| is decreased by p-1 because p nodes are deleted and 
one node is added to V. This merging process is repeated for all  | _ | 1     _   , | | . After completing 
merging, the entire process is repeated until | |=1.  The time complexity of the algo-
rithm 2 is . 
 
Algorithm 2: DCHT construction based on Generalization 
using suppression 
Input: Original dataset DS and attribute QINk

Output: DCHT for QINk 
Assumption: 
  V={V1,V2,..,Vn},N={ }, TEMP={ }, C={ }; /* V be the dis-
tinct values of QINk, N be the leaf nodes of the hie-
rarchy, TEMP is temporary set and C is the closet set*/   
Begin 
  Sort(V); 
  For each Vi in V //Creating leaf nodes  
     Ni=CreateNode(Vi);// (N1,N2,..,Nn)=(V1,V2,..,Vn)         
     Ni.freq=frequency of Vi in DS for QINk 
  End for 
  Repeat 
    d[i][j]=dist(Ni,Nj)  Ni,Nj N N,i<j//Using Definition 6 
    TEMP=N;  
    For each Ni in TEMP  
      C=closest_set(Ni) // Using Definition 7 
      If(|C|>1) then 
         Vnew

s =replace_all(Vis,|C|,'*');Nnews =CreateNode(Vnew
s ); 

         Nnew
s .f=Ni.f+∑ Nk.f 

|C|
k  Nk  C   

         N=N-C Nnew
s ;TEMP= TEMP-C ; 

      End if 
    End for 
  Until(|N|=1) 
End 
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3.4 Dynamic adjustment of CHT 

Anonymity principles like k-anonymity, l-diversity etc., use taxonomy tree or concept 
hierarchies for anonymizing the microdata. In k-anonymity each record is indistin-
guishable from other k-1 records in the dataset. For achieving this property each 
attribute value is generalized to any level from bottom to top in the concept hierarchy 
until it satisfies the k-anonymity principle. If the current node does not satisfy the k-
anonymity principle the attribute value is generalized from current level to next level. 
If it does not satisfy, value is again generalized to upper level. This process is re-
peated until it satisfies the condition. So to generalize an attribute value, all interme-
diate levels from current level to the required anonymized level are traversed. During 
this process sometimes there can be unnecessary moves while anonymizing the data. 
To overcome these unnecessary moves or traveling through all intermediate levels we 
propose a new approach that dynamically adjusts the concept hierarchies to achieve k-
anonymity property. 
 

 

Fig. 4. Dynamically adjusted CHT for (a) age (b) zipcode 

Dynamic adjustment of CHT is done by comparing support count of each interme-
diate level in the concept hierarchy to the k value of the k-anonymity. If it does not 
satisfy the condition the child nodes of the current node are assigned to the parent of 
the current node. This process is repeated for all intermediate nodes from leaf to root 
in the hierarchy. For instance, the dataset in Table 1 is anonymized based on the k-
anonymity with k=5. The concept hierarchy trees for age and zipcode attributes are 
shown in Fig. 2 and Fig. 3 respectively. These trees when dynamically adjusted result 
in Fig. 4(a) and 4(b) based on the given k value. 

4 Evaluation 

4.1 Experimental Setup 

We have done an extensive set of experiments on adult data set[14] to evaluate both 
the effectiveness and efficiency of our algorithms.  

All the algorithms were implemented in java using Netbeans 7.0. The experiments 
are conducted in two phases.  In the first phase, we compared our algorithm DCHT 
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with improved on the fly hierarchies (IOTF) [15], on the fly hierarchies (OTF) [12], 
hierarchy free (HF) [8] and pre-defined hierarchies (PH) [7] on k-member clustering 
anonymization algorithm [13]. In phase II we conducted the same set of experiments 
as in phase I pertaining to Mondrian multi-dimensional algorithm [8]. In phase II we 
conducted comparison of discernibility measure (DM) [10] and average cluster size 
(CAVG) [8] for all 5 methods using k-member clustering anonymization algorithm 
[13] and Mondrian multi-dimensional algorithm [8]. The corresponding results are 
discussed in section 4.2. 

4.2 Results 

Phase I. In this phase we compare our proposed method DCHT with different me-
thods present in the literature. For experimentation we adopted k-member clustering 
algorithm [13] for anonymization. In this method the clusters are created such that the 
size of the cluster must be at least k or more. These clusters are anonymized forming a 
QI cluster. They initially consider a seed tuple and add each tuple to the cluster till the 
size of the cluster is k based on an objective function. 

We assessed our proposed method dynamic creation of hierarchy trees (DCHT) by 
comparing them with IOTF, OTF, HF and PH.  In our experiment we consider the k-
values in the range of (3-20) with a step size of 2. For each k value numerical quasi 
identifiers are anonymized using IOTF, OTF, HF and PH and our method (DCHT) 
and we also compute the information loss. 
 

 

Fig. 5. Information Loss with k=3, 5…20 using DCHT, IOTF, OTF, HF, PH for k-member 
clustering technique 

As expected, the predefined hierarchies (PH) give more information loss and perform 
worse because the generated hierarchies will lead to more interval ranges which are 
not in a binary fashion. In hierarchy free generalization the information loss is always 
less, however it is not applicable in all anonymization scenarios. When age, education 
and hours_per_week attributes are considered DCHT produces significantly low in-
formation loss when compared with OTF and PH. 
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Fig. 6. Information Loss (IL) with k=3, 5…20 using DCHT, IOTF, OTF, HF, PH for Mondrian 
anonymization algorithm 

Phase II. The setup for experiments conducted in phase II is similar to that of phase I. 
However the anonymization algorithm used is Mondrian [8].  In this method they 
modify the general anonymization technique into partitions. Their scheme of partition 
assumes a d-dimensional space, where d is the number of quasi-identifiers where each 
partition must have at least k tuples. Then they generalize the records in each partition 
such that a quasi-identifier group is formed.  Fig. 6 shows information loss for 
DCHT, IOTF, OTF, HF and PH.  When age, education and hours_per_week 
attributes our method results in above 12% less information loss than IOTF, OTF  
and PH.  
 

 

Fig. 7. Discernibility metric (DM) with k=2, 5…20 using DCHT, IOTF, OTF, HF, PH for  (a) 
Mondrian anonymization algorithm and (b) k-member clustering algorithm 

Phase III. This phase presents comparison of discernibility measure (DM) [10] and 
average cluster size (CAVG) [8] for all the 5 techniques, with k value ranging from 2 
to 20 with a step size of 3. Discernibility metric is a measure for data quality. Data 
quality is measured based on the size of each equivalence class in this metric. Data 
quality diminishes as more records become indistinguishable with respect to each 
other, and DM effectively captures this effect of the k-anonymization process. As our 
approach mainly concentrates on the creating the smaller intervals based on the fre-
quency of the values and not considering the size of the cluster created there is almost 
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a tie between DCHT and IOTF. But of the 7 experiments conducted over discernibili-
ty metric our technique DCHT outperformed OTF by 4 times on an average when 
both k-member clustering and Mondrian techniques are considered. Same as is the 
case when Average Cluster size (CAVG) is considered. Graphs are shown in Fig. 7 
and Fig. 8. 

 

Fig. 8. Average cluster size with k=2, 5…20 using DCHT, IOTF, OTF, HF, PH for (a) Mon-
drian anonymization algorithm and (b) k-member clustering algorithm 

Table 2. Comparison of various privacy metrics 

Metrics k 
Mondrian anonymization algorithm k-member clustering algorithm 

DCHT IOTF OTF HF PH DCHT IOTF OTF HF PH 

IL 

5 0.132 0.202 0.20899 0.063 0.2266 0.042 0.0454 0.047 0.0307 0.0665 

11 0.184 0.281 0.30184 0.11 0.3201 0.081 0.08381 0.085 0.0641 0.1117 

17 0.213 0.319 0.35436 0.144 0.3693 0.097 0.11023 0.115 0.0891 0.1502 

20 0.229 0.341 0.38148 0.166 0.3928 0.116 0.12332 0.132 0.0995 0.1603 

DM 

5 24239 24239 24239 18427 34309 17347 17347 17397 12995 23549 

11 39801 39801 39801 37919 71383 27757 27757 27757 27271 49843 

17 57771 57771 57771 57503 103801 42435 42435 42399 42351 95633 

20 71947 71947 71947 70971 132475 49981 49981 50169 50015 114969 

CAVG 

5 1.361 1.578 1.57771 1.578 2.0387 1.152 1.15209 1.157 1.0236 1.4114 

11 1.279 1.381 1.38148 1.381 1.9581 1.01 1.00978 1.01 1.0008 1.3016 

17 1.289 1.301 1.30095 1.301 1.8923 1.005 1.00487 1.005 1.0049 1.4285 

20 1.361 1.376 1.37611 1.376 1.9976 1.007 1.00691 1.007 1.0069 1.4922 

4.3 Comparison of performance for different types of CHTS 

We compared and evaluated different CHTS using metrics Information Loss (IL), 
Discernibility Measure (DM) and Average Cluster size (CAVG) using k-member 
clustering technique and Mondrian anonymization algorithm respectively. The results 
are shown in Table 2. Our proposed method DCHT outperformed IOTF, OFT and PH 
pertaining to IL metric for both k-member clustering and Mondrian anonymization 
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algorithms whereas HF method gives slightly better results than DCHT. However, HF 
is not suitable for hierarchy based anonymization. Similarly we compared various 
CHTS using DM and CAVG metrics. The evaluations are shown in Table 2.  

5 Conclusions 

A method for constructing dynamic hierarchies for numerical quasi-identifier attributes 
capable of giving high quality and minimum information loss is proposed. The proposed 
method is dynamic and out performs when compared to IOTF, OTF and predefined 
hierarchies with respect to the information loss measures. The proposed method also 
gives similar results with IOTF with respect to the DM and CAVG measures.  
 

Acknowledgments. This work was supported by Grant SR/S3/EECE/0040/2009 from 
Department of Science and Technology (DST), Government of India. We thank the 
anonymous reviewers for their insightful comments. 

References 

1. HIPAA: Health Insurance Portability and Accountability Act (2002), 
http://www.hhs.gov/ocr/hipaa 

2. Sweeney, L.: k-anonymity: A Model for Protecting Privacy. International Journal on Un-
certainty. Fuzziness and Knowledge-based Systems 10(5), 557–570 (2002) 

3. Machanavajjhala, A., Gehrke, J., Kifer, D.: l-Diversity: Privacy beyond k-Anonymity. In: 
Proceedings of the IEEE ICDE, p. 24 (2006) 

4. Wong, R.C., Li, J., Fu, A.W., Wang, K.: (α, k)-Anonymity: An Enhanced k-Anonymity 
Model for Privacy-Preserving Data Publishing. In: Proceedings of the SIGKDD (2006) 

5. Li, N., Li, T., Venkatasubramanian, S.: t-Closeness: Privacy Beyond k-Anonymity and l-
Diversity. In: Proceedings of the IEEE ICDE, pp. 106–115 (2007) 

6. Sweeney, L.: Achieving k-Anonymity Privacy Protection Using Generalization and Sup-
pression. International Journal on Uncertainty, Fuzziness, and Knowledge-based Sys-
tems 10(5), 571–588 (2002) 

7. Iyengar, V.: Transforming Data to Satisfy Privacy Constraints. In: Proceedings of the 
ACM SIGKDD, pp. 279–288 (2002) 

8. LeFevre, K., DeWitt, D., Ramakrishnan, R.: Mondrian Multidimensional k-Anonymity. In: 
Proceedings of the IEEE ICDE, Atlanta, Georgia (2006) 

9. Samarati, P.: Protecting Respondents Identities in Microdata Release. IEEE Transactions 
on Knowledge and Data Engineering 13(6), 1010–1027 (2001) 

10. Xiao, X., Tao, Y.: Personalized Privacy Preservation. In: SIGMOD (2006) 
11. Campan, A., Cooper, N.: On-the-Fly Hierarchies for Numerical Attributes in Data Ano-

nymization. In: Jonker, W., Petković, M. (eds.) SDM 2010. LNCS, vol. 6358, pp. 13–25. 
Springer, Heidelberg (2010) 

12. Tan, P.-N., Steinbach, M., Kumar, V.: Introduction to Data Mining. Addison Wesley, 
Reading (2005) 

13. Byun, J.W., Kamra, A., Bertino, E., Li, N.: Efficient k-Anonymity using Clustering Tech-
niques. CERIAS Technical Report 2006-10 (2006) 

14. UCI Repository of Machine Learning databases, 
http://archive.ics.uci.edu/ml/ 

15. Campan, A., Cooper, N., Truta, T.M.: On-the-Fly Generalization Hierarchies for Numeri-
cal Attributes Revisited. In: Jonker, W., Petković, M. (eds.) SDM 2011. LNCS, vol. 6933, 
pp. 18–32. Springer, Heidelberg (2011) 



Wikipedia Articles Representation
with Matrix’u

Julian Szymański
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Abstract. In the article we evaluate different text representation methods used
for a task of Wikipedia articles categorization. We present the Matrix’u applica-
tion used for creating computational datasets of Wikipedia articles. The represen-
tations have been evaluated with SVM classifiers used for reconstruction human
made categories.
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1 Introduction

Knowledge Representation (KR) can be defined as the application of logic and ontology
to the task of constructing computable models of some domain [14]. KR defines the
ways how the knowledge is stored and processed, thus it allows to operate on it eg.
perform some inferences [6].

Analogically text representation defines the methods for machine-based processing
of natural language given in the written form. Machine processing of the text is re-
lated to such domains as document categorization, translations or text recognition. In
this paper we focused on the methods of text representation for documents categoriza-
tion. The task of categorization involves computational intelligence methods used for
automatic processing of the texts usually with their clustering and classification. These
approaches find many practical applications: eg. classification is used for automatic or-
ganization of documents into existing systems of categories or for suggesting the most
suitable categories to the moderator while a new documents arrives to the repository.
Also classification can be used in antiplagiary systems where the thematic domain of
the processed document needs to be calculated [18]. The unsupervised methods allow
to organize documents sets into categories not defined earlier. These methods are used
eg. in search engines where groups of similar web pages are automatically introduced.
In information retrieval, clustering is also used for searching based on examples where
it allows to find similar contents to the selected one.

There is a wide range of the computational methods which can be applied for text
categorization. Mostly they are based on similarity measures which effective implemen-
tation is required to obtain good results. The term effective denotes here not only speed
of the computations (which in case of large text repositories should be taken into consid-
eration) but also relevance to the human users’ interests. This second issue is especially
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hard to be achieved because humans understand the natural language and the machine
can only interpret it. Thus to achieve good results it is crucial to construct such text rep-
resentations that allow to compute the texts in the way similar to human understanding.
The methods for creating computationable forms of a text are typically based on ex-
tracting from the processed documents features that will be descriptive and distinctive
enough to process them by the machines. This approach employs so called vector space
model where each of the documents is represented as a point in multidimensional space
of features. As providing the proper features is a basis of achieving good categorization
results in this paper we focus on a methods of extracting representative features from
the text and evaluating them with machine learning task.

2 Text Representation Methods

The methods for text representation are based on two main approaches: text content and
referential analysis.

In the first approach we extract features directly from the text content. The second
one is based on the associations between documents and the representation of particular
document (text) is constructed with relation to the others. Both approaches finally con-
struct the matrix where columns are the features that represent the objects (texts) given
in rows. This matrix is taken for further computations.

2.1 Words

The most intuitive approach to represent the text is to take words appearing in it. Thus
the representation space is constructed by the dictionary of the size equal to all dis-
tinctive words in documents collection. As it can be very large typically methods for
reducing dimensions on the preprocessing level are introduced:

– stop words filtering removes the most popular words such as: to, the, and, or that
which do not bring much information. This kind of filtering allows considerably to
reduce representation size (in our experiments even 35-45% of the original) but it
can also remove some information eg. consider the text ’to be or not to be’.

– stemming and lemmatization allow to bring the word into its basic form. As words
from a text may appear in different forms turning them into a core reduces repre-
sentation space (in our experiments even 5-10% of the original).

The preprocessed words are called terms. They are not equally useful for machine learn-
ing thus some of their weightings are introduced. As the sophisticated weighting should
be considered as post processing phase in the experiments presented here we use only
the simplest weighting based on normalized term frequencies.

The method based on words breaks phrases into single words that may change the
semantics of the text. Eg. processing in that way a phrase ’San Francisco’ will produce
features not really related to the name of the city. To capture such phrases in automatic
way we test the approach for representation that use n successive words. In the experi-
ments presented here we test n = 2.
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2.2 N-Grams

The representation of the documents with mentioned above method based on words
requires the application of natural language processing tools. As the machine can not
understand the meaning of the utterances NLP methods have limited quality and they
can bring noise to the representation. The second approach to constructing representa-
tions is based directly on the text content. This approach segments the text into fixed
chunks of n letters. Introducing different n numbers considerably increases the repre-
sentation size as well as allows to select required granularity of text representation. In
the experiments presented in this article we evaluate the representation for n = 4 but
it should be stressed that in other experiments [18] we use n = 3 − 5 that gave a little
better results but the processing was much more time consuming. The n-grams repre-
sentation is known to give good results in application for language identification [11]
and spelling errors correction[9].

2.3 References

The text documents frequently have the references. If we consider books or scientific
articles as the references their bibliographic notes can be used. As they are strongly
related to the processed document they are very useful for determining its thematic
domain. If web pages are considered their hyperlinks can be used that are known to
produce compact and domain-centered representations.

The dimensionality of the feature space using references is much lower as in case of
content-based representations. Typically it produces binary representations – where 0
denotes lack of reference and 1 denotes its existence. Also -1 can be used for description
of back references while directed graphs are considered. The sparsity of the reference-
based approaches may cause to form separated sub-regions of representation. To enrich
them higher order references can be used providing additional references (usually intro-
duced with lower weights) that come form the references from the document that was
referenced directly. In our experiments we employ this approach for limited number of
direct references.

Fig. 1. Weighting with higher order references

The narrowing of references
number has been performed for
fixed n of the first links. If we
consider as more descriptive the
links appearing at the beginning
of the document we can use only
the selected number of them.
This allows to reduce the rep-
resentation size and should fil-
ter the noise. To focus this rep-
resentation on highlighting the
thematic domain we addition-
ally introduce higher order references (HOR) that come form the beginnings of the
referenced documents. The idea of this approach has been shown in Figure 1. The direct
references obtain here weight 1, the higher order - proportionally smaller. To effectively
calculate weights of HOR we use Floyd–Warshall algorithm [13].
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2.4 ESA

The Explicit Semantic Analysis (ESA) [8] is the mixture of the approaches based on
content and referential approach. The technique computes relatedness between the texts
using context formed by providing referential set of documents. The semantic related-
ness between texts is expressed with the cosine measure between the corresponding text
vectors created with TF-IDF weighting and documents in referential set. In our experi-
ments we randomly select the referential set from the articles that are to be represented
augmented with the additional articles they reference to. In our case the referential set
had cardinality of 60% of documents that are to be classified. It should be noticed here
that providing the specified referential set of articles allows to distinguish source articles
into predefined (with referential articles) directions.

2.5 Compression

The approach for computing representation of the text can also be based on algorithmic
information [10]. The method introduce similarities that describe analyzed documents
set as it is the referential approach but use different similarity measures than those based
on links or referential set. The measure is introduced here with algorithmic information
that may be estimated using standard file compression techniques.

The method is based on an assumption that similarity of two files containing the
same information (that can approximate the content of text flies but not eg. graphic flies)
can be estimated using the size of their compressions. The approach employs the fact
that if two text files are similar, the sum of sizes of files compressed separately would
significantly oversize the size of the file created with concatenated files. Analogically,
if two files are different, the size of the file created after the compression of two files
together will be similar to the value of the sum og two files sizes compressed separately.
This observation is described with formula 1.

simA,B = 2

(
1− size(A+B)p

size(A)p + size(B)p

)
(1)

where A and B denote text files, and the suffix p denotes the compression operation.
This measure of similarity implicitly takes into account strings of letters, collocations

and longer phrases that are used to form a dictionary by the compression algorithm.
Also it should be that noticed other applications of this approach in the domain of
plagiarism detection, gene analysis, or chain letters analysis have been shown [1].

3 Feature Selection and Data Transformations

Methods presented in section 2 are the basis for further text categorization. Some im-
provements of the results can be achieved using their additional processing with usage
of wide range of well known, general methods. As we are interested in evaluation of
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the representations as an entry point for machine text categorization, in the experiments
their rough form is analyzed and the possible improvements are only briefly discussed.

3.1 Feature Selection

The weights introduced on the preprocessing level can considerably influence text rep-
resentations. Eg. in the experiments we use only frequency weighting as a source for
further modifications. The other weighting with usage of inverse document frequency,
OKAPI BM25 [3], or confidence scoring [17] are used to improve the categorization
results. It should be stressed that they relay on features frequencies and class distribu-
tions and they can be calculated secondarily. Also typical methods for feature selection
used in machine learning can be added [2]. The comparative study [20] showed that the
methods based on information gain and χ2 test gave good results in comparison to their
computation cost.

3.2 Transformations

The transformation of the data is a known technique for achieving better results in
machine learning. Similarly as in case of feature selection it is second-order processing
and as we are interested in evaluation of rough text representations, here we only briefly
discuss some of them.

Principal Component Analysis [19] is well known method for finding linear com-
binations of original features and transforming them into space of artificial ones. The
method employs eigenvectors analysis that finds many other applications eg. in spectral
clustering [15] or in text context retrieval in Latent Semantic Indexing [7]. The method
based on singular value decomposition allows to reduce original features space and to
replace it with a smaller number of linear combination of original features which allows
to extract the most usable features for machine processing. Also non linear methods
such as Self Organising Maps and Multidimensional Scaling are used.

In our experiments [16] we got very good results while the original data have been
transformed into metric space using cosine distance. This simple approach for data
transformation employs cosine kernel that calculates distances between all objects in
the dataset and further processing is performed on the object distances instead of on
original features. For a comparative purpose in the experiments presented in this article
we provide the results achieved after applying this transformation that shows consider-
able improvement of classification results.

4 Application for Generating Wikipedia Representation

The experiments presented in this article had been performed on the datasets created
from one of the largest human knowledge repositories - Wikipedia. To allow to process
the Wikipedia with the machine we create Matrix’u application that allows to select the
categories and for the articles within them create particular representation. The articles
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Fig. 2. Interface of Matrix’u application

representation is stored in the form of matrix of m × n, where m denotes the number
of the articles and n is the number of features used to represent them. The application
allows also to apply particular NLP tools and see their effect directly on the processed
text. Matrix’u can also be used as off-line Wikipedia viewer and as a tool for generating
wide range of Wikipedia statistics. The screenshot of the application has been shown
in Figure 2. The sources and compilations of the application are available online. They
can be download form our project web page http://http://kask.eti.pg.gda.pl/CompWiki/
and are free for academic use.

5 Datasets and Results

To evaluate the representations we create three test datasets containing six categories
from the same Wikipedia hierarchy level. In Tables 1-3 we provide the datasets details:
the names of the used categories as well as the number of multi-label assignments and
their sizes in the number of articles. These assignments to particular classes we describe
with identifiers of the categories that form additional multi-label categories.

The test datasets allow us to evaluate the created articles representations in the
classification task. In Table 4 we provide aggregated results of classifications quali-
ties achieved for the datasets. The classification quality has been measured with av-
eraged F-measure in stratified 10-fold cross-validation. As we deal with multi-class
problem for each of the classes we construct separate classifier and train it in one-
versus all model. For the classification we use our own implementation of Support
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Table 1. Dataset 1 details

id Category Number of
articles

1 Culture 61
2 Language 46
3 Applied sciences 37
4 Health 132
5 Technology 127
6 Environment 68

Multi labels ids
3,4 3
3,5 2
1,2 2
6,4 2
4,5 2
2,5 5

Table 2. Dataset 2 details

id Category Number of
articles

1 Agriculture 190
2 Arts 42
3 Business 115
4 Humanities 68
5 Life 19
6 History 34

Multi labels ids
1,3 4
4,6 2
4,5 3

Table 3. Dataset 3 details

id Category Number of
articles

1 Chronology 54
2 Law 91
3 Belief 48
4 Geography 90
5 Education 125
6 Politics 54

Multi labels ids
5,2 2
5,6 2
3,6 3

Vectors Machines optimized for text classification. The library is available on line:
http://kask.eti.pg.gda.pl/alphansvm.

To evaluate the representations on the larger scale we create a dataset selecting
118 categories from the Wikipedia category structure. The initial categories have been
shown in Figure 3. From the categories marked with rounded rectangles we select re-
cursively all sub-categories up to leaf nodes. For the categories marked with straight
line we select only one level sub-categories. The results achieved for this dataset have
been presented in Table 5.
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Table 4. Average results for test datasets 1-3

AVG STD AVG STD AVG AVG
Representation representation size classification representation classifier

method data file quality generation learning
size [MB] [MB] F-measure [%] time time

cosine kernel 5,54 0,08 95,13% 0,71 9min:21s 6min:39s
words 2,71 0,07 92,85% 0,95 2min:55s 40s

n–grams 14,64 0,35 92,67% 0,4 6min:16s 8min:41s
ESA 5,83 0,09 90,46% 5,27 12min:26s 17min:45s
links 0,49 0,09 90,21% 0,78 4min:50s 7min:53s
HOR 0,01 0,00 88,01% 0,56 2min:28s 4min:32s

compression 3,88 0,05 83,93% 1,15 2h:7min:6s 1h:30min:49s
n–words 1,72 0,28 83,32% 0,07 7min: 9s 15min:49s

Fig. 3. Wikipedia categories selected for a large scale dataset

Table 5. Results for large scale dataset created fro categories presented in Figure 3

AVG STD AVG
Representation representation classification representation classifier

method data file quality generation learning
size [MB] F-measure [%] time time

cosine kernel 67,3 90,13% 0,89 49min:32s 18min:09s
words 24,2 87,82% 0,99 12min:25s 3min:39s

n–grams 36,3 88,42% 1,1 14min:16s 19min:41s
ESA 42,7 88,72% 2,27 48min:23s 42min:19s
links 4,3 82,71% 0,81 9min:22s 19min:73s
HOR 0,3 83,11% 0,61 4min:62s 12min:34s

compression 29,2 78,42% 1,15 7h:2min:6s 3h:03min:32s
n–words 7,6 81,52% 0,07 27min:19s 35min:9s
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6 Discussion and Future Work

The results presented in Tables 4 and 5 allow us to draw some conclusions on text
representations used for Wikipedia articles.

Both approaches to representation as well as based on text content and with usage of
referential methods gave quite good results. For the representation based on text content
usage of words usually works better than others but the results achieved with n-grams
are comparable. The comparative results (not included in the tables) show there are
no significant differences in the classifications qualities while stemming is applied for
representation based on words, but the size of features space is smaller. The n-words
representations aiming at capturing phrases does not give expected improvement.

The referential approaches with usage of ESA gave the best results but it does not
outperform the simpler representation based on links considerably. It should be noticed
that ESA sometimes required considerably higher time to calculate classifier. We also
obtain quite good results achieved with representation based on HOR that employs
the smallest set of features (which is seen in the datapackage sizes). As the classifier
learning time correlates with the size of representation thus we also should take this
factor into consideration.

The representations based on compression show some abilities for extracting the text
features using differences between sizes of compressed text files. The time necessary
for computation of this representation is the largest of all presented ones. It is because of
requirement for compressing each file with another one that has complexity o(n2) + n.
As this method is uniform and can be applied directly on the text files the square cost
of representation computation allows to use it only for small datasets.

Very good results were achieved using transformation to metric space with cosine
kernel. In the experiments presented here we apply this transformation only for the
representations based on words. It should be stressed that this transformation can be
used for any other representations and probably it will improve achieved results. We
think the best results will be obtained while we combine the representation based on
links with words. This combination we plan to achieve with transformation into metric
spaces. The first experiments with cosine kernel show it is a good direction and now we
plan to extend it with usage of cylindrical kernels [4].

What can be seen from the results the classification quality results are dependent on
the dataset type and the number of classes. As more complicated cases are calculated
the weaker results are obtained. But the degradation of quality comparing the datasets
results given in Tables 4 and 5 is not shattering.

The applicability of approaches based on words are limited because of the lack of
any semantics analysis eg. laptop and notebook will be treated as two different features.
We made research to capture such similarities using WordNet dictionary and the first
results are promising.

In the next iteration of Matrix’u development we plan to implement functionality for
creating representation of any text based on Wikipedia articles [12]. The main idea is to
map the text on the Wikipedia articles – in other words identify within provided text the
concepts related to the articles. Effective implementation of that task should allow to
represent the text on conceptual level. In that case conceptual representation is created
by Wikipedia articles and their inner references and categories. Mapping the text into
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that space should allow to capture more sofisticated text similarities than those based
on simple word co-occurrences.

The bag of features approach allows to efficiently use VSM to calculate similarity
of the documents. As the elementary meaning of the utterances (eg. phrases) can not
be captured in that way we plan to test alternative approaches. The main idea is to treat
a text as a graph where nodes are the words and edges connect the neighboring words
within one sentence. Additional edges added between nodes formed with sentences
allow to capture changes of words alignment that is not possible while using VSM.

The experiments have been implemented on single computer, what limits the number
of classes that can be used to create classifier. In future we plan to extent the imple-
mentation and create large scale classifier in our parallel framework in Beassy Cluster
system [5].
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Abstract. Supporting transactions within file systems entails very dif-
ferent issues than those in Databases, wherein the size of writes per
transaction are smaller. Traditional file systems use a scheme similar to
database management systems for supporting transactions resulting in
suboptimal performance. Ext[6] based file systems either involve dupli-
cation of blocks, resulting in a reduced write throughput or provide only
metadata consistency. The performance provided by a Log-structured
file system on traditional hard disk drives is poor due to non-sequential
reads that require movement of the read head.

This work presents an implementation of transaction support for log-
structured file systems on flash drives. The technique makes use of the
copy-on-write capabilities of the hitherto existing log- structured file sys-
tems. The major improvement is in the reduction in the overall write-
backs to the disk. We provide protocols for recovery from transaction
aborts and file system crash. The transaction support and recovery has
been implemented in a flash file system[1].

Keywords: File Systems, Recovery, Transactions.

1 Introduction

A transaction can be defined as a unit of work that is executed in an atomic,
consistent, isolated and durable (ACID) manner. With the advent of larger, more
reliable and highly accessible systems, ensuring consistency of system data has
become a necessity for modern user applications. DBMS (Database Management
Systems) provide ACID properties to user applications through logging. How-
ever, databases do not provide uniform interfaces for supporting transactions.
Support for transactions at the File System layer can provide a generic solution
that can be used by any user level application.

Transaction support in file systems is provided through various logging tech-
niques. Atomicity and durability are ensured by write-ahead logging, wherein
updates are first made to the log. Each transaction has a start and a stop. Undo
and redo based logging techniques are used to recover from a crash. Redo based
recovery makes use of delayed writes, or the concept of aggregation of updates as
in Ext3 [6]. Isolation and consistency are ensured by having concurrency control
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mechanisms used for ensuring serializability of schedules. Strict 2 phase locking
scheme is widely used for ensuring consistency.

Logging schemes such as those used in Ext3 have two copies of data (one copy
in the journal and the other copy in the actual file). This leads to a decrease in
the bandwidth usage of the storage disk. Metadata logging schemes reduce the
writes to the log, but fail to ensure complete transaction semantics can only be
used to ensure consistency of a file system after a crash. Atomicity for instance
might not be guaranteed by such a scheme. Other file systems such as the Log-
structured file system have improved the write speed to the disk, by having
sequential writes. Reads, however, are affected due to non-sequential storage of
a files data. With the advent of new technology, such as Flash Devices, non-
sequential write and read speeds have improved considerably. Also, the inherent
copy-on-write nature of flash devices suits a log-structured file system well. Such
a file system extends naturally to a transactional file system. Log-structured file
systems provide easy crash recovery.

Our work focuses mainly on the recovery aspects in a log-structured file system
designed for flash based storage devices. Our file system is based on client-
server architecture. The client runs the user application program and the server
runs the file system operations. We have designed protocols for recovery from
crashes on the server side as well as transaction aborts on the client side. We
also evaluate our design and provide a comparative study with a file system that
uses a separate journal.

The rest of the paper is organized as follows: Section 2 throws light upon
some of the existing works that have helped us understand and propose a design
for the transactional file system for Log-structured file systems (LFS). Section 3
provides an overview of the underlying architecture on which transaction support
for flash file system works. Section 4 describes the protocols used for recovery
from client and server side aborts. Section 5 contains the experiments and the
analysis of the results. Section 6 summarizes the work and proposes ideas for
future work.

2 Related Work

Transaction support to user applications can be provided within user space or
kernel space. The authors in [5] consider trade-offs between implementing trans-
action support within user space, on top of an existing file system, or in kernel
space as part of a file sysem for a read or a write optimized file system. The dis-
sertation shows that a careful implementation of a transaction support within
the kernel in a write optimized file system can provide better performance than
all other possible set of implementations, both for a CPU or I/O bound system.
We, therefore, have implemented transaction support on a write-optimized file
system within the file system. But our implementation of the file system is in
user space due to time costraints. Other implementations such as Amino[8] have
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provided transaction support within user space. Implementations such as Sprite
LFS [3], Ext3 [6], Transactional Flash[4] provide support for transactions in a
generic manner.

Sprite LFS [3] is a prototype implementation of a log-structured file system. A
log-structured file system writes all modifications to disk in a sequential manner
similar to a log, thereby speeding up both write and recovery time. The log is the
only structure on the disk, which contains the indexing information that is used
to read files from the disk. The primary idea behind the design of Sprite LFS
was to buffer writes in a memory cache and then to flush the writes to the disk in
a sequential manner. This saves the time the read/write head spends in seeking
to the accurate disk location for each random read/write. Sprite LFS essentially
uses copy-on-write and therefore does not write data/metadata blocks in place.
Traditional storage devices offer poor read performance for non-sequential reads.
Solid state drives and flash file systems provide higher read performance and
mitigate the effect of random reads.

Ext3 file system [6] provides faster recovery from crashes using metadata
journaling on disk. A journal is a circular log stored in a dedicated area of the
file system. Whenever updates are made to the disk, the corresponding metadata
blocks are written to the journal before being flushed to the disk. The data blocks
get updated to the disk first, and then the metadata blocks are written to the
journal on disk. After the metadata blocks have been updated to the journal, the
transaction is assumed to be committed. However, the journal cannot be erased
unless and until the metadata blocks are synced back to the disk. Data blocks can
also be written to the log, and if this is done, then a transactional file system can
be implemented. However, the journal is mainly used only for metadata logging
to provide easy recovery from crashes, as a transaction file system has not been
implemented in Ext3 and there seems little point in incurring the extra overhead
of data block writes to the log in the absence of such an interface.

Transactional Flash[4] is a write atomic interface implementation on a Solid
State Device. It uses a cyclic commit protocol for ensuring atomicity of writes.
The main aim of the commit protocol was to do away with the commit records
that have to be written to the disk on each transaction commit operation. The
authors of transactional flash have come up with a novel cyclic commit protocol,
wherein they use page level tagging. The drawback of such a scheme is that each
aborted transaction’s writes to the disk must be erased from the disk, before a
new version of the same page can be written to the disk. This induces a heavy
erase penalty on the disk, as erase level granularity on flash disks is a block.
To reduce the erase dependency, the authors develop another commit protocol
BPCC. Each page points to the last committed version of the page. It, however,
imposes certain restrictions on erase order, i.e. any page can be erased only after
the pages that it marks aborted are erased. Our recovery protocol uses an idea
that is similar to marking pages with some information (transaction identifier),
and it does not impose any restrictions on the erase order.
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3 Architecture

Our file system design uses a hybrid transaction management approach. Support
for locking that provides isolation and consistency, has been implemented in user
space[2]. The logging subsystem, that ensures atomicity and durability, has been
implemented within the file system, currently also implemented in user space,
although it can be easily moved to the kernel.

3.1 Top Level Architecture

A client-server architecture is built, wherein the client side runs the user appli-
cation program and the server runs the file system (see Fig. 1). The transaction
specific calls are implemented as a shared library. The user space is divided into
two parts - transactional manager and YAFFS. The transaction manager imple-
ments locking, isolation and management of transaction state. The YAFFS file
system implements the logging and recovery mechanism. Transaction manager
consists of a transactional file system manager (TxFS Manager), update man-
ager, a lock manager, a transaction management translation layer. The transac-
tional manager was implemented in [2].

3.2 Implementation Details

The calls at the user level are traced using LD PRELOAD runtime linker [7].
The system calls after being intercepted are sent to the server side using Re-
mote Procedure Calls . The server handles the system call by creating a separate
handler thread for each transaction. This thread acts as a dispatcher for all the
system call requests on this connection. In the present architecture each client
is a separate process. Each transaction begins with a txn beg() and ends with a
txn end() or txn commit(). The transaction reader (TxReader) listens to system
calls from the user process. The transaction file system manager (TxFS Man-
ager) interprets the system call. If the system call requests opening of a file, then
the transaction file system manager sends a lock request to the Lock Manager. If
the lock request is granted by the lock manager then the transaction file system
manager sends a file open request to the translation layer. The translation layer
forwards the request to the YAFFS. The YAFFS library handles the open (or
close) request. On a read or a write system call, the transaction file system man-
ager requests the update manager to handle them. The update manager checks
whether the read or write system call is possible on the file (it checks whether
the file has already been locked or not). Once the check is done, and the read
or the write is allowed, then the update manager forwards the request to the
translation layer (this is the part that has been implemented in this work). The
translation layer converts the system calls for the Ext3 file system to those for
YAFFS. These calls are then handled by the YAFFS system call library. In this
work, we have replaced the Ext3 file system from the server side and we have
used a log-structured file system (YAFFS Yet Another Flash File System [1]).
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Fig. 1. Overview of the architecture of Transactional Flash File System

4 Recovery Protocols

Recovery protocols restore a file system to a consistent state by reconstructing
the metadata and data of all the objects (files, directories, symbolic and hard
links) that had been modified by aborted transactions. Transactions can fail due
to two reasons. Firstly, there can be client side aborts. Secondly, there can be
a server crash. Accordingly, the recovery protocols are divided into two broad
categories viz. Transaction abort recovery protocol and Server crash recovery
protocol.

4.1 Data Structures

YAFFS is a true log-structured file system. The log consists of blocks of chunks.
The blocks correspond to segments in traditional Ext3 file system and chunks
correspond to pages. Each chunk consists of an object identifier (inode number),
chunk identifier (logical page number), byte count and sequence number. For
the server crash recovery protocol, we have added a transaction identifier to
each chunk. YAFFS maintains a node (called tnode) tree that maps each logical
chunk in the file to a physical chunk on disk. We maintain a chunk map list
(explained in subsection 4.2) that primarily stores a map that relates modified
chunks of each file to their on disk location. For the transaction abort recovery
protocol, we maintain a list of all the transactions that have modified any file,
along with the file metadata (Transaction File Metadata List). Compression of
transaction information maintained in the memory is not being performed as of
now. For the server crash recovery protocol, a pair of bitmaps (in memory and
on disk) is used in order to identify transaction status.
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4.2 Transaction Abort Recovery Protocol

Transaction abort recovery protocol restores the metadata of objects that have
been modified by a user transaction abort. Transaction recovery restores the
chunk map tree (chunk map tree is a map which converts logical page indices
to physical page indices), file size and the timestamps of objects that have
been modified. A log-structured file system has previous consistent copies of
data chunks (chunks are pages in YAFFS terminology) already on disk. Hence,
rewrites to disk are avoided.

Data Structures. The data structures used for Transaction abort recovery
protocol are as follows:

1. Transaction File Metadata List: Transaction File Metadata List stores
a list of all those transactions that have modified any object. This list stores
metadata of all the objects that have been modified by the transaction.
The metadata is a snapshot of the previous state of the file before it was
modified by the transaction. The recovery protocol switches the metadata
state of objects to this consistent state once the transaction that modifies it
aborts. The members of this list are as follows:

– Transaction Identifier: Each element in the transaction file metadata
list is uniquely identified by a transaction and an object identifier. The
transaction identifier uniquely identifies a transaction.

– Object Identifier: The object identifier is the inode identifier for a file
(that has been modified by a transaction).

– File Length: The length of each file that has been modified by a trans-
action is stored. During recovery, the file length is restored to the original
file length (that was before a transaction modified it).

– Chunk Map List:To restore a file the chunk map tree has to be restored
in a log-structured file system. The chunk map list stores a map of pages
that have been modified along with their previous consistent states on
disk. The transaction file metadata list stores a pointer to a chunk map
list.

2. Chunk Map List: Chunk map list stores a mapping from the logical space
to the physical (on-disk) space for each chunk. Transaction abort recovery
protocol is an undo based protocol. The physical identifier of a chunk in
this list is the image of the chunk that was present before the transaction
modified it. The list is an in-memory structure. Chunk map list consists of
the following members:

– Logical Chunk Identifier: The logical chunk identifier identifies a
chunk (page) within a file. Only those chunks that have been modified
by a transaction are stored within this list.

– Physical Chunk Identifier: For each modified chunk the previous
consistent image is stored in a physical chunk identifier. It translates to
on-disk address of a chunk.
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The Protocol. The transaction abort recovery protocol proceeds in three steps:

1. Initialization: The initialization phase initializes the transaction file meta-
data list by inserting the transaction identifier of each uncommitted trans-
action and the metadata of objects that each such transaction identifies.

2. Update: On a write call, since a copy-on-write takes place, data is written
on to a new chunk. Whenever, a chunk is flushed to the disk (because of sync
called by the user, use of write through mechanism, cache buffers become
full), the logical chunk id to physical chunk id of each modified chunk is
inserted in the chunk map list within the transaction file metadata list.

3. Recovery/Rollback: The recovery is an undo based rollback mechanism.
The file length is updated. The chunk tree is restored to an earlier consistent
state using the chunk map list in the transaction file metadata list.

4.3 Server Crash Recovery Protocol

The Server Crash Recovery Protocol is based on the concept of identification of
the committed transactions through the on-disk inode (object header in YAFFS).
Every time a commit takes place the file is closed and the inode is written to
the disk. Each chunk written to the disk (both data and metadata chunk) has a
tag field, which identifies the transaction that has written the chunk to the disk.
Inodes written to the disk identify committed transactions.

Data Structures. The following data structures are maintained for the server
crash recovery protocol:

– In-Memory Transaction Bitmap: It is an in-memory data structure that
maintains the state of all the transactions. It stores the status of each trans-
action. Currently, the transaction state consists of a committed and an un-
committed state. The transaction identifiers are allocated by the file system
itself, so there are no issues of collision of transaction identifiers (handled
by keeping a pool of free transaction identifiers). The structure is a bitmap,
storing binary information for each transaction identifier i.e. 1 for a commit-
ted transaction and 0 for an uncommitted transaction. Whenever a chunk is
to be validated for commit or abort status, the transaction bitmap is looked
up and the value provides the validity of the chunk.

– On-Disk Transaction Bitmap: On-disk transaction bitmaps are required
to persist the status of transactions across reboots. Garbage collection in
log-structured file systems may lead to intermediate inodes getting cleaned
resulting in some data chunks becoming falsely uncommitted. The on-disk
transaction bitmap stores the status of all transactions that have been com-
mitted. After every boot, a scan takes place that builds the in-memory
data structures required by the file system. On encountering an inode-chunk
the in-memory transaction bitmap is updated. On the completion of the
scan process, the in-memory transaction bitmap is synced with the on-disk
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transaction bitmap. If the on disk transaction bitmap is stale, we flush the
in-memory transaction bitmap to the disk, thereby ensuring the consistency
of all those transactions for which the mapping inode chunks have been inval-
idated due to a re-write of the inode chunk. It is implemented by allocating
a set of chunks in a file (t bmap).

The in-memory transaction bitmap gets flushed to the disk, only when the system
restarts and the on-disk bitmap is not consistent with the in-memory transaction
bitmap.

Protocol Implementation. The server crash recovery protocol consists of two
stages, a scan stage and a sync stage.

1. The Scan Stage: The first stage in the recovery is the stage after the
crash takes place and the file system boots. The file system scans the data
and the metadata chunks in the opposite direction. This ensures that the
inode chunks for each committed transaction are encountered first and fol-
lowed by their respective data chunks . The in-memory transaction bitmap
is initialized to all zeros - reflecting that as of now the file system does not
know of any committed transaction. On a scan two categories of chunks are
encountered:
(a) Metadata Chunks: Each metadata chunk identifies a committed trans-

action. Therefore, the corresponding bit within the in-memory transac-
tion bitmap is updated to reflect a committed transaction.

(b) Data Chunks: There are basically two kinds of data chunks. They are:
i. Normal Data Chunk: On encountering a normal files data chunk,

the recovery protocol performs a validation check. The transaction
identifier of the data chunk is checked against the in-memory
transaction-bitmap. If the corresponding bit is set to one this data
chunk becomes part of a committed transaction else the chunk is
marked to be deleted.

ii. Bitmap Data Chunk: On encountering the bitmap data chunk,
the bitmap data is read in the t bmap file as a normal file. This
is later opened and read in the sync stage, so that the unmapped
committed transactions persist across reboots.

2. The Sync Stage: After the scan completes, the t bmap file is read and
all the transactions that are marked committed in the on-disk bitmap are
marked valid in the in-memory data chunk. This way the transactions for
which the inode gets over-written persist across the reboots and the in-
memory transaction-bitmap reflects a consistent view of the transaction-
identifier space. The on-disk bitmap is checked for staleness. The on-disk
bitmap becomes stale when there is at least a single committed transac-
tion that has not been marked committed on the on-disk bitmap. This oc-
curs when the transaction is committed after the last scan. The transaction
bitmap is then written back to disk only if it was earlier found to be stale.
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5 Evaluation

The primary objective of the experimental study was to measure the performance
of our recovery protocols (implemented in YAFFS) with existing techniques. A
file system that writes to a separate log file for journaling data (Separate Log
FS) has been modeled. We have considered transaction aborts while measuring
performance. Overheads due to data writes to files during the recovery process
have been compared.

5.1 Experimental Setup

For the experimental study we have used client server (file server) architecture.
The client sends request to the server through Remote Procedure Calls. The
transaction aborts were communicated to the server by the client. Each transac-
tion opens a file, writes data in the file and either aborts or commits. Finally the
data is read by the last transaction. We have performed experiments on three
sets of data writes per transaction. The sets have been divided according to the
amount of data that is written to the disk per transaction. The three categories
are:

1. Small Data Per Transaction
For this category we have taken data of the order of 5-10 KB per transaction.

2. Medium Data Per Transaction
For this category we have taken data of the order of 10-20 KB per transac-
tion.

3. Large Data Per Transaction
For this category we have taken data of the order of 20-50 KB per transac-
tion.

For each of the above categories of data writes per transaction, we have simu-
lated transaction aborts on the client side and measured the performance of our
transaction abort recovery protocol. The parameter for performance measure is
the overhead incurred during data writes to disk per transaction. Consistency of
the data written by the client has also been checked. Each experiment consists
of five different abort rates (0%, 20%, 32%, 70%, 77%). The results for each
category (for a particular abort rate) have been obtained by taking an average
over 1000 transactions. The numbers for abort frequency are taken at random
intervals. We have tried to take low transaction abort rates (0%, 20%), moderate
(30%) and high transaction abort rates (70%, 77%).

5.2 Separate Log File System

This file system uses a separate log to journal data writes. Recovery is done
using undo operations that read consistent image of data from the journal. The
earlier image of data blocks gets written to the log. On a transaction abort, all
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the data blocks that have been written by the aborted transaction are recovered
from the log. On a transaction commit the inode block and all the data blocks
are written to disk. The journal is a separate file. Unlike a log-structured file
system, it supports writing in place. Only data blocks are persisted to the log
to ensure consistency.

5.3 Results

In 1 each transaction writes about 7.5 KB of data to the disk and at very high
abort rates the data written to the disk falls down to 1.5 KB (effective data
written) per transaction. Some of the observations are:

1. The overhead ratio for the separate log scheme was almost 1.25 times more
than that for YAFFS. This is because for each write to the disk the previous
image of the data chunk is written to the disk. However, this is not close to
two. For a sequential write model only a single page is written back to the
disk per transaction.

2. YAFFS performs better than the separate log based journaling file system
primarily because YAFFS does not write duplicate data to the disk. This
reduces writes to the disk and the overall overhead is less.

Table 1. Comparison of Overheads: YAFFS VS Separate Log FS for small writes per
transaction

Abort Rate Effective Data Overhead Overhead Overhead Ratio
(IN %) Written Separate Log FS YAFFS Separate Log FS:YAFFS

0 7430 0.85 0.57 1.17

20 5922 1.33 0.91 1.21

32 4689 1.94 1.34 1.25

70 3001 3.56 2.48 1.31

77 1499 8.17 5.74 1.36

5.4 Comparison Across Writes

From Fig. 2a and Fig. 2b, the following observations can be made:

1. The overhead, when the abort rate is low, decreases as the size of data written
per transaction increases. For each transaction commit inode is flushed to
the disk. Therefore, if the amount of effective data that is written to the disk
for each transaction is high, then the overhead cost that is incurred becomes
low.

2. At higher abort rates, however the overhead for the large writes increases.
This occurs because a large amount of data that belongs to aborted trans-
actions is flushed to the disk. Thus, the overall writes to the disk increase.
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Fig. 2. Comparison of the overhead over different write sizes. (a) Shows the compar-
ison of overheads for YAFFS across the three different write patterns. (b) Shows the
comparison of overheads for Separate Log FS across the three different write patterns.

The experimental study performed conclusively shows that YAFFS outperforms
file system with separate log, which incurs heavy overheads due to writes to the
log. The overall data overhead for the file system with separate log was 1.25 to
1.40 to that of YAFFS. The overhead due to writes is affected by the size of data
that gets written to the file per transaction and the abort rate. The overhead
mainly occurs due to metadata writes, duplicate data writes (write on a partially
written block involves rewriting some of the earlier data as the granularity of
write is a block) and writes of aborted transactions. For a particular range of data
writes per transaction (viz. small, medium, large) as the abort rate increased the
overhead increased too. A comparison across write sizes reveals interesting results
for a log-structured file system. At lower abort rates the overhead decreases as the
writes per transaction increase. At a fixed abort rate variation in the overhead
across different write sizes is observed due to metadata writes. As the amount
of data written to disk per transaction increases the overhead decreases because
the metadata written to the disk per transaction is independent of the data
written to disk per transaction. As the abort rates increases a different effect is
observed. The overhead due to aborted data became the dominating factor over
the overhead due to the metadata write. This is because the metadata write is
almost constant per transaction and the data written to disk per transaction
increases. At 20% abort the overhead decreased from 0.91 (for small writes per
transaction) to 0.64 (for large writes per transaction). At 70% abort rate the
overhead was actually lesser for smaller writes (overhead ≈ 2.48) than that for
large writes per transaction (overhead ≈ 3.37). This is because the overhead
due to aborted writes becomes much larger as compared to the overhead due to
metadata write per transaction.
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6 Conclusion

This work presents a design for providing transaction support in a log-structured
file system for flash devices. The primary idea proposed is to tag pages with
the transaction identifiers and to flush file inodes at the time of commit, thus,
enabling the transactions to be identified as aborted or committed. We provide
a transaction abort and a server crash recovery protocol. Using a comparison
based simulation study this work shows that supporting transactions within
log-structured file systems is efficient in terms of writes to the storage disk. The
copy-on-write feature of log-structured file systems along with high speed random
reads in flash file systems can enhance the performance of user applications and
at the same time ensure consistency.

Copy-on-write capabilities of a flash file system can be effectively used for
an online versioning system. The versioning system would make use of transac-
tional support from the file system. Applications such as an online backup of
a transactional log-structured file system present scope for future research and
development.
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Abstract. Object oriented databases (OODBMS) are widely used for 
applications which require support of complex relationships on data. 
Transactions access the database for data or schema simultaneously. The 
runtime transactions read/modify the data. The design time transactions 
read/modify the schema. In a continuously evolving domain, more number of 
design time transactions is executed along with runtime transactions. Parallel 
execution of runtime and design time transactions affects the consistency of the 
database. Hence a concurrency control technique is needed to preserve the 
database consistency. Several concurrency control techniques using multi-
granular lock models have been proposed in the literature.  Multi-granular lock 
model provides better concurrency and is simple to implement. But high 
concurrency is provided to dynamic databases at the cost of heavy maintenance 
overhead. In this paper, a concurrency control scheme is proposed using access 
control lists to provide better concurrency, without the maintenance overhead. 
The performance of proposed scheme is compared with existing work. It is 
found that the proposed scheme gives better response time than the existing 
work and also eliminates the overhead of maintenance of access vectors. 

Keywords: OODBMS, concurrency control, semantic locking, continuously 
evolving domains, access control lists. 

1 Introduction 

OODBMS are widely used for advanced applications like CAD, CAM etc., as they 
support representation of complex data and their complicated relationships.  
OODBMS is a collection of objects. The objects are of two types - classes and 
instances. A class object consists of attributes and methods. It defines the state 
(defined by attributes) and behaviour (defined by member functions) of an entity.  

The clients can access the OODBMS in two modes - runtime mode and design 
time mode. In runtime mode, the domain data is mapped onto the attributes of 
instances and the associated member function operates on them to satisfy client 
transactions. The member function (also called as method) may read or modify the 
attribute values. Design time mode is used to read or modify the schema to reflect the 
changes in the domain. The design time operations can access attribute definitions, 
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method definitions, class definitions and class relationship definitions. In general, 
database access can be a read or write operation. The read operations can be executed 
in shared lock mode and write operations should be executed in exclusive lock mode. 
The client transactions can access the database in one of these granularities: - class 
lattice level, class level and instance level. 

Usually, the clients send more runtime transactions to access the data. The design 
time transactions are few and are far in-between. But business domains require 
continuous updating of services. The continuous updating of domain requires 
continuous updating of schema. In the case of continuously evolving domains, the 
schema has to be changed frequently. It results in more number of design time 
transactions along with runtime transactions. This may affect the consistency of the 
database. 

Among the three popular concurrency control mechanisms such as locking, 
optimistic concurrency control and time stamp ordering, locking is widely used due to 
its ease of implementation. Locking technique requires commutativity matrix as well 
as lock table for its efficient implementation.    

Several lock based concurrency control mechanisms [2, 4, 5, 6, 7, 10] have been 
proposed in the literature. Multi-granular lock models are most favoured as they 
provide maximum concurrency. This is possible because the same data resource can 
be accessed by several transactions in parallel in small granularity sizes. As a result, 
deadlocks due to lock escalation are minimized. Concurrency control schemes using 
access vectors [8, 9, 11, 16] are introduced to further enhance the concurrency. They 
require access vectors in addition to commutativity matrix and lock table. They 
perform better in stable domains, where a large number of runtime transactions would 
arrive with very few design time transactions. But in the case of continuously 
evolving systems, the schema of the domain needs to be changed frequently to match 
the new changes in the domain. Then, the access vectors as well as lock table should 
be altered every time a schema change is made. Because of this, the maintenance 
overhead is more than the conventional locking technique. This introduced the need 
for a new concurrency control scheme to support evolving systems with less 
overhead. 

In this paper, the author presents a concurrency control scheme using access 
control lists to provide maximum concurrency. The proposed scheme has these 
advantages. It is based on multi-granularity locking. The commutativity matrix 
defines the commutativity of various combinations of lock modes. It utilizes a rich set 
of lock modes defined in Geetha and Sreenath [11][16] that provide maximum 
concurrency possible using lock modes while ensuring semantic consistency. It uses 
access control lists only unlike using lock table as well as access control lists to 
improve concurrency. Further, it does not have any overhead of updating every time 
the schema is changed. The search time of lock status is also minimized. It does not 
need any prior knowledge of structure of objects. Further the proposed work allows 
more parallelism between design time transactions and runtime transactions. 

The paper is organized as follows. In the next section, the related works are 
reviewed and their merits and demerits are discussed. In section 3, the scheme based 
on access control lists is proposed. In section 4, the performance evaluation of the 
proposed scheme is presented. The paper concludes in section 5.      
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2 Related Works 

The various concurrency control schemes can be assessed based on the level of 
concurrency they provide for parallel execution of design time and runtime 
transactions without compromising on consistency. These two types of transactions 
induce three different types of conflicts among transactions to a class: conflicts 
among runtime transactions; conflicts among design time transactions and conflicts 
between runtime and design time transactions. 

2.1 Conflicts among Run Time Transactions 

The concurrency control schemes provide compatibility among transactions in two 
ways namely based on relationships and based on commutativity. 

In Garza and Kim [1], Kim et al. [2], Lee and Liou[10], Geetha and Sreenath [3], 
Jun and Gruenwald [4], the concurrency control is based on object relationships. 
These algorithms offer smallest granularity of object level. So concurrency is limited. 
In class diagrams representing any business domain, the class relationships namely 
inheritance, aggregation and association exist in different combinations. These 
concurrency control schemes define lock modes for each relationship separately. They 
do not define lock modes for objects with combination of relationships. Hence they 
are not suitable for concurrency control of objects with complex relationships. 

In the second group of concurrency control schemes, compatibility is defined based 
on commutativity. In Agrawal and Abbadi [5], the idea of right backward (RB) 
commutativity is introduced. However application programmers need to know all 
possible results of each method.  

In Badrinath and Ramamritham [6], attribute is the smallest granularity supported. 
They state that any two methods can be executed in parallel if they do not share any 
attribute. But it requires knowledge of the structure of all methods in a class. In 
Badrinath and Ramamritham [7], the idea of recoverability is defined. i.e., the 
methods can be executed in any order. But the commit order is fixed. This also 
requires apriori knowledge of class structure. 

In Malta and Martinez [8], the commutativity is automated by defining Direct 
Access Vector (DAV) for each method. A DAV is a vector whose field corresponds 
to each attribute defined in the class on which the method operates. Each value 
composing this vector denotes the most restricted access mode used by the method 
while accessing the corresponding attribute. Access mode of an attribute can have one 
of these values:  null (N), read (R) and write (W) with N < R < W for their 
restrictiveness. DAV is constructed at compile time by extracting syntactic 
information from the source code. Then the commutativity table is constructed for 
each class based on the rule that two methods in a class commute, if their DAV 
commutes.  

In Jun [9], concurrency is further improved by providing granularity smaller than 
attribute level up to break points. But this also requires prior knowledge of structure 
of objects. In all these schemes, whenever the signature or implementation of a 
method changes due to design time transaction, its DAV has to be updated.  
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In all the above schemes, the concurrency is improved by using DAV. The DAV 
requires prior knowledge of the structure of objects. This gives the best performance 
for stable domains in which the schema is modified very rarely. But the DAV for 
every method has to be updated whenever there is a schema change. During this time, 
other runtime transactions are not allowed. The runtime transactions are blocked 
whenever the schema is changed. So this locking scheme of commutativity and access 
vectors is not suitable for continuously evolving systems. 

2.2 Conflicts among Design Time Transactions  

In OODBMS, the schema is represented by a class diagram. The design time 
transactions can do changes to schema in two ways as specified in Kim et al. [13] and 
Bannerjee et al. [14]. They view the class diagram as directed acyclic graph. The 
classes are viewed as nodes and the relationship links connecting classes are viewed 
as edges.  The schema changes are categorized into changes to node and changes to 
edges. In the node (class) changes, the following operations are allowed. The node 
can be changed or its contents can be changed. Node can be changed by 
adding/deleting a class, or changing the name of a class. A node typically contains 
instances, attributes and methods. Adding, deleting and changing these contents are 
the operations allowed in this category.  Changes to edge include changing a class 
relationship or class position in class lattice. 

In Lee and Liou [10], all the above operations are done using only one lock mode 
by locking the entire schema with Read Schema (RS) and Write Schema (WS). In 
Malta and Martinez [8], lock mode for changing the class definition (class contents) is 
provided by RD (Read Definition) and MD (Modify Definition) lock modes. They 
have omitted other types of schema changes. Agrawal and Abbadi [5] provided finer 
granularity by defining separate lock modes for attributes and methods (class 
contents). They also have not defined any lock mode for operations involving changes 
to nodes and edges. 

In Jun [9], separate lock modes are defined for attributes, methods and class 
relationships. In this paper, lock table is represented as two access vector tables. 
Attribute Access Vector (AAV) and Method Access Vector (MAV) define the lock 
status of all attributes and methods. The lock status can be {Null, Read, Write}.The 
use of these access vectors provides fine granularity and thus brings maximum 
concurrency. But, operations involving class relationships, like changing class 
position and relationship are still serialized.  

In Geetha and Sreenath [11], the granularity is further improved by defining lock 
modes for signature and implementation of method separately. They also ensure 
semantic consistency between classes where attributes and methods are defined and 
where they are used. This was overlooked in Jun [9]. Concurrency is further enhanced 
by defining Relationship Access Vector (RAV) which is used to lock only the related 
classes instead of locking the entire class diagram for operations involving node 
changes. RAV maintains a list of parent classes and child classes for every class. 
Parent classes are classes from which the class is derived. Child classes are classes 
which are derived from this class. RAV improved the performance further. In Geetha 
and Sreenath [16], separate lock modes have been defined to handle changes to nodes 
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and edges. In these algorithms, fine granularity is provided with the help of 
commutativity matrix and access vectors. Access vectors can be omitted at the cost of 
limited concurrency. Hence there is a trade-off between limited concurrency and 
access vectors maintenance overhead. All the above schemes perform better for stable 
domains, but involve maintenance overhead of access vectors for continuously 
evolving domains. 

2.3 Conflicts between Runtime Transactions and Design Time Transactions 

During runtime transactions, the values of attributes are read or modified by executing 
the associated methods in a class. The attribute values are locked in read and write 
lock modes. In design time transactions, the attribute definitions are read or modified. 
Thus attribute has two facets and is chosen depending on the type of transaction.  
Runtime transactions lock the methods in read mode as their contents are not 
modified by execution. Design time transactions read or modify the method 
definitions. When any attribute or method definition is modified, runtime transactions 
accessing them should not be allowed.   

In the existing algorithms, concurrency control of runtime transaction is achieved 
using commutativity matrix and DAV of all classes in the class diagram. Concurrency 
control of design time transactions are achieved by commutativity matrix, AAV, 
MAV and RAV of all attributes, methods and classes. When runtime and design time 
transactions come in parallel, then all the above mentioned data structures are 
required to provide fine granularity. This involves search overhead as well as 
maintenance overhead of access vectors (DAV, AAV, MAV and RAV).  

3 The Proposed Scheme 

Though the use of Direct Access vector (DAV), Attribute Access Vector (AAV), 
Method Access Vector (MAV) and Relationship Access Vector (RAV) provide 
higher concurrency, they have the following limitations: 1. Prior knowledge of the 
structure of the class is required.  2. The access vectors are to be updated every time 
the schema is changed due to a design time transaction which involves maintenance 
overhead for continuously evolving domains. 3. The search overhead is also involved 
in searching the lock status of the data item requested by the transactions as it needs 
to search the entire list to read or update the lock status of a data item.  

The proposed work uses the commutativity matrix defined in Geetha and 
Sreenath[11]. It defined lock modes for accessing the interface and implementation of 
methods separately. In object oriented programming, the attributes and methods are 
defined in a class and read by all classes related to this class by inheritance, 
aggregation and association. So, it is not enough if commutativity of locks is checked 
within the defined class for attributes and methods. It is also required to check the 
compatibility in the related classes that have adapted these attributes and methods. In 
Riehle and Berzuck [12], the methods defined in base class of inheritance hierarchy, 
are of two types namely template methods and hook methods. The signature and 
implementation of template methods are inherited as it is, in sub classes. This is called 
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as implementation inheritance. So, they can be only read in sub classes. In the case of 
hook methods, only signature is inherited. The sub classes are allowed to have their 
own implementation. This is called interface inheritance. Then they should be treated 
differently and commutativity should be defined accordingly. Hence, another matrix 
is proposed between the transactions accessing the attributes and methods in classes, 
where they are defined and the transactions where they are used.  All the design time 
transactions should check for compatibility in the defined class and adapted classes to 
maintain consistency. The concurrency is maximized in existing schemes as in table 1 
and 2 with the help of DAV, AAV, MAV and RAV. So the existing works use 
commutativity matrix, lock table (represented as AAV, MAV and RAV) and DAV to 
provide maximum concurrency. 

Table 1. Proposed commutativity matrix for design time transactions and runtime transactions 
with access vectors 

 AA RAA RA MA  DA AM RAMS RMS MMS RAMI RMI MMI DM MAMI RCD MCD RCR MCR IA 

AA Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y ∆ N N Y 
RAA  Y Y Y Y Y Y Y Y Y  Y  Y Y Y Y Y ∆ Y N Y 
RA Y Y Y ∆ ∆ Y Y Y Y Y Y Y Y Y Y ∆ Y N Y 
MA Y Y ∆ ∆ ∆ ∆ Y Y Y Y Y Y ∆ ∆ Y ∆ N N ∆ 
DA Y Y ∆ ∆ ∆ ∆ Y ∆ ∆ Y ∆ ∆ Y ∆ ∆ ∆ N N ∆ 
AM Y Y Y ∆ ∆ Y Y Y Y Y Y Y Y Y ∆ ∆ N N Y 
RAMS Y Y Y Y Y Y Y Y Y Y Y Y Y ∆ Y ∆ Y N Y 
RMS  Y Y Y Y ∆ Y Y Y ∆ Y Y ∆ ∆ Y Y ∆ Y N Y 
MMS  Y Y Y Y ∆ Y Y ∆ ∆ Y ∆ ∆ ∆ Y Y ∆ N N ∆ 
RAMI  Y Y Y Y Y Y Y Y Y Y Y Y Y ∆ Y ∆ Y N Y 
RMI  Y Y Y Y ∆ Y Y Y ∆ Y Y ∆ ∆ Y Y ∆ Y N Y 
MMI  Y Y  Y Y ∆ Y Y Y Y Y ∆ ∆ ∆ Y Y ∆ N N Y 
DM Y Y Y ∆ Y Y Y ∆ ∆ Y ∆ ∆ Y Y ∆ ∆ N N ∆ 
MAMI Y Y Y ∆ ∆ Y ∆ Y Y ∆ Y Y Y ∆ ∆ ∆ N N ∆ 
RCD Y Y Y Y ∆ ∆ Y Y ∆ ∆ Y ∆ ∆ ∆ Y ∆ Y N Y 
MCD ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ N N ∆ 
RCR N Y Y N N N Y Y N Y Y N N N Y N Y N Y 
MCR N N N N N N N N N N N N N N N N N N ∆ 
IA Y Y Y ∆ ∆ Y Y Y ∆ Y Y Y ∆ ∆ Y ∆ Y ∆ ∆ 

Table 2. Commutativity matrix for defined class and adapted classes with access vectors 

 RAA RAMS RAMI RMI MMI MAMI 
MA ∆ Y Y Y Y ∆ 
MMS Y ∆ ∆ ∆ ∆ ∆ 
MMI Y Y ∆ Y Y Y 
DA ∆ ∆ ∆ ∆ ∆ ∆ 
DM Y ∆ ∆ Y Y ∆ 

 
In Geetha and Sreenath [11] [16], the commutativity matrix for both runtime 
transactions and design time transactions is defined as in table 1 and table 2. The lock 
modes defined are as follows.   

• AA – Add Attribute – New attributes with their names and domain names can be 
added to a class.   

• DA – Delete Attribute – Existing attributes in a class can be deleted. Any attempt 
to use this attribute should raise error flag.  
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• AM- Add Method – New methods can be added by adding their signature and 
implementation using this  mode.   

• RCD – Read Class Definition – This lock mode can be used for reading a class 
name, reading all its attributes and methods.  . 

• MCD –Modify Class Definition – This lock mode can be used to add a new class, 
delete an existing class and change a class name. 

• RCR – Read Class Relationship – This lock mode is for reading the relationship 
with other classes in the class lattice. 

• MCR– Modify Class Relationship – This lock mode is for changing the 
relationships between classes and changing the position of a class in class lattice. 

• RAA – Read Adapted Attributes – Read attributes defined in base class and 
component class adapted in to this class  

• RA – Read Attribute – Read attributes defined in this class. 
• MA – Modify Attribute – Modify attributes defined in this class. 
• RAMS – Read Adapted Method Signature – Read signature of template methods 

and hook methods adapted from other classes by inheritance and methods from 
component classes. 

• RMS – Read Method Signature – Read signature of methods defined in this class. 
• MMS– Modify Method Signature – Modify signature of methods defined in this 

class. 
• DM- Delete Method-Any client transaction to a deleted method should raise error 

flag. 
•  RAMI – Read Adapted Method Implementation - Read implementation of 

methods adapted from other classes by inheritance and methods from component 
classes. 

• MAMI – Modify Adapted Method Implementation - Modify implementation of 
hook methods adapted from base class by inheritance. 

• RMI – Read Method Implementation - Read implementation of methods defined in 
this class. 

• MMI – Modify Method Implementation - Modify implementation of methods   
defined in this class. 

• IA – Instance Access – This mode is used for executing runtime transactions. 
 
The proposed scheme provides the same level of higher concurrency as in table 1 and 
2, without the limitations of access vectors, by splitting the lock table into three lists 
namely Available, Shared and Exclusive lists. This eliminates the need for 
maintaining DAV along with lock table. The maintenance overhead is minimized as 
access vectors are not needed. The search time is minimized as the lock table is split 
into three lists. Any request requires search of only one of these lists instead of all of 
them. This reduces the search overhead to roughly about one third. In Available list, 
the attributes and methods of each class that are currently available are included. In 
Shared list, the attributes and methods of each class that are currently in shared (read) 
lock mode are included. In Exclusive list, the attributes and methods of each class that 
are currently in exclusive (write) lock mode are included.  
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The format of Available, Shared and Exclusive lists are given in figures 1 and 2. 
The RType (resource type) can be attribute definition, attribute value or method 
definition. RType - attribute definition is used in design time transactions. RType - 
attribute value is accessed in runtime transactions. So, two entries are maintained for 
every attribute. The objective for maintaining two entries is to allow concurrent 
reading of attribute definition while attribute value is read or modified.  Resource ID 
holds the name of the attribute or method. Class ID is used to distinguish attributes or 
methods whose names are used in more than one class. Shared list maintains one 
more field called Refcount to maintain the number of transactions sharing the 
resource.  

Initially, the attributes and methods of all classes are included in the Available list. 
As the transactions arrive, they are checked for commutativity of locks in the 
commutativity matrix. If they are compatible, the requested resources are added to 
either Shared or Exclusive list, depending on the lock mode. Though all the resources 
are in Available list in the beginning, eventually they will be scattered to other lists 
depending on the lock type requested by transactions arrived. In order to save search 
time, list search policies given in figure 3 are used. Exclusive lock mode is allowed 
for a requested resource only if the resource is currently present in Available list.  

Shared lock mode is possible, only if the resource is not in Exclusive list. It is 
allowed when the resource is in Available list or Shared list. Searching the resource in 
both lists is time consuming. So if it is not available in Exclusive list, grant message 
can be sent and resource can be accordingly updated from Available list or Shared list 
in the background. Several transactions can share a resource in read mode. Refcount 
field in Shared list is used to count the number of transactions that are currently 
sharing the resource. First grant message adds the resource to the Shared list and sets 
the count to 1. Every grant message after that, increments the count. Every release 
message decrements it. When the count is 0, the resource is removed and it is added 
to the Available list. Let us now see how the proposed scheme works for runtime and 
design time transactions.  

3.1 Concurrency among Runtime Transactions  

The runtime transactions request resources by giving the class ID and method ID. The 
attributes used along with their lock mode in every method can be documented using 
document tools like JavaDoc or C++Doc as given in [12].  From this, the attributes to 
be locked can be deduced by preprocessing. As mentioned in section 2.3, the methods 
are locked in read mode for runtime transactions.  So the requested method ID is 
removed from Available list and added to Shared list. Several runtime transactions 
executing the same method can share the implementation. The value entries for the 
attribute IDs used in the methods are added to Shared list if they are input parameters, 
and to Exclusive list if they are not. In runtime transaction, only the attribute value is 
read or modified.  So, entry with RType-attribute value is removed from Available list 
and added to Shared or Exclusive list. The granularity of runtime transaction is 
attribute level. 
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3.2 Concurrency among Design Time Transactions   

The design time transactions usually read or modify the schema. As mentioned in 
section 2.2, the design time transactions can be one of these three types: Changes to 
node (class), class contents (attributes and methods) and changes to edges 
(relationships and position). The design time transactions are handled as below. 

 
Class ID RType Resource ID Ref count 

Fig. 1. Format of Shared list 

Class ID RType Resource ID 

Fig. 2. Format of Available and Exclusive lists 

Requested Lock mode List to be checked 
Exclusive (X) Available list 
Shared (S) Exclusive list 

Fig. 3. List search policies for S and X lock modes 

The smallest granularity supported is the attribute. Attribute definitions can be read 
or modified. Runtime transaction on an attribute can be concurrently executed with 
read design transaction.  RA lock mode uses RType – attribute definition entry. When 
RA and RAA are requested, corresponding attribute definition entry is added to 
Shared list based on the policy mentioned in section 3.  

When MA lock mode is requested, parallel runtime transaction involving this 
attribute should not be allowed to maintain consistency. So, both definition entry and 
value entry of the attribute should be included in Exclusive list. If only definition 
entry is available, it implies that the attribute is currently being used in runtime 
transaction.  Then, it has to wait until both entries are available in Available list.  

When lock modes RAMS, RMS, MMS, RAMI, RMI, MMI, MAMI are requested on 
a method, the search policies as mentioned in section 3, are followed to update access 
control lists. When new attributes or methods are added in a class using lock modes AA, 
AM, they are added to the Available list. The arriving transactions can request for this 
attribute or method only after this. When existing attributes or methods are deleted using 
DA and DM lock modes, they can be removed only when they are in the Available list to 
preserve consistency. This is ensured in commutativity matrix in table 1and 2.Changes 
involving nodes and edges involve removing all the attributes and methods of the related 
classes from Available list and adding them to Exclusive list. They should be serialized 
to maintain the semantic consistency of the database. 

4 Performance Evaluation  

In order to evaluate the proposed technique in general environment, a simulation 
model is constructed and experiments are conducted. The simulation model is 
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implemented using Java. It consists of transaction generator, transaction manager, 
scheduler, lock manager, deadlock manager. The transaction generator creates new 
transactions randomly. The transaction manager schedules the transactions. Lock 
manager is responsible for concurrency control. Deadlock manager is responsible for 
detecting cycles and resolving them.  Transactions are restarted after deadlock 
resolution. 

007 Benchmark by Carey [16] is well known for testing performance of 
OODBMS. It is used in Jun [9] for showing the performance of his proposal. But 007 
benchmark defines the benchmark only for runtime transactions. It does not define 
any testing cases for design time transactions. So it cannot be fully adopted for the 
proposed scheme The database model and testing cases of runtime transactions are 
adopted. 007 benchmark classifies databases into small, medium and large, based on 
their size. Here, small size is chosen for simplicity.  The design time transactions are 
framed to cover all three types of schema changes.  Table 3 gives the simulation 
parameters. 

Table 3. Simulation Parameters 

 Parameters Default 
value(range) 

Time to process one operation 0.00000625ms 
Mean time to set lock by instant 

access 
0.3301 ms 

Mean time to set lock by class 
definition access transaction 

0.3422ms 

Mean time to release lock  0. 0015ms 
Multiprogramming level 8 (5-15) 
Prob. Of Traversal 0.25 (0-1) 
Prob. Of Query 0.25 (0-1) 
Prob. Of Schema change 0.5 (0-1) 
Prob. Of Changes to nodes 0.15 (0-1) 
Prob. Of Changes to edges 0.20(0-1) 
Prob. Of changes to node contents 0.15(0-1) 
Transaction inter-arrival time 500(100-1000) 
Database model [16] Small (small, 

medium, large) 

Figure 4 shows the performance of the proposed scheme with access control list 
against Jun’s scheme [9] and Geetha and Sreenath scheme (G&N scheme) with access 
vectors. The performance is tested by varying the design time transaction to runtime 
transaction ratio. Jun scheme requires highest response time. This is because  only 
three lock modes have been defined for design time transactions namely modify 
attribute (MA), modify method (MM) and modify class relationship (MCR). MCR 
covers all the schema changes involving changes to contents and changes to nodes.  It 
does not support changes to edges. In G & N scheme, separate lock modes like AA, 
DA, AM, DM, MCD and MCR to support changes to nodes and edges. Concurrency 
is improved in changes to node contents by defining more lock modes like RAMS, 
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RMS, MMS, RAMI, RMI, MMI and MAMI. However, fine concurrency is possible 
only with access vectors. Access vectors involve maintenance overhead for 
continuously evolving domains.  

Conflict among Design time requests 
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Fig. 4. Performance varying Design time transaction to Runtime transaction ratio 

The results in fig 4 show that the performances of all the schemes are 
approximately same for stable domains where 100% of transactions are runtime 
transactions. But as the ratio of design time transactions increase (implies evolving 
domains), the performance of Jun scheme and G & N scheme deteriorates. The reason 
is that, as the ratio of design time transaction increases, the time taken to update the 
access vectors increase. As a result, response time increases for the schemes. In the 
proposed scheme, it can be observed that the response time is relatively constant 
because there is no need for updating access control lists.  The proposed scheme gives 
almost the same response time for all combinations of design time transactions and 
runtime transactions.  Further it does not need any apriori knowledge of object 
structure.  Thus, the proposed scheme performs the best. 

5 Conclusion 

Concurrency control schemes for OODBMS are tedious, because of their complex 
modeling and long duration transactions. In this paper, a concurrency control scheme 
is proposed to meet out the above requirements and support continuously evolving 
domains with no overhead. The existing algorithms require maintenance of multiple 
data structures for providing maximum concurrency. Though the existing algorithms 
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perform well for stable domains, their performance deteriorates in continuously 
evolving domains. In the proposed work, the same level of concurrency is provided 
with minimal data structures that require less searching overhead and maintenance 
overhead. The performances of the existing works are compared with proposed 
scheme and results are analyzed. It can be concluded that the proposed scheme 
provides better response time than the existing works. 
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Abstract. Recent advances in Internet technologies have populated web
with large number of services. For effective retrieval of services we have
proposed SMap [10] specification that enables service provider to describe
a service concealing its business logic. The details of a service includes
its constituents, promotion and associated conditions. Here we propose
a scheme to store SMaps in a relational database. For service retrieval a
query processing system is also proposed. Retrieved services are ranked
based on a score computed from structural characteristics of services.

Keywords: webservice, RDBMS, Service Search.

1 Introduction

With increase in number of on-line services, a consumer has a large number of
choices at hand. Selecting a service from a large number of services is a tough
task. Several researchers have addressed the problems on service discovery and
have proposed different approaches for search based on IOPE, function name,
ontology and semantics. Input and Output based search though precise still
limits the choices of a match for fixing a rigid boundary around search space.
This is due to hard matching of words in inputs and outputs of matching services.
Further, annotating IO with precondition has still narrowed down the search.

Use of ontology to web service matching has introduced soft matching that
widens scope of match resulting to choices to a search result. Search strategies
including IO, IOPE and ontology are based only on the matching of exposed
service to a query. Service composition does not reveal more information about
a service like the way it is designed, promoted and restricted itself for use of con-
sumers. For enhanced service description Service Map (SMap)[10] was proposed.
SMap is a specification for web services to detail design of a service with different
service items and the way these items are packaged to cater to different needs
of users. With SMap, a service provider describes a service and also promotions
and conditions associated to it.

Further for a service consumer, we propose a query syntax that is expressive to
accommodate consumer choices. Processing of such queries results in qualitative
search results with alternatives, promotion and conditions associated to each
match. Further scalability of the proposed approach is achieved using RDBMS
for storage and retrieval of web services.

Here, we would like to point out the fact that SMap specification lies in be-
tween OWLS [6] and WSMO [4]. It overcomes the rigidity in OWLS by allowing
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providers to specify the way a service is packaged not restricting only to inputs
outputs and message sequences. SMap specification has avoided complexity not
being ambitious of proposing a genric specification like WSMO. Thus SMap while
being leaner remain enough expressive for advantage of both service provider as
well as consumers.

The remainder of the paper is organized as follows Section 2 gives an overview
of the existing search techniques for web services and motivation of our work,
Section 3 briefly gives specification details and syntax for describing service in
SMap, Section 4 details on extracting and storing SMap in relational database,
section 5 proposes an algorithm for processing an SMap query, Section 6 gives
a framework and Section 7 concludes with summary and future work.

2 Related Work

Service discovery has received a lot of attention from researchers with large
number of available services. To discover a service it is searched for in a reg-
istry by matchmaking, the process of identifying an appropriate service meeting
a consumer requirement. As the service is exposed in terms of interface most
of the research works in discovering a service focus on matching Input, Output
and their data types very few works consider service structure and the way ser-
vice is packaged. This section gives an overview of service matching approaches
categorised into similarity based and pattern based where the former approach
determines the similarity of inputs or outputs based on distance metrics while
the later one is based on structure of a service.

In SOA architecture search in UDDI registry was keyword based [7], but this
approach was found to be insufficient [2] as user queries may be more precise than
by keywords and cannot be captured in very small text fragments in web ser-
vices. [2] proposed Woogle that supports service discovery for service operations
following clustering approach. Matchmaking of input (or output) is determined
on obtaining similarity with clustered group of semantically similar parameter
names of registered web-service operations. Later ontologies were introduced, [9]
proposed a method to compute semantic similarity between services described in
OWL-S [6] and request resulting into four degrees of match exact, plug-in, sub-
sumes and fail. This is performed by determining the minimal distance between
concepts in the taxonomy tree of its ontology.

To narrow down the search, conditions are specified over IO in OWL-S pro-
files using SWRL [1]. Here, Input, Output, Precondition and Effect (IOPE) are
matched using subsumption, semantic distance and WordNet based scoring, the
obtained scores between request and advertisement pairings are used as weights
in bipartite graph matching for service discovery.

While a set of services having same IO may differ in their functionalities also
certain information services may not have precondition and effect [8] addressed
this issue by describing service functionality as a pair of its action and the object
of the action. For efficiency and scalability [5] stores service IO information in
RDBMS, it pre-computes solutions for web service composition by generating a
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composition graph from published services and ontology information. For a query
specified in IO, semantic web service composition is achieved by performing join
operation on tables containing composition graph.

Under pattern matching classification [3] proposes a matching approach based
on the internal process of services. Where both service internal process and
request is modeled as FSM, when two services accept the same language they are
said to be matched. For this all possible sequences of both FSM’s are obtained as
strings and each string of request is compared with all sequences of service. Based
on certain distance metrics viz common process count (CPC), longest common
substring (LCStr), longest common subsequence (LCSeq) and edit distance (ED)
the structural similarity is calculated.

Both IO and function name based searches do not view structural details
as well as business options as means to specify services. So that matching a
query can be qualitatively rich. For example a restaurant service is packaged
with several service items like family dining, party dining and casual dining etc.
Along with say party dining it provides additional service items like wifi and
music services. Say for family dining it offers promotions of 20% discount with
a condition on the minimum number of diners to be booked. In this paper we
propose a scheme SMap for specifying services; have shown how services with
such specifications can be stored in a RDBMS and can be queried on for a qual-
itative match to a query of user interests. It’s to be noted that service items
are to be considered as service-lets but not as service instances. And readers
are also urged to consider the SMap specification presented here encompasses
only structural details of a service. In our ongoing work we are taking up be-
havioural specifications of services into SMap. Next section presents proposed
SMap specification.

3 Specifying Service in SMAP

The SMap syntax to specify a service is given below in BNF notation, Table. 1
gives details of acronyms used in stated syntax
WSMap := < ServName > < Asscn > <ItemNd>*
<ItemNd> := <ItemD> [< Asscn > | < Op ><ItemNd>]*
<ItemD> := <ItemN>[has<FeatureName>[with <FeatureValue>] ]
< Asscn > := <Func> | < Causal >
<Func > := ”inc” | ”akf”
< Causal > := ”lst” <PromoCond>
< Op > := ”and” | ”or”
SMap provides the ways items of a service are sequenced to deliver a service
in different ways. Each service item is connected to the other using associations
viz.includes(inc), a-kind-of (akf), leads-To (lst) and has-with (hw). We find these
associations useful to describe a web service, each SMap is specified by a service
provider and is stored in a relational database. For the sake of completeness we
will have a brief introduction to SMap [10].
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Table 1. Acronym with their meanings used
in BNF notation

Term Meaning

WSMap Webservice Service Map
ServName ServiceName
ItemNd ItemNode
ItemD ItemDetail
ItemN ItemName
Asscn Association
Func Function
Op Operation

Constructs used for the pur-
pose are characterized to associa-
tion and combination operators as
listed below.

Association Operators

– Includes(inc): is an associa-
tion operator that specifies con-
tainments of a service item. i.e
the components it has.

– Is A kind Of (akf): A ser-
vice that is similar to a given
service.

– LeadsTo(lst): specifies business promotions attached to a service. Availing
the service leads to availing some extra services.

– Has-With(hw): specifies attributes detailing both functional and qualita-
tive aspects of a service.

ABC Restaurant

WIFI

speed = 1MBPS

has

with

Pizza PartySalad Party

South Indian
Dish Party

Dining Service

social Function
      Service

conference Hall

Buffet Service

Party Service

inc

inc

inc

inc

Concession Service
lst

inc

inc

inc

casual Dining
Fine Dining

inc

inc

inc

Soft Music

has

or

inc

inc

and bill>3000

inc

akf

inc

Fig. 1. Concept Map of an ABC Restaurant Service

Combination Operators

– and : The items that can be availed collectively but not individually are
combined with and operator. Sometimes these items become conditional to
consumer when other service items in combination are not anticipated.

– or : An alternative to a given service item is defined by this operator.

An use of these operators in specifying a webservice is stated here. A restaurant
offers services packaged with party service, dining service and social function
service. Each one of these items is composed of several items in different combi-
nations. It provides WIFI as complimentary and gives discount offers for certain
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items Figure. 1 presents an SMap of this service with details that are self ex-
planatory.

3.1 Score Assignment

Once a service provider publishes a service as a SMap it is processed to compute
preference score (PS). This score aims at guiding the query processor to select
a service from a set of possible matches for a given query. A score of a service
reflects the richness its SMap contains as alternatives, similarities, to constituent
items and limitation as well as promotions defined on them. The score is of
importance for variety of reasons, a service with extra features are preferred
over services. For example, while a service with similar features and promotions
are preferred the ones with limitations are not. The metric PS computes service
preference with additive factors P- no. of promotions, A- no. of alternatives and
F- no. of features and negative factor C - conditions a service has. Thus PS with
respect to total size of SMap N- The number of nodes exist is:

PS = P+A+F-C / N

PS always results in a rational number between -1 and 1. When number of
promotions,alternatives and features are greater than number of conditions it
implies service has an advantage of additional characteristics for a service requi-
site. Else a service with PS<0 has more limitations than opportunities and so is
less preferable. During query processing for enhanced result an SMap with the
maximum score is selected and processed to identify the requested items. In case
not found a service with the next availability of highest PS score is selected for
further search. The search continues till a service with all the requested items
are found.

4 RDBMS for SMAP

Previous section has discussed service constructs and the specification detail
using SMap. This section gives an overview of SMap storage and processing.
The SMap is specified diagrammatically using an editor SMapEditor which saves
an SMap in xmi(Xml Metadata Interchange) format. This data is processed to
identify the relations that exist in a SMap. An ER diagram Figure. 2 presents
the types of relations that exist among the SMap entities and their uses in Table.
2 followed by the derived schema of tables.

The major entities in ER diagram for SMapStorage are SMap and ServiceItem,
SMap score is dependent on existence of SMap hence is a weak entity. A service
item can include more than one service items, this is shown in the figure as 1 to
n includes relation from a service item back to itself, schema for Includes table
has IncludedItems column that is multivalued similarly AlternativeItem and
PromoItem. The number of alternatives, promotions, conditions and features
are calculated during xmi conversion and populated in table SMapScore.
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ServiceItem
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containsSMap

SId
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Includes

LeadsTo
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n

1
n
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Fig. 2. ER Diagram for SMap Storage

Table 2. Acronym with their meanings used in BNF notation

Symbol Used For

SId Unique Identification of a service
ServiceItem A basic entity of SMap
LeadsTo Indicates relationship with a promotional item
PromoCond Condition on a Promotional item
AKindOf Relationship with an alternative item
Includes Relates all included items in an item
CombiType Type of Combination among included Items
FeatureName An additional attribute of the service
FeatureValue Quantitative detail of the attribute
PromoItem An Item offered as a promotion
NO Items Number of Items in an SMap
PS Preference Score
SMapScore A weak entity containing all derived values(A,P,F,C) from SMap

The schema derived out of ER Diagram is as follows:
ServiceItemDetail :: (SId, ItemName, FeatureName, FeatureValue)
Includes :: (SId, ItemName, IncludedItems, CombiType)
LeadsTo :: (SId, ItemName, PromoItem, PromoCond)
AKindOf :: (SId, ItemName, AlternativeItem)
SMap :: (SId, ServiceName, PS)
SMapScore :: (SId, Alternatives, Promotions, Conditions, No Items, Features)

5 Querying SMap

A service that is well described but having constraints on syntax in framing a
query would limit the results to very few services. This is one of the disadvantages
with existing IO search techniques where a consumer has to specify a query in
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terms of input and output. A naive consumer does not understand and cannot
predict input and output, but a service can be described with expected service
items. Even if few items are queried for by the user query processing result
should direct consumer by revealing more information about a service. For this
as stated in introduction an expressive and unbound query syntax based on a
predefined structure is proposed for SMap that allows consumer to request for
any number of service items following the specified structure and syntax.

GetS withSitem {(<servItem> |(<servItem> has <servFeat>)|
(<servItem> has <servFeat> with <featValue>) | and|or)}
[withItemDetail {(<servItem> inc {<servItem>})}]
[withPromo {(<promo> on <servItem> with <servCond>)}]
[withAltTo{<servItem>}]

A generic syntax for querying SMap repository is shown above, the advantage
of this type of query syntax is it makes search faster and directed as the same
associations used in specification are used to connect service items in query.

Also query gives flexibility to consumer in asking for details other than just
service constituents by querying withPromo and withAltTo clause. When con-
sumer’s choice is inclined towards various promotions offered on a service query
‘WithPromo’ is used. If promo item name is known then it is given in <promo>,
In order to query for a service with maximum promotions withPromo maximum
is used. When a queried service is not available a consumer may query for a
similar or alternative service this is specified ‘withAltTo’ keyword.

Format of Resultant Output
On query processing, output of a search query would result in either an atomic
or composite service. An atomic service would contain all or some (sub set)of
the requested service items in a single SMap and the expected output will be of
the format stated below.

Result :=<Serial.NO><ServName>“matched”<matched-items>“It also
contains”<IncludedItems>“ provides”<PromotionN> “offer” [on <promo-
cond>] “with” <Condition> “Conditions having” <Features> [ “has” [
<Alternative-Item>]* “as an alternative ”]*
<Alternative-Item> := <Result>
<IncludedItems> := [<ItemN> |“,” >]*

For a composite service the requested functionality is achieved on composing
the resultant services each matching some of total requested items. Each com-
bination of composed services has a CompositionID thus allowing consumer to
select one of them. Obtaining different service compositions would be our future
work. The output syntax for composite service is as follows:

Result :=<CompositionID>“The Service is composed of ” [<ServName>
“service containing” <IncludedItems>“ providing” <PromotionN> offer
[on <promo-cond>] “with”<Condition> “Conditions having”<Features>]*
<Alternative-Item> := <Result>
<IncludedItems> := [<ItemN> |“,” >]*
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6 Query Processing

Query processing is an important step in service search and selection. SMap
query syntax and processing approach gives enough flexibility to the user to
specify requirements in various combinations targeting different goals. A con-
sumer in need of a service has a general idea of what is expected of the service
and these are the service items that constitute a service. A consumer specifies
a query with required service items following the syntax discussed in Section 5.
Initially the query is checked for syntax correctness in preprocessing stage, later
query processor executes the query following the steps in algorithm discussed
below

Steps in Processing a Query
The following are stages in processing a query initially query is preprocessed
for syntax correctness, then query plan is generated and the resultant output is
processed for acceptability of user.

1. Preprocessing: In this stage the query is parsed and checked for syntax cor-
rectness. The query is validated to check if the requested query items are
valid in a particular service, later query plan is generated.

2. Algorithm:
The core of algorithm is to identify service paths to reach a service item in
a table, path is obtained by performing join operation on a table.
An SMap query processing algorithm takes consumer query, domain of the
query and SMapRepository tables as input and generates an output that
gives details of all matched services and the service items they contain along
with alternatives, promotions and conditions. Steps followed during query
processing are
Step1 : SMap Selection
Step2 : Search Service Items
Step3 : Service Detail:Path identification
Step4 : Finding Associated Info

Step1 : SMap Selection
The algorithm starts with obtaining query items from Query Q. Then select-
ing an SMap (Step 1) for query processing based on preference and domain
using getSMap(Domain,pref) which returns SMapID. Here pref with least
value is most preferred service hence pref is initialised to 1 later when the
requested items are not found, an SMap with next pref value is chosen.
Step2 : Search Service Items
The service items and root are obtained using SMapID on creating a view
over ServiceItemsDetail table and then the query items are searched in Item-
Name’s column to initialize foundItems array shown in lines:8-10.
Step3 : Service Detail:Path identification
When found items are not null then the algorithm proceeds to generate Ser-
vice Map Table (SMT) joining all the details with includes, akf and leadsto
this table SMT contains all the attributes and features of a service item.
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Algorithm .1 SMap Query Processing

1: Input: ConsumerQuery Q,Domain, SMapRepository (ServiceItemDetail, Includes,
LeadsTo, AKindOf, SMapScore);

2: Output: ServiceID, MatchedItems, IncludedItems, Alternatives, Promotions and
Conditions

3: Array QI[],SD[], matched[]; {QI - Query Items}
4: INT pref=1; String SMapID,CombiItem,root;
5: Table SMT; {SMT - Service Map Table}
6: QI[] = getQueryItems(Q); {Get SMap with maximum PS}
7: SMapID ← getSMap(Domain,pref); - - - - STEP 1
8: root = getRoot(SMapID)
9: SD = getServiceItems(SMapID);
10: foundItems[] = SearchInItems(SD,QI) - - - - STEP 2
11: if matched is NULL then
12: Pref ← Pref + 1
13: Go To Line7
14: end if
15: SMT ← ServiceItemDetail 	
C1 Includes 	
C2 AKindOf 	
C3 LeadsTo

where SId = SMapId - - - - STEP 3
16: Create Tables SP1, SP2 similar to SMT
17: repeat
18: SP2 = SP1 	
SP1.SrcItem=SMT.DestItem SMT - - - - STEP 4

{computing join result}
19: where Path ←− SP1.DestItem → SP1.SrcItem → SP2.SrcItem
20: if SP1.CombiType like %and% then
21: CombiItem ← getOtherItem(SP1.SrcItem,and)
22: if If CombiItem not in QI then
23: CombiType ← concat(SP1.DestItem,and,CombiItem)
24: else
25: Update CombiType traversing along CombiItem
26: end if
27: end if
28: if SP1.CombiType like %or% then
29: CombiItem ← getOtherItem(SP1.SrcItem,or)
30: if CombiItem in QI then
31: CombiType ← concat(SP1.DestItem,or,CombiItem)
32: end if
33: end if
34: if SP1.AltItem �= null then
35: AltItem ← concat(SP1.SrcItem,alt,AltItem)
36: end if
37: if SMT.AltItem �= null then
38: AltItem ← concat(SMT.SrcItem,alt,AltItem)
39: end if
40: if SMT.FeatureAtt �= null then
41: FeatureAttr ← (SMT.FeatureAttr,SP1.FeatureAttr)
42: end if
43: SP1 ← SP2
44: until SP2.SrcItem = root
45: for Each item in foundItems[] do
46: search for the item in obtained ServiceDetail
47: Display Associated info
48: end for
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This table can also be saved in uddi to reduce query processing time. Next
back tracking approach is followed to compute different paths to the root
from each destination item of SMap. This is obtained on joining a copy of
table SMT (SP1) with SMT the partial result is stored in SP2 temporarily
and then copied to SP1 to continue path identification from joined partial
result.
Step4 : Finding Associated Info
Various operations that need to be performed during join are listed from line
20- 43. The conditional items are checked and appended to the CombiType
attribute of result line 21 -34. Alternative items if exists in path from source
to destination path is updated with these items. Additional features if any
are added to the result line 41-43. Later SP1 is replaced with SP2 the joined
result of tables and then it repeats till the root node is reached. In the next
stage output is processed to show consumer with all the matched items along
with the segregated details in each path.

7 Framework and Architecture

A framework to process SMap is discussed in this section giving details of mod-
ules in architecture and uses of the proposed architecture. The existing UDDI

SMap Store

Fig. 3. Architecture Diagram for Publishing and Querying SMap

contains BusinessEntity, BusinessService, BindingTemplate, t-Model to capture
the details of service provider and technical details of service. The proposed ar-
chitecture shown in Figure. 3 is an extension to existing uddi supporting SMap
processing. The major components of the architecture are SMapPreprocessor,
SMapManagement and SMapQueryProcessor.

We would explain the architecture for publishing and querying SMap using se-
quence diagram shown in Figure. 4 giving interactions between service provider
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and SMap Editor, consumer and SMapQueryProcessor. A service provider with
service details would create an SMap using Edit module of SMapManagement. It
contains modules for creating, editing and storing SMaps. Once service provider
creates and publishes an SMap, It is validated by validate module. A valid SMap

SMap Management SMapPreprocessor Query Preprocessing

Service Details

Service Provider

Publish SMap XTR

Published

ServiceConsumer
SMap Query

QueryExecution

Query Validation

SMap Create/Edit

PSGenerator

SMapQueryProcessing SMapSelection

SearchServiceItems

Step 1

Step 2

FindServiceDetail

Step 3

FindAssociatedInfo

Step 4

Fig. 4. Sequence Diagram for Publishing and Querying SMap

is in xmi format, SMapXTR component of SMapPreprocessor extracts service
details from xmi and populates them in SMapStore of RDBMS. In this process
preference score is calculated using PSGenerator module of SMapProcessor, on
publishing the control returns back to provider with successfully published mes-
sage. When a consumer queries with a service requirement, query is preprocessed
by QueryPreProcessing module to check for syntax correctness and query type
determination. Later control is given to QueryExecution module, which follows
the steps discussed in algorithm. For executing a query, initially an SMap is
selected for query processing (Step 1) based on PS, In step 2 the service items
are searched in the selected SMap for query items if items are found FindSer-
viceDetail is called in step 3, In step 4 associated information of service items
are tracked using FindAssociatedInfo. Obtained service results along with details
are shown to the consumer for service selection.

8 Conclusion

Webservices, traditionally, are being hosted with reference to their inputs and
outputs, further service protocols were also included both for user reference as
well as service compositions. The aspects we find missing in present form is of
two kinds i.e. inability of a provider in telling about a service that could be
useful to customers; and similarly, possibility of users to specify bit more of its
requirement. The work reported here specifies a service as SMap that essentially
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presents structural description of a service placing its constituents, alternatives
and promotions at places in a specification in form of a graph. It also presents
a means useful to customers to specify queries expressing one’s interest. For
making the proposal workable as well as scalable we have advocated use of well
proven relational database technology for SMap repository. Traversal of a SMap
graph to find match of query items is realised by multiple join operations of
tables populated by SMaps of services. On failure of a match of query items
in a SMap the search of equivalent alternatives in a service are explored. Fur-
ther, system prompts customers of constraints and business promotions if any
to desired query items. The work also discusses on a possible implementation
of idea on presenting sequence diagram of components of the proposed architec-
ture. Further, we would like to implement the idea on jUDDI an open source
webservice hosting system. And also would like to improve on query processing
algorithm for reducing complexity that join operation may render to for large
repository of SMaps.
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Abstract. This work demonstrates use of Materialized Views to enhance query 
performance for partitioned RDF data. Given a query, our system determines 
which views or combinations thereof can be used to answer it. Break- even 
analysis for the proposed system has been done based on view materialization 
and refreshment costs. The system performance was evaluated for 7 query 
types, 3 having Sub-Obj joins. It shows that our approach reduces query 
response time by an average of 26% for all query types w.r.t response time 
using just vertical partitioning. Specifically, for queries with Sub-Obj joins, the 
average reduction is by 37%. On scaling data up 8 times, the reduction 
changed from 37% to 79% for queries with Sub-Obj  joins,  and  from  26%  to  
51%  on  an  average  for  all  query  types. With the proposed technique, 
Semantic Web Applications shall be more interactive since queries having 
Sub-Obj. joins are  expected for them. 

Keywords: Materialized Views, Query Execution, RDF Data, Semantic Web 
Data, Vertical Partitioning. 

1 Introduction 

The  Semantic  Web  is  an  effort  by  the  W3C  to  enable integration and sharing of 
data across different  applications and  organizations  [2]. Due  to   its  increased 
application  in  real  world,  a tremendous  growth  in  semantic  web  data  is being 
seen. To maintain this growth and for realizing the semantic web vision, efficient data 
storage and low query execution time is desired. The Semantic Web data is stored 
using Resource Description Framework (RDF). 

RDF represents data as statements about resources using a graph connecting 
resource nodes and their property values with labeled arcs representing properties. 
Syntactically, this graph can be represented using XML syntax (RDF/XML).This is 
typically the format for RDF data exchange. RDF data is queried using SPARQL. 
In SPARQL, querying documents is based on tree traversal and simple pattern 
matching. Structurally, the RDF graph can be parsed into a series of triples, each 
representing a statement of the form<subject, property, object>. These triples can then 
be stored in a relational database with a three-column schema. This technique is 
known as Triple Store. Trend of using RDBMS for storing RDF data has gained 
momentum [2]. This is because query processing, optimization, and transaction 
management technologies are well developed for RDBMS. 
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Triple store representation is simple and flexible but it suffers with performance 
issue. As there is only a single triple table to store the entire data, complex  
queries will need multiple joins and will result in poor query execution time. To 
overcome the issue of triple store, data partitioning technique is used. The two 
major techniques used are Property Table [7] and Vertical Partitioning [1], [2]. The 
property table technique de- normalizes RDF tables by physically storing them in a 
wider, flattened representation more similar to traditional relational schemas.  
The flattening is based on finding sets of properties that tend to be defined together.  
In Vertical Partitioning technique, we create a two-column table for each  
unique property in the RDF dataset. The first column contains subjects that  
define the property and the second column contains the object values for those 
subjects. Our system uses the technique of vertical partitioning. To enhance  
system performance further, we have used materialized views on top of vertical 
partitioning. 

Views are virtual relations that can be used to speed up query processing. To do 
this, we can pre-compute the view definition and store the result. When the query is 
posed on the materialized view, the equivalent query is executed directly on the pre- 
computed result. This approach, called View Materialization is likely to make queries 
faster. 

The main contributions of this paper are: 1) Use of materialized views to further 
improve query execution time for partitioned data. 2) Analysis of query execution 
times and data scaling for different query types. 3) Determination of feasibility of the 
system based on break-even analysis. 

This paper is organized as follows. The related work in this area is presented in 
section 2. In section 3, preliminaries are discussed, followed by section 4 
describing the system architecture and experimental setup.  Section 5 and 6 contain 
the result, analysis, and conclusion. 

2 Related Work 

Techniques of data partitioning and improvements due to them are discussed by D. 
Abadi [2] and T. Padiya [1]. The property table and vertical partitioning approaches 
both perform a factor of 2-3 times faster than the triple-store approach [2]. But the 
limitations of property table like inability to store multi-valued attributes and wastage 
of storage space due to existence of large number of nulls makes vertical partitioning 
approach more popular. Halevy discusses the different ways of answering queries 
using views in [3]. In his work he discusses two techniques for query optimizing: 
System R approach and Transformational approach. The technique we have used is a 
hybrid of the two. S. Chaudhuri has worked on using materialized views for optimizing 
query performance for traditional RDMS [5]. Use of materialized views for semantic 
web data is not explored yet by others. In our work we have extended S. Chaudhuri’s 
work for Semantic web data. 
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3 Preliminaries 

Inference queries like “suggest friend of a friend” are very common on Semantic Web 
data. Consider a table called “Triples” which has data regarding friends of a subject. In 
“suggest friend of a friend” query, we first need to find friends of the subject from the 
table, and then join this data with the table again to get friend of friend.  In general, 
these queries (e.g., if X is a part of Y and Y is a part of Z then X is a part of Z), are 
evaluated using Sub–Obj joins. The process can be accelerated by storing the result 
beforehand in the form of materialized views which avoids self-joins. The main 
reduction in time by using materialized view based query is because fewer number of 
tuples need to be traversed and fewer number of join operations need to be performed 
at runtime. As views have fewer tuples than the base table because they are formed by 
imposing condition(s) on base table. Also in the views we can store beforehand the 
join outputs in the form of an attribute. 

 

The proposed system takes input as conjunctive queries. A logical conjunctive query 
[5] has the form:    Q(X ) : R1(X1), . . . , Rn(Xn) 

 

Where Q(X) is query’s output and R1 . . . Rn are relation names. The atoms 
R1(X1) , .. ., R(Xn) are the sub-goals in the body of the query. The atom Q(X) is 
called the head of the query, and refers to the answer we require. The tuples X, X1, . . 
. ,Xn contain either variables or constants.  Also the system takes as input set of 
views which are materialized beforehand. 

 

A materialized View V shall be re-written as: V(X) -> L(X,Y), I(X) 
 

Where L(X,Y) is the conjunctive query that defines the view and I(X) is the 
conjunction of inequality constraints [5]. These one level rules are generated from SQL 
definition of the views. All materialized views shall be defined as one-level rules. 

4 System Architecture 

Our system takes in a user query, finds equivalent rewritings for the query, determines 
the most optimal rewriting, and executes the same.  The system architecture is shown 
in Fig. 1. 

There are two inputs to system: RDF data and Query. Section 4.3 discusses  
the FOAF dataset that we have used. As shown in Fig. 1, first we need to convert  
the dataset into triple store and then to Vertically Partitioned Data. We need  
to execute the query for this data. There are two major phases in converting vertically 
partitioned data based query to equivalent materialized view based query. First,  
we create equivalent re- writings of the query using materialized views. For this  
we identify possible ways in which one or more one-level rules can be substituted in 
place of the query’s sub-goals. We have materialized set of views based on the 
frequent queries that social networks get; view materialization process is further  
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described in Section 4.3. In the second phase, we find the optimal re-writing based 
on the cost. The cost that we have considered here is total execution time for a 
rewriting. 

 

Fig. 1. System Architecture 

4.1 Query Re-writing 

Using one-level rules we want to derive queries that are equivalent to the given query 
in the presence of materialized views. The algorithm mentioned in [5] is extended for 
our system. In [5] the authors have considered dangling inequality selection condition 
arising due to substitution of materialized view. This is not required in our case. Thus 
algorithm needs to be modified slightly for partitioned RDF data. In our case the 
substitution algorithm becomes simpler. Also we have considered the case when no 
subgoal that syntactically matches the view definition but materialized view 
substitution is possible. 

 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Algorithm used for query re-writing 
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Each substitution results in a new query, equivalent to the given one. We encode 
the equivalent queries by storing the information about substitutions in the MapTable. 
MapTable is a table with three columns; Deletelist, Addliteral and Renaming. We 
record the information about substitution V(X) -> L(X,Y), I(X) as a triple [L, V, σ] 
stored in the MapTable. The first component “L” denotes the delete-list, list of 
sub- goals to be deleted from the query. The second component “V” denotes the add-
literal, the name of the view to be added in the query. The third component “σ” 
denotes the re- writing rule used for the substitution. The algorithm to generate the 
MapTable is given in Fig.2. 

The rewritings that we get here are equivalent to the original query as both 
returns same bag of tuples, when executed over the database. To make the process 
more efficient, we have associated unique literal-ids with each literal (Relations and 
Views) and we separately maintain a literal table. Thus the table contains literal-id 
and not literal as such. The complexity of this algorithm is O(n2). 

To understand the working of our algorithm, consider the following query: “Find 
the names of friends having email id and homepage”. The logical conjunctive query 
representation is: Query(k,m,h) : Knows(“xyz”,k)  Mbox(k,m) Homepage(k,h)   [here 

‘k’ stands for ‘knows’, ‘m’ stands for ‘e-mail id’ and ‘h’ stands for ‘homepage’.] 

Table 1. Table of Mapping 

1 Knows (“xyz”, k) 
2 Mbox (k, m) 
3 Homepage (k ,h) 
4 View1(s,k,m,h) -> Knows(s,k) Mbox(k,m) Homepage (k,h) 
5 View3(s,k) -> Knows (s,k) 
6 View11(s,k,m) -> Knows(s,k) Mbox (k,m) 
7 View12(s,k,h) -> Knows(s,k) Homepage(k,h) 

Table 2. MapTable 

Deletelist AddLitera Renaming
1,2,3 4 s = “xyz” 
1 5 s = ‟xyz” 
1,2 6 s = ‟xyz” 
1,3 7 s = ‟xyz” 

There are 4 possible equivalent query rewritngs:- 
Query”(k,m,h): View1(“xyz”,k,m,h) 

              : View3(“xyz”,k), Homepage(k,h), Mbox(k,m) 
             : View11(“xyz”,k,m), Homepage(k,h) 
            : View12(“xyz”,k,h), Mbox(k,m) 

Now the task is to find the optimal rewritten query. 
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4.2 Finding the Optimal Re-writing 

After getting the equivalent rewritings we need to select the optimal one. Now if there 
are “n” entries in the MapTable, then there will be “n” rewritings. We consider 
the optimal rewriting as the one with the least execution time. For finding the 
optimal rewriting  we  make  use of the bottom-up approach used by traditional  
Query Optimizer (like System R). The bottom up approach is dynamic programming 
based. We first find the optimal plan for the single literal in the query and then store 
its cost. Next optimal plans for possible single join are evaluated and the cost is 
stored. Then, optimal plans for possible two joins are evaluated by joining literal with 
single join plan and the cost is stored. Similarly the process is continued for 3 joins, 
4 joins and so on. The algorithm that we have used is given in Fig. 3.In the 
algorithm, “qi” is one of the literals in the query. The complexity for this algorithm is 
O (n2n-1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Algorithm used for finding optimal re-writing 

The system maintains a cache of query transformation (from query for Vertically 
Partitioned Database to equivalent rewritten query using Materialized Views) so as to 
make the query processing faster. By this we can avoid the time required to translate 
the query into equivalent rewriting. 

4.3 Experimental Setup 

NetBeans IDE, java 1.6 and Postgres 9.1.3 were used as software tools in a system 
with 2 GB of RAM. Java NetBeans was used to populate data in Postgres. All 
algorithms were implemented in Java. We chose Postgres as the row-store to 
experiment with because Beckmann [4] experimentally showed that it was by far 
more efficient dealing with sparse data than commercial database products. This is 
because Postgres does not waste space storing NULL data. 

DataSet: FOAF [6] dataset from University of Maryland was used as a benchmark for 
experiment. It contains 406540 triples, 550 distinct predicates and 234 unique 
properties. 
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QuerySet: We wanted to check system performance for different query types. Thus 
we have evaluated query execution time for 7 different types of queries. For each 
type, we have considered 3 queries making a total of 21 queries. The 7 types of 
queries are: 1) No Join Queries, 2) Single Join Queries, 3) Multiple Join Queries, 
4) Aggregate Queries, 5) Union Queries, 6) Intersection Queries and 7) Nested 
Queries. Our   system explicitly converts Union, Intersection  and   Nested   queries  
into conjunctive query. Appendix has SQL definition for all the queries that we have 
used. The  queries that  we  have  considered are  the  one  which are  frequent  for  
social network. 

Vertical Partitioning: FOAF data is in RDF triples format. It was then partitioned 
vertically. This was done by considering the different properties of the data. Thus, if 
the data has n distinct properties, the vertically partitioned data will have n number of 
tables, each table having two columns: Subject and its corresponding Object. In 
FOAF data, there are 234 unique properties hence we made 234 vertically partitioned 
tables. 

Materializing Views: For view materialization we have created three PL/pgSQL 
functions: createView, dropView and refreshView. The function createView will see 
if a materialized view with that name is already created. If so, it raises an exception. 
Otherwise, it creates a new table from the view. The function dropView destroys the 
materialized view and function refreshView is called to refresh the materialized views 
so that the data does not become completely stale. This function only needs the name 
of the materialized view. It uses a brute-force algorithm that will delete all the rows 
and reinsert them from the view. 

5 Results and Discussion 

Hot and Cold runs were taken for query evaluation. For our system, hot run denotes 
query execution when the query transformation cache has a transformation for the 
query. Cold run denotes query execution when the cache is empty. Each run was 
taken multiple times for all the queries, and then the Geometric Mean of the run for 
each query was considered as its final execution time. We have considered vertically 
partitioned data’s hot run as it is the best performance for vertically partitioned data. 
We want to compare this best performance with our approaches performances. We 
have also evaluated query performance for scaled data, i.e. for 813080 triple, 1626160 
triple and 3252320 triple. 

5.1 Query Execution Time and Analysis 

Fig. 4 shows query performance of all the queries for vertically partitioned data’s hot 
run and Materialized view based query’s hot and cold run. Fig.4 clearly indicates that 
in all queries the performance is enhanced when we use materialized views over 
partitioned data. 
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Fig. 4. Query Performance Comparison 

Fig. 5 shows the relative gain when materialized views are used in addition to 
vertical partitioning for all the queries. Fig. 5 clearly indicates that we get an average 
gain of 15% in case of cold run of Materialized View based query and we get an 
average gain of 26% in case of hot run of Materialized View based query. We get 
more gain in case of hot run because of the query transformation cache. Hence the 
time spent in converting the query is saved. 

 

Fig. 5. Relative Gain for each query 
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Fig. 6 shows the geometric mean of relative gain for each type of queries that we 
have considered. Fig. 6 clearly indicates that in case of queries without Sub-Obj 
joins (Type1, 4, 5, 6) relative gain is low. The gain that we get in these queries is 
because of the fact that by using materialized views we were able to reduce the 
number of tuples needed to be searched to get the output. 

5.2 Breakeven Analysis 

The break-even analysis depends on materialized view creation time and total 
refreshment time which in turn depend on the number of  tuples in the relations 
inferred by the query and the number of join operations needed to be performed. For 
break-even analysis, we have considered two cases: 1) Hot Run 2) Cold Run. For both 
these cases, we need to consider the frequency of database updating. Now consider 
break-even analysis for a query “Suggest a friend of a friend” as follows:-Table 3 
mentions the costs involved for break-even analysis for this query. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Relative Gain for each query type 

Table 3. Costs for “Suggests Friend of a Friend” query 

  Materialized View Creation Time (MC)= 2356ms 
Materialized View Refreshment Time (MR)=6864ms 
Query exec. time for Vertically Partitioned DB (v) = 1163.33ms            
Query exec. time for MV based query hot run (h) = 729.62ms                    
Query exec. Time for MV based query cold run (c) = 817.6ms 

 

Case 1 (Cold Run). In this case the query transformation cache is not maintained. 

a) The base tables are not updated frequently: This means that the view creation 
time can be considered as the biggest cost. The break-even point will be reached 
when N*v = MC + N*c. Here N is the no. of user queries to be executed to reach 
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the break-even point. Using the values from table 3, the value of N we get is 
6.85. 

b) The base tables are updated frequently: Here the system will take more time to 
reach the break-even point as the view refreshment will have to be done 
frequently and this is costly. The break-even point will be reached when N*v = 
β*MR +N*c. Here N is the no. of user queries to be executed to reach the break- 
even point. β is the no of insert/update/delete queries. After calculation, we 
found the ratio N: β as 19.96 signifying that for 1 insert/delete/update query we 
need at least 20 user queries. 

 
Case 2 (Hot Run). In this case the query transformation cache is maintained. 
a) The base tables are not updated frequently: The break-even point will be reached 

when N*v = MC + N*h. Here N is the no. of user queries to be executed to reach 
the break-even point. After calculation, the value of N as 5.45 

b) The base tables are updated frequently: The break-even point will be reached 
when N*v = β*MR +N*h. Here N is the no. of user queries to be executed to 
reach the break-even point. β is the no of insert/update/delete queries. After 
calculation, we found the ratio N: β as 15.89 signifying that for 1 
insert/delete/update query we need at least 16 user queries. 

Table 4 shows that for all types of queries, the break-even point is reached within a 
maximum of 11 user queries if there is no frequent updating in the base table(s). 
Otherwise the break-even point is reached within a maximum of 25 user queries. 
Now we have chosen queries which are frequent in social network. Since the kind of 
traffic that social network receives is high this number of queries is insignificant. 

Table 4. Breakeven Analysis 

 Case 1 Case 2 
N N:β N N:β

Type 1 
Type 2 
Type 3 
Type 4 
Type 5 
Type 6 
Type 7 

11 
11 
11 
9 
7 
6 

13 

14 
25 
6 

18 
16 
6 

11 

6 
10 
6 
6 
5 
4 
7 

7 
19 
4 

13 
11 
6 
5 

5.3 Data Scaling 

As mentioned earlier, we had scaled the data up to a factor of 8 times in steps of 2. 
Thereafter we ran the same queries and their execution times were recorded. After 
that analysis similar to the one as for the un-scaled data were carried out. Fig. 7 shows 
the gain trend for Materialized Views. In Fig. 7, Voaf4, Vfoaf8, Vfoaf16, Vfoaf32 
implies there are 4lac triples, 8lac triples, 16lac triples, and 32lac triples in the 
database respectively. From the figure we see that on scaling gain increases. It is 
expected that this trend will continue on further scaling. 
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Fig. 7. Gain trends for MV when data is scaled 

In particular, we were interested in performance of queries with Sub-Obj joins 
upon scaling. Fig. 8 shows that for the same increase in data size, gain increases more 
rapidly for queries with Sub-Obj joins. The gain changed from 37% to 79% for 
queries with Sub-Obj joins. Thus gain changes by a factor of 2.1 times when data is 
scaled 8 times. On the other hand, the gain changed from 21% to 33% for queries 
without Sub-Obj joins. Thus, in this case gain changes by a factor of 1.5 times when 
data is scaled 8 times. 

  

Fig. 8. Gain trends for queries with and without Sub-Obj join upon scaling 

In our work, we have considered data scaling only. In our experimentation, 
Postgres row-store RDBMS was used. In row-stores, complete record needs to be 
fetched even if a single attribute is required for query answering. This will be slower 
in comparison to column-stores [8]. In column-stores, each attribute is stored as an 
individual file. Hence, only a particular file needs to be fetched to answer a query 
and not the complete record. In future, we would like to extend our experiment using 
column stores such as MonetDB [9]. 
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6 Conclusion 

This work demonstrates enhancement of query execution timing for partitioned RDF 
data. We have shown that using materialized views, a gain of at least 12% can be 
achieved for any query. We considered different types of queries and showed that our 
approach works best for queries with Sub-Obj join which have an average gain of 
37%. The better performance was because Sub-Obj joins could be pre-computed and 
stored as materialized views. This reduces number of joins in the equivalent query. 
Inference type queries, expected for Semantic Web Applications have many Sub-Obj 
joins. Thus, our system is particularly well suited for such applications. Also our 
system shall make these applications more interactive as it reduces query execution 
time significantly. Break-even analysis shows that the additional costs incurred due to 
materialization are recovered in an average of 10 user queries only. For the kind of 
traffic  social  databases receive, this  number of  user  queries is  insignificant. On 
scaling the data by a factor of 8 times, the gain changes from 37% to 79% over using 
Vertical Partitioning for queries with Sub-Obj joins. The average change in gain for 
all queries was from 26% to 51%. Thus, it can be expected that the system shall have 
excellent results when it is scaled for Big Data. Query performance can further be 
improved by using column–oriented DBMS such as MonetDB. 
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Appendix 

This is the list of 21(3 queries for each 7 types) queries used for experimentation. The sql 
syntax for all the queries for vertically partitioned data is given below. “xyz‟ indicates query 
fired for that particular subject. Query types are as follow: Type-1 [No join query], Type-2 
[Single join query], Type-3 [Multiple joins query], Type-4 [Aggregate queries], Type-5 [Union 
queries], Type-6 [Intersect queries] and Type-7 [Nested queries]. 

 
 

Type 1 (a):find friends of 
‘xyz’ 

Type 1 (b): find spouse of 
‘xyz’ 

Type 1 (c): find hobbies of 
‘xyz’ 

SELECT k.knows    SELECT s.spouseof  SELECT i.interest 
FROM knows k   FROM spouseof s   FROM interest i 
WHERE s.subject='xyz’ WHERE s.subject='xyz’ WHERE s.subject='xyz’ 
   
Type 2 (a):suggest friend of a 
friend of ‘xyz’ 

Type 2 (b): find friends of 
‘xyz’ having photos in jpg 

Type 2 (c): find people having 
mailbox as ‘xyz’ 

SELECT distinct k.subject, k.knows 
as knows, m.knows as foaf 

SELECT distinct d.subject, 
d.depiction 

SELECT k.subject, k.knows, 
m.mbox_sha1sum 

FROM knows k, knows m FROM knows k, depiction FROM knows k, 
 d mbox_sha1sum  
WHERE k.knows=m.subject and 
k.subject='xyz' 

WHERE d.subject=k.knows and 
k.subject='xyz' and d.depiction like 
'%.jpg' 

WHERE k.knows=m.subject and  
m.mbox_sha1sum = 'xyz' 

 
Type 3 (a): find friends of 
‘xyz’ having e-mail id and 
homepage 

 
Type 3 (b): find friends of 
‘xyz’ whose spouse has a 
homepage 

 
Type 3 (c): find homepage of 
friend of a friend of ‘xyz’ 

SELECT k.knows, m.mbox_shasum, 
h.homepage   

SELECT distinct k.subject, k.knows, 
s.spouseof, h.homepage 

SELECT distinct k knows as friend, 
m.knows as foaf, h.homepage 

FROM knows k, mbox_shasum 
m,homepage 

FROM spouseof s, homepage h, 
knows k 

FROM knows k, knows  m, 
homepage  h 

WHERE k.subject='xyz’and 
k.knows=m.subject and 
k.knows=h.subject 

WHERE s.subject=k.knows and 
h.subject=s.spouseof and 
k.subject='xyz' 

WHERE k.subject='xyz' and 
k.knows=m.subject and 
m.knows=h.subject 

   
Type 4 (a): find total number 
of friends of ‘xyz’ 

Type 4 (b): find the total no. 
of homepages of ‘xyz’ 

Type 4 (c): find the no. of 
people having hobby ‘xyz’  

SELECT k.subject, count(k.subject) 
as TotalFriends 

SELECT h.subject, count(h.subject) 
as HP_count 

SELECT i.interest, count(i.interest) 
as People 

 FROM knows k FROM knhomepage h FROM interest i 
WHERE k.subject='xyz' WHERE h.subject='xyz'  WHERE i.interest='xyz’ 
GROUP BY k.subject   GROUP BY h.subject   GROUP BY i.interest  
   
Type 5 (a): find all friends of 
‘xyz’ and ‘abc’ 

Type 5 (b): find all hobbies of 
‘xyz’ and ‘abc’ 

Type 5 (c): find all homepage 
of ‘xyz’ & ‘abc’ 

SELECT k.knows    SELECT i.interest  SELECT h.homepage 
FROM knows k   FROM interest i   FROM homepage h 
WHERE s.subject='xyz'  WHERE i.subject='xyz'  WHERE h.subject='xyz' 
UNION UNION UNION 
SELECT k.knows    SELECT i.interest  SELECT h.homepage 
FROM knows k   FROM interest i   FROM homepage h 
WHERE s.subject='abc'  WHERE i.subject='abc'  WHERE h.subject='abc' 
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Type 6 (a):find mutual friends 
b/w ‘xyz’ and‘abc’ 

Type 6 (b): find common 
interest in one’s circle 

Type 6 (c): find friends who 
share your birthdate. 

SELECT k.knows    SELECT i.interest  SELECT d.dateofbirth 
FROM knows k   FROM interest i   FROM dateofbirth d 
WHERE s.subject='xyz'  WHERE i.subject='xyz'  WHERE d.subject='xyz' 
INTERSECT INTERSECT INTERSECT 
SELECT k.knows    SELECT distinct i.interest SELECT d.dateofbirth 
FROM knows k   FROM interest i, knows k FROM dateofbirth d,knows k 
WHERE s.subject='abc'  WHERE i.subject=k.knows and 

k.subject='abc'  
WHERE k.subject='abc' and 
d.subject=k.knows 

   
Type 7 (a):suggest friend of a 
friend of ‘xyz’ 

Type 7 (b): find friends of 
‘xyz’ whose spouse has a 
homepage 

Type 7 (c): find homepage of 
friend of a friend of ‘xyz’  

SELECT distinct k.knows SELECT distinct h.homepage SELECT distinct h.homepage 
FROM knows k FROM homepage h FROM homepage h 
WHERE k.subject IN 
(SELECT m.knows 

WHERE h.subject IN (SELECT 
s.spouseof 

WHERE h.subject IN 
(SELECT m.knows 

 FROM knows m    FROM spouseof s  FROM knows k, knows m 
WHERE m.subject =’xyz') WHERE s.subject IN 

(SELECT k.knows 
WHERE k.subject=’xyz’) 

  FROM knows k  
 WHERE k.subject='xyz'))  
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Abstract. The search results offered currently by majority of search portals are 
horizontal by nature. This denotes that these search engines intend to index as 
much web pages as possible and present search results based on these web 
pages. These results often offer generalized results. Focused Crawlers were 
built to download web pages relevant only to a pre-specified topic. Searching 
on these kinds of pages is called as Vertical Search, as it attempts to drill down 
on a single topic, rather than exploring a plethora of other pages on web which 
are related to search query in one way or another. In this paper, we propose an 
algorithm which helps a focused crawler decide whether a web page should be 
downloaded on not. The selection algorithm proposed in this paper makes use 
of semantic properties of the content to arrive at a decision.  

Keywords: Semantic web, focused crawling, web mining, information 
retrieval, document vector, ontological domains. 

1 Introduction 

Crawlers are programs that download web pages from a network (mostly World Wide 
Web) and index the information present in them for future searches. Crawlers are 
instrumental in downloading the web page before the search query is fired and 
keeping the information available at the time of query. In the early stages of WWW, 
traditional crawlers were able to cover a vast amount of web pages present on the 
World Wide Web. But now, with exponentially and ever increasing web, it is difficult 
for crawlers to visit every web page. Also, the numbers of power users who know 
exactly what they want to search have also increased significantly. Users are aware of 
the domain in which they want their search results, and want to filter out the results 
from other unnecessary domains. For providing such kind of search results, a focused 
crawler is used. A focused crawler downloads only pages which fall within the 
purview of a pre-defined topic. It reduces the overhead incurred by the crawler to 
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download the pages of domains which are not of current interest. Indexing and 
searching on web pages indexed by focused crawler is called as vertical search. 
Traditional focused crawlers have created class taxonomy for defining the classes 
under which the indexing should be performed. The web pages present in these 
classes are thus downloaded for future use. In this paper, we have employed semantic 
metadata as the parameter for evaluating the relevance of a web page. The proposed 
algorithm decides the inclusion or exclusion of a web page for indexing on the basis 
of vectors constructed out of semantic metadata. 

2 Related Work 

Focused crawling has been researched extensively regarding their crawl efficiency, 
harvest rate and network bandwidth usage. Giles and Tsioutsiouliklis [1] studied the 
different strategies of focused crawling, and came up with an evolving algorithm 
which finds links having good authority on the topic. They calculated hubs and 
authorities, and set the crawl directions based on these pages. Chakrabarti, Van den 
Berg and Dom[2] designed a focused crawler consisting of a classifier, distiller and a 
crawler module. The classifier categorizes the web page according to a category 
taxonomy created beforehand by the system. Relevance of a page is calculated on the 
basis of hypertext classifier, which induces a hierarchical partition of data set. This 
often results in categorizing the content in a single taxonomy structure, whereas the 
content might have information pertaining to different subjects. Ehrig and 
Maedche[3] went on to use a pre-defined ontology to classify the web-page. This 
crawler has better harvest rate than taxonomy based crawlers, but relied heavily on 
the given ontology for analyzing content. Guilherme et al[4] used genres of topics in 
implementing focused crawl. They analyzed the content of the page, compared it 
against a single domain, and selected the page if it matched with the specified 
domain. It had the limitation of defining a topic genre beforehand, and each new 
crawl needed creation of genres of the topics. An interesting novel approach was used 
by Almpanidis, Kotropoulos and Pitas [5], where content- and link-based techniques 
were used for both the classifier and the distiller, resulting in efficient crawls. Pattern 
matching was successfully employed by Kozanidis [6] in training the crawler to 
download the web pages having semantic correlation with the pattern. In this paper, 
we have tried to base the focused crawl based on the semantic data present in the 
content. Semantic metadata is used for arriving at selection criteria, instead of 
taxonomy tables and keyword parameters.  

3 Problem Description 

An algorithm is to be developed which could be easily embedded into the classifier of 
a focused crawler. The algorithm should clearly demarcate the relevant and irrelevant 
web-pages from the perspective of the current crawl conditions. The algorithm should 
work with various combinations of seed URLs to generate uniformly accurate results. 
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It should also provide leeway for the developer to specify the degree of similarity 
between the seed URLs and the visited web pages.  

4 Proposed System 

4.1 Requirements 

A system is proposed which uses a basic web crawler implementing the newly 
developed algorithm. The algorithm used to create semantic vector is developed by 
Mukhopadhyay and Wadwekar[7], in their ranking algorithm. These vectors represent 
the multi-dimensional topics present in a document in a clear and concise manner. 
Any generic document vector is created in following manner -   

Generic Semantic Vector Equation 

The vectors are constructed on the basis of semantic metadata present in the content 
of the given web page. All the major domains and the topics present in the document 
are extracted and are correspondingly converted into vector form, so that they can be 
used in future for calculations. Any content/text can be logically said to contain these 
two entities -  

1. Ontological Domain  - This includes the broad topic in which the content 
falls. (For eg – Technology, Business Finance, Entertainment etc.). Any 
document/web-page would contain information of one domain, or at the 
most two domains. 

2. Social Contexts/Topics – These are the main topics which are covered in the 
content. These topics summarize the crux of the web-page. The terms which 
are extracted under this head are the actual subject areas which are 
mentioned in the page. 

For extracting these entities from any page/document, the content of the document is 
first parsed from the web-page, and is sent to a web service (OpenCalais) for semantic 
metadata extraction. The web service uses natural language processing and machine 
learning to extract rich semantic metadata from the submitted content. The data from 
the web service can be retrieved in different formats – RDF or JSON. For example, 
when an article of ‘Abraham Lincoln’ is submitted for semantic metadata extraction, 
the results returned are (Table 1) -  

Table 1. Semantic information extracted from a web-page containing article of ‘Abraham 
Lincoln’ - 

Type Term 

Domain Politics 

Domain Social Issues 

Topic History of United States 

Topic 19th Century in United States 
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The major ontological domains which were present in the above article were of 
‘Politics’ and ‘Social Issues’. These are broad areas which were present in the 
content. Various topics which must have been mentioned are of ‘American Civil 
War’, ‘United States Presidential Election’, etc.  

The vector of any document is represented in the form of: 
 

= (a. 1 + b. 2 +…. + n. ) + (p. 1 + q. 2 + … + z. 3) 
                        =  +  

 
Where 1, 2,  are unit vectors of ontological domains and a, b, c are the weights 
associated with them. 1, 2,  are unit vectors of topics, and p, q, z are their 
respective weights.  and   are simplified generic vectors representing the 
ontological domain and topic of the concerned document. For example, according to 
the semantic information extracted in the above table, the semantic vector of the 
document would be– 
 1 = (a. 1 + b. 2) + (p. 1 + q. 2 + r. 3 + s. 4 + u. 5 + v. 6 ) 

 
Where 1 is unit vector of domain ‘Politics’, 2 is unit vector for domain ‘Social 
Issues’, 1 is unit vector for topic ‘History of United States’ and so on. 

The proximity or nearness between any two documents can be calculated by taking 
the dot product of two documents’ vectors: 
 1. 2 

 
Since any vector has two different entities present in them – domains and topics, the 
dot product would also yield the result of ‘Domain’ vector and Topic’ vector 
separately.  
 

a.  + b.  
 

Domain/Topic Coefficient Calculation 

The value of weight coefficient associated with any domain/topic can be calculated 
using different methods. One method of calculating topic weights is described below. 
For example,  
 1 = (a. 1 + b. 2 +…. + n. ) + (s. 1 + q. 2 + … + z. 3) 

 
The value of coefficient ‘s’ can be calculated as: 

s=∑ (Keywords found in the content which can grouped                                          
under 1) 

This type of weight assignment required natural language processing, since the 
assigning keyword under a particular topic is subjective process, and depends on the 
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context in which the said keyword is used. A keyword, for example ‘apple’ can be 
grouped under ‘fruit’ or ‘corporation’ depending upon its relative usage in the 
document.  

The weight of a domain coefficient can be calculated as – 
 

b= ∑ (Topics of 2 ) 
 

Every topic which is extracted from a piece of information can be grouped under a 
broader ontological domain. The weight of any domain found in a document can 
simply be calculated by adding the number of that specific domain’s topics present in 
the document. One more way to determine the domain weights can be: 

a= ∑ (Topics coefficients)/ Number of Topics 

In above formula, the topics considered are the only ones which fall in the domain, 
and the topic coefficients are the weights calculated in the previous section. This 
formula will tend to accurately depict the domain coefficient in cases where the 
content is heavily based on a single domain. In the simulation described below, the 
value of coefficients is set as 1 by default. 

The weight of topic coefficients can be derived by interpreting the significance of 
the topic in context to the particular document. This can be determined while 
semantic metadata extraction is performed. 

Centroid and Crawl Radius Creation 

Focused crawler requires initial web URLs to initiate the crawl. These URLs are 
called as seed URLs, and are fed into the crawler manually. These URLs reflect the 
nature of content the user wants to download from the focused crawler. Focused 
Crawlers then visit these pages, download their content, and then proceeds to 
download the web pages from the links found in these seed URLs. In a traditional 
crawler, the harvest rate of a crawler drops after few thousand visits, as the links 
contained in these web-pages do not content similar to seed URLs. Also, even if the 
meaning of the content is similar, the classifier of the focused crawler is not able to 
recognize it due to lack in keyword matches. Thus, even web-pages with high degree 
of content match get filtered due to mismatch between the keywords or classes of 
seed URLs and the web page visited. In this paper, a new algorithm is proposed which 
compares the semantic meaning of the web-page against a centroid vector constructed 
from the seed URLs. The centroid construction and crawl radius derivation process is 
described as follows –  

• The crawler will visit the web pages mentioned in the seed URLs and 
download their content. 

• Semantic metadata is extracted from the content of all the seed URLs. 
• Domain vectors for all the seed URLs are constructed based on the extracted 

data. 
• Centroid vector of URL vectors is calculated as –  
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 = f ( 1 , 2 + …. , ) 
 
where  
f ( 1 , 2  can be simplified as –  
 1 + 2 + ….. +  +…….+ , 

 1  a. 1   c. 2  .  m.   s. 1   q. 2   …  y.  
and,  2  b. 1   d. 2  .  n.   u. 1   v. 2   …  z.  

• Similarly, centroid vector of multiple seed URLs is calculated using the 
below formula –  

 = 1 + …   +  

 1 + … +  

 
where 1,  are different domains found in the content of seed URLs, and 1,  are different topics. a1, a2 are the respective domain weight 
coefficients of domains in their respective vectors.  

• If any domain or topic is present in one vector and not present in another 
vector, then the weight coefficient of vector in which it is absent is taken to 
be 0. 

• This centroid vector, , is the accurate description of nature of the content 
present in web pages of all seed URLs. 

• For calculating the crawl radius, the distances of the above considered 
domain vectors are calculated with respect to the newly constructed centroid 
vector. The distance between any two vector is given by taking their dot 
products –  
 

Dist ( 1 , 2 ) = 1. 2 
 

• This would compute a higher degree of proximity for vectors having similar 
content.  

• In the above said manner, distance of all the vectors (constructed from seed 
URLs) is calculated. Let these distances be (dist)1, (dist)2 ,…., (dist)n. 

• Crawl radius is derived from these distances as –  
 

Cr = (dist)max + Af 
where Cr is the crawl radius, 
(dist)max is the maximum distance present in the above calculated distance, 
Af  = Adjustment Factor 

• Adjustment factor is initially a user decided value, manually entered in the 
system, which states the maximum allowed divergence in the selection 
criteria. 

• The crawl radius can be depicted as (Figure 1) –  
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c. Pass the content downloaded to the web service for domain and topic 
extraction. 

d. Create domain vectors of all the web – pages. Vi , i = 1 to n. 

e. Calculate centroid vector Vc of above vectors. 

f. Determine the largest distance of Vc from the above vectors – dist(largest) 

g. Compute adjustment factor Af depending upon the rigidity of proximity 
required in the crawl 

h. Calculate crawl radius as – Cr = dist(largest) + Af 

i. Establish the crawl boundary and start visiting other pages. 

5 Experimental Results 

The developed algorithm is implemented and run with two different set of URLs, and 
result generated is analyzed. As mentioned earlier, the crawl is restricted to Wikipedia 
web pages, due to their well-structured nature (making it easier to extract metadata). The 
seed URLs for the first crawl are pages having content related to computer programming. 
The seed URLs are articles having content of following topics (Table 2) -   

Table 2. Seed URLs – Set 1 

Seed URL article headings 

AMOS (Programming language) 

Computer programming 

B (Programming language) 

Fourth generation programming languages 

The centroid vector of the above mentioned seed URLs is the mean of all the 
vectors of their contents. Some of the unit vectors in the centroid for this particular 
case (Table 3) –  

Table 3. Some unit vectors present in centroid vector 

Type Unit Vector 

Domain Technology Internet 

Topic Curly bracket programming languages 

Topic Programming paradigms 

Topic Procedural programming languages 
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The graph shows that the crawler picked up pages in skewed manner. It initially 
picked up around 4 pages per 500 visited, then its rate dropped to around 1 page per 
500 visited. 

To demonstrate that the algorithm works well with all set of seed URLs, a different 
set was selected to be fed into the crawler. Second set of seed URLs consisted were –  

Table 5. Seed URLs - Set 2 

Seed URL article headings 

Religion and mythology 

Sermon on the mount 

Last supper 

Bible 

This set of seed URLs was purposefully selected to be different from previous set, 
which was related to technology. The crawl is initiated with these seed URLs, and the 
Adjustment Factor, Af, in crawl radius is made large to allow flexibility during crawl. 
This would allow the crawl the focused crawler to digress a little from the centroid 
vector, and select pages with greater distances as well. The pages selected by the 
focused crawler from this set of seed URLs are –  

Table 6. Pages selected by focused crawler - Set 2 

Seed URL article headings 

Afterlife 

Abraham 

Ambrosians 

Book of Jonah 

Council of Trent 

The selected pages have content with high degree of proximity with the initial 
URLs. This crawl selected 255 web pages for seed URL set relating to ‘religion’ 
domain. Since adjustment factor had been kept lax, the crawl radius computed in this 
case was greater than computed in previous case. This led to selection of more 
number of articles (compared to previous 40). The page selection pattern by focused 
crawler in this scenario was –  
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