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1 Quadratic Forms

All three gems in probability theory—the law of large numbers, the central limit
theorem and the law of the iterated logarithm—concern the asymptotic behavior of
the sums of random variables. It would be natural to extend the results to functionals
of the sums, in particular to quadratic forms. Moreover, in mathematical statistics
there are numerous asymptotic problems which can be formulated in terms of
quadratic or almost quadratic forms. In this article we review the corresponding
results with rates of convergence. Some of these results are optimal and could not
be further improved without additional conditions. The review does not pretend to
completely illuminate the present state of the area under consideration. It reflects
mainly the authors interests.

Let X;X1;X2; : : : be independent identically distributed random elements with
values in a real separable Hilbert spaceH . The dimension ofH , say dim.H/, could
be either infinite or finite. Let .x; y/ for x; y 2 H denote the inner product inH and
put jxj D .x; x/1=2. We assume that EjX1j2 < 1 and denote by V the covariance
operator of X1:

.Vx; y/ D E.X1 � EX1; x/.X1 � EX1; y/:

Let �21 � �22 � : : : be the eigenvalues of V and let e1; e2; : : : be the corresponding
eigenvectors which we assume to be orthonormal.

For any integer k > 0 we put

ck.V / D
kY

1

��1
i ; ck.V / D .

kY

1

��1
i /.k�1/=k: (1)

In what follows we use c and c.�/, with or without indices, to denote the absolute
constants and the constants depending on parameters in brackets. Except for ci .V /
and ci .V / the same symbol may be used for various constants.

We define

Sn D n�1=2��1
nX

iD1
.Xi � EXi/;

where �2 D EjX1 � EX1j2. Without loss of generality we may assume that
EX1 D 0 and EjX1j2 D 1. The general case can be reduced to this one considering
.Xi � EXi/=� instead of Xi , i D 1; 2; : : : . Let Y be H -valued Gaussian .0; V /
random element. We denote the distributions of Sn and Y by Pn andQ respectively.

The central limit theorem asserts that

Pn.B/ �Q.B/ ! 0

for any Borel set B in H provided Q.@B/ D 0, where @B is the boundary of B .
The estimate of the rate of convergence in the central limit theorem is an estimate
of the quantity supA jPn.A/ �Q.A/j for various classes A of measurable sets A.
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The most famous is the Berry-Esseen bound (see [5, 9]) when H D R, i.e.
dim.H/ D 1, and A D A1 D f.�1; x/; x 2 Rg:

sup
A1

jPn.A/�Q.A/j � c
EjX1j3p

n
: (2)

The bound is optimal with respect to dependence on n and moments of X1. The
lower bound for the constant c in (2) is known (see [11]):

c � 3C p
10

6
p
2�

D 0:40 : : :

The present upper bounds for c W c � 0:47 : : : (see [41, 43]) still differ from the
lower bound slightly.

In the multidimensional case whenH D Rd , i.e. dim.H/ D d > 1, it is possible
to extend the class A to the class of all convex Borel sets in H and to get a bound
(see e.g. [2, 33])

sup
A

jPn.A/�Q.A/j � c
p
d

EjX1j3
�3d

p
n
:

If we consider an infinite dimensional space H and take A as the class of all
half-spaces in H then one can show (see e.g. pp. 69–70 in [34]) that there exists a
distribution of X1 such that

sup
A

jPn.A/�Q.A/j � 1=2: (3)

Therefore, in the infinite dimensional case we can construct upper bound for
supA jPn.A/ � Q.A/j provided that A is a relatively narrow class, e.g. the class
of all balls B.a; x/ D fy W y 2 H and jy � aj2 � xg with fixed center a or the class
of all balls with fixed bounded radius

p
x. However, the good news are that the

numerous asymptotic problems in statistics can be reformulated in terms of these or
similar classes (see e.g. Sect. 2).

Put for any a 2 H
F.x/ D Pn.B.a; x//; F0.x/ D Q.B.a; x//; ın.a/ D sup

x

jF.x/ � F0.x/j:

According to (3) it is impossible to prove upper bound for supa ın.a/which tends
to 0 as jaj ! 1. The upper bound for ın.a/ should depend on a and becomes in
general bad as jaj grows.

The history of constructing bounds for ın.a/ in the infinite dimensional case can
be divided roughly into three phases: proving bounds with optimal

– Dependence on n;
– Moment conditions;
– Dependence on the eigenvalues of V .

The first phase started in the middle of 1960s in the twentieth century with
bounds of logarithmic order for ın.a/ (see [27]) and ended with the result:
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ın.a/ D O.n�1=2/;

due to Götze [12], which was based on a Weyl type symmetrization inequality (see
Lemma 3.37 (i) in [12]):

Let X; Y;Z be the independent random elements in H . Then

E expfi� jX C Y CZj2g � .E expf2i�.eX;eY //1=4; (4)

where eX is the symmetrization of X , i.e eX D X � X 0 with independent and
identically distributed X and X 0. The main point of the inequality is that it enables
us to reduce the initial problem with non-linear dependence on X in power of exp
to linear one. The inequality since then has been successfully applied and developed
by a number of the authors.

The second phase of the history finished with a paper by Yurinskii [48] who
proved

ın.a/ � c.V /p
n
.1C jaj3/ EjX1j3;

where c.V / denotes a constant depending on V only. The Yurinskii result has the
optimal dependence on n under minimal moment condition but dependence of c.V /
on characteristics of the operator V was still unsatisfactory.

At the end of the third phase it was proved (see [28, 36, 39])

ın.a/ � c c6.V /p
n

.1C jaj3/ EjX1j3; (5)

where c6.V / is defined in (1). It is known (see Example 3 in [38]) that for any
c0 > 0 and for any given eigenvalues �21 ; : : : ; �

2
6 > 0 of a covariance operator V

there exist a vector a 2 H D R7; jaj > c0; and a sequence X1;X2; : : : of i.i.d.
random elements in H D R7 with zero mean and covariance operator V such that

lim inf
n!1

p
n ın.a/ � c c6.V / .1C jaj3/ EjX1j3: (6)

Due to (6) the bound (5) is the best possible in case of the finite third moment of jX1j.
For further refinements see e.g. [40]. For the results for the case of non-identically
distributed random elements in H see [44].

At the same time better approximations for F.x/ are available when we use for
approximation an additional term, say F1.x/, of its asymptotic expansion. This term
F1.x/ is defined as the unique function satisfying F1.�1/ D 0 with the Fourier-
Stieltjes transform equal to

OF1.t/ D � 2t2

3
p
n

Eeft jY � aj2g �3.X; Y � a/jX j2

C2it.X; Y � a/3� : (7)

Here and in the following X and Y are independent and we write efxg D expfixg:
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In case dim.H/ < 1 the term F1.x/ can be defined in terms of the density
function of the normal distribution (see [6]). Let ' denote the standard normal
density in Rd . Then the density function p.y/ of the normal distribution Q is
defined by p.y/ D '.V �1=2y/=

p
detV ; y 2 Rd . We have

F1.x/ D 1

6
p
n
�.Ax/; Ax D fu 2 Rd W ju � aj2 � xg

with the signed measure

�.A/ D
Z

A

Ep
000

.y/X3 dy for the Borel sets A � Rd

and

p
000

.y/ u3 D p.y/.3.V �1u; u/.V �1y; u/ � .V �1y; u/3/

is the third Frechet derivative of p in the direction u.
Introduce the error

�n.a/ D sup
x

jF.x/ � F0.x/ � F1.x/j:

Note, that OF1.t/ D 0 and hence F1.x/ D 0 when a D 0 or X has a symmetric
distribution, i.e. when X and �X are identically distributed. Therefore, we get

�n.0/ D ın.0/:

Similar to the developments of the bounds for ın.a/ the first task consisted in
deriving the bounds for �n.a/ with the optimal dependence on n. Starting with a
seminal paper by Esseen [10] for the finite dimensional spaces H D Rd ; d < 1;

who proved

�n.0/ D O.n�d=.dC1//; (8)

a comparable bound
�n.0/ D O.n�� /

with � D 1� " for any " > 0 was finally proved in [12,13], based on the Weyl type
inequalities mentioned above. Further refinements and generalizations in the case
a ¤ 0 and � < 1 are due to Nagaev and Chebotarev [29], Sazonov et al. [35].

Note however, that the results in the infinite dimensional case did not even
yield (8) as corollary when �dC1 D 0, i.e. dim.H/ D d . Only 50 years after
Esseen’s result the optimal bounds (in n) were finally established in [3]
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�n.0/ � c.9; V /

n
EjX1j4; (9)

�n.a/ � c.13; V /

n
.1C jaj6/ EjX1j4; (10)

where c.i; V / � expfc��2
i g; i D 9; 13; and in the case of the bound (9) it was

additionally assumed that the distribution of X1 is symmetric. In order to derive
these bound new techniques were developed, in particular the so-called multiplica-
tive inequality for the characteristic functions (see Lemma 3.2, Theorem 10.1 and
formulas (10.7)–(10.8) in [4]):

Let '.t/; t � 0; denote a continuous function such that 0 � ' � 1. Assume that

'.t/ '.t C �/ � �Md .�;N /

for all t � 0 and � > 0 with some � � 1 independent of t and � , where

M.t; n/ D 1=
p

jt jnC
p

jt j for jt j > 0:

Then for any 0 < B � 1 and N � 1

Z 1

B=
p
N

'.t/

t
dt � c.s/ � .N�1 C .B

p
N/�d=2/ for d > 8: (11)

The previous Weyl type inequality (4) gave the bounds for the integrals

Z

D.n;�/

Eeft jSn � aj2g
jt j dt

for the areas D.n; �/ D ft W n1=2 < jt j � n� g with � < 1 only, while (11) enables
to extend the areas of integration up to � D 1.

The bounds (9) and (10) are optimal with respect to the dependence on n [14]
and on the moments. The bound (9) improves as well Esseen’s result (8) for the
Euclidean spaces Rd with d > 8. However, the dependence on covariance operator
V in (9), (10) could be improved. Nagaev and Chebotarev [30] considered the case
a D 0 and got a bound of type (9) replacing c.9; V / by the following function c.V /:

c.V / D c
�
c13.V /C .c9.V //

4=9��6
9

�
;

where c13.V / and c9.V / are defined by (1). The general case a ¤ 0 was considered
in [31] (see their Theorem 1.2). The Nagaev and Chebotarev results improve the
dependence on the eigenvalues of V (compared to (10)) but still require that �13 > 0
instead of the weaker condition �9 > 0 in (9). However, it follows from Lemma 2.6
in [17] that for any given eigenvalues �21 ; : : : ; �

2
12 > 0 of a covariance operator V
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there exist a 2 H D R13; jaj > 1; and a sequence X1;X2; : : : of i.i.d. random
elements in H D R13 with zero mean and covariance operator V such that

lim inf
n!1 n �n.a/ � c c12.V / .1C jaj6/ EjX1j4: (12)

The bound with dependence on 12 largest eigenvalues of the operator V was
obtained only in [46] (for the first version see Corollary 1.3 in [17]). Moreover,
in [46] the dependence on the eigenvalues is given in the bound in the explicit form
which coincides with the form given by the lower bound (12):

Theorem 1.1. There exists an absolute constant c such that for any a 2 H

�n.a/ � c

n
� c12.V / � �EjX1j4 C E.X1; a/4

�

��1C .Va; a/
�
; (13)

where c12.V / is defined in (1).

According to the lower bound (12) the estimate (13) is the best possible in the
following sense:

– It is impossible that �n.a/ is of order O.n�1/ uniformly for all distributions of
X1 with arbitrary eigenvalues �21 ; �

2
2 ; : : :;

– The form of the dependence of the right-hand side in (13) on the eigenvalues of
V , on n and on EjX1j4 coincides with one given in the lower bound.

For earlier versions of this result on the optimality of 12 eigenvalues and a
detailed discussion of the connection of the rate problems in the central limit
theorem with classical lattice point problems in analytic number theory, see the
ICM-1998 Proceedings paper by Götze [14], and also Götze and Ulyanov [17].

Note however, that in the special ‘symmetric’ cases of the distribution of X1 or
of the center, say a, of the ball, the number of the eigenvalues which are necessary
for optimal bounds may well decrease below 12. For example, when E.X; b/3 D 0

for all b 2 H , by Corollary 2.7 in [17], for any given eigenvalues �21 ; : : : ; �
2
8 > 0

of a covariance operator V there exists a center a 2 H D R9; jaj > 1; and a
sequence X;X1;X2; : : : of i.i.d. random elements in H D R9 with zero mean and
the covariance operator V such that

lim inf
n!1 n �n.a/ � c c8.V / .1C jaj4/ EjX1j4:

Hence, in this case an upper bound of order O.n�1/ for�n.a/ has to involve at least
the eight largest eigenvalues of V .

Furthermore, lower bounds for n�n.a/ in the case a D 0 are not available. A
conjecture, see [14], said that in that case the five first eigenvalues of V suffice.
That conjecture was confirmed in Theorem 1.1 in [19] with result �n.0/ D O.n�1/
provided that �5 > 0 only. Note that for some centered ellipsoids in Rd with d � 5
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the bounds of order O.n�1/ were obtained in [18]. Moreover, it was proved recently
(see Corollary 2.4 in [20]) that even for a ¤ 0 we have �n.a/ D O.n�1/ when
H D Rd ; 5 � d < 1; and the upper bound for �n.a/ is written in the explicit
form and depends on the smallest eigenvalue �d (see Theorem 1.4 in [21] as well).
It is necessary to emphasize that (13) implies�n.a/ D O.n�1/ for general infinite
dimensional space H with dependence on the first twelve eigenvalues of V only.

The proofs of the recent results due to Götze, Ulyanov and Zaitsev are based on
the reduction of the original problem to lattice valued random vectors and on the
symmetrization techniques developed in a number of papers, see e.g. Götze [12],
Yurinskii [48], Sazonov et al. [35–37], Götze and Ulyanov [17], Bogatyrev et al.
[7]. In the proofs we use also the new inequalities obtained in Lemma 6.5 in [20]
and in [16] (see Lemma 8.2 in [20]). In fact, the bounds in [20] are constructed
for more general quadratic forms of the type .Qx; x/ with non-degenerate linear
symmetric bounded operator in Rd .

One of the basic lemma to prove (13) is the following (see Lemma 2.2 in [17]):
Let T > 0; b 2 R1; b ¤ 0, l be an integer, l � 1, Y D .Y1; : : : ; Y2l /

be a Gaussian random vector with values in R2l I Y1; : : : ; Y2l be independent and
EYi D 0, EY 2i D �2i for i D 1; 2; : : : ; 2l ; �21 � �22 � � � � � �22l > 0 and a 2 R2l .
Then there exists a positive constant c D c.l/ such that

ˇ̌ Z T

�T
sl�1E expfisjY C aj2geibsds

ˇ̌� c

2lY

jD1
��1
j :

For non-uniform bounds with 12 eigenvalues of covariance operator V see [7].
For estimates for the characteristic functions of polynomials (of order higher

than 2) of asymptotically normal random variables see [22], for related results see
also [23].

2 Applications in Statistics: Almost Quadratic Forms

In this section we consider the accuracy of approximations for the distributions of
sums of independent random elements in k � 1-dimensional Euclidian space. The
approximation is considered on the class of sets which are “similar” to ellipsoids. Its
appearance is motivated by the study of the asymptotic behavior of the goodness-
of-fit test statistics—power divergence family of statistics.

Consider a vector .Y1; : : : ; Yk/T with multinomial distributionMk.n; �/, i. e.

Pr.Y1 D n1; : : : ; Yk D nk/ D

8
ˆ̂<

ˆ̂:

nŠ
Qk
jD1.�

nj
j =nj Š/; nj D 0; 1; : : : ; n .j D 1; : : : ; k/

and
Pk
jD1 nj D n;

0; otherwise,
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where � D .�1; : : : ; �k/
T ; �j > 0;

Pk
jD1 �j D 1. From this point on,

we will assume the validity of the hypothesis H0W� D p. Since the sum of
ni equals n, we can express this multinomial distribution in terms of a vector
Y D .Y1; : : : ; Yk�1/ and denote its covariance matrix 	. It is known that so defined
	 equals .ıji pi � pipj / 2 R.k�1/�.k�1/. The main object of the current study is the
power divergence family of goodness-of-fit test statistics:

t
.Y / D 2


.
C 1/

kX

jD1
Yj

2

4
 
Yj

npj

!

� 1

3

5 ; 
 2 R;

When 
 D 0;�1, this notation should be understood as a result of passage to the
limit.

These statistics were first introduced in [8] and [32]. Putting 
 D 1; 
 D �1=2
and 
 D 0 we can obtain the chi-squared statistic, the Freeman-Tukey statistic, and
the log-likelihood ratio statistic respectively.

We consider transformation

Xj D .Yj � npj /=
p
n; j D 1; : : : ; k; r D k � 1; X D .X1; : : : ; Xr/

T :

Herein the vector X is the vector taking values on the lattice,

LD
�

x D .x1; : : : ; xr /
T I x D m � npp

n
; p D .p1; : : : ; pr /

T ; m D .n1; : : : ; nr /
T

�
;

where nj are non-negative integers.
The statistic t
.Y / can be expressed as a function of X in the form

T
.X/ D 2n


.
C 1/

2

4
kX

jD1
pj

 �
1C Xjp

npj

�
C1
� 1

!3

5 ; (14)

and then, via the Taylor expansion, transformed to the form

T
.X/ D
kX

iD1

 
X2
i

pi
C .
 � 1/X3

i

3
p

np2
i

C .
 � 1/.
 � 2/X4
i

12p3i n
CO

�
n�3=2�

!
:

As we see the statistics T
.X/ is “close” to quadratic form

T1.X/ D
kX

iD1

X2
i

pi
;

considered in Sect. 1.
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We call a set B � Rr an extended convex set, if for for all l D 1; : : : ; r it can be
expressed in the form:

B D fx D .x1; : : : ; xr /
T W
l.x�/ < xl < �l.x�/ and

x� D .x1; : : : ; xl�1; xlC1; : : : ; xr /T 2 Blg;

where Bl is some subset of Rr�1 and 
l.x�/; �l .x�/ are continuous functions on
Rr�1. Additionally, we introduce the following notation

Œh.x/�
�l .x

�/


l .x�/
D h.x1; : : : ; xl�1; �l .x�/; xlC1; : : : ; xr /

�h.x1; : : : ; xl�1; 
l .x�/; xlC1; : : : ; xr /:

It is known that the distributions of all statistics in the family converge to chi-
squared distribution with k � 1 degrees of freedom (see e.g. [8], p. 443). However,
more intriguing is the problem to find the rate of convergence to the limiting
distribution.

For any bounded extended convex set B in [47] it was obtained an asymptotic
expansion, which in [42] was converted to

Pr.X 2 B/ D J1 C J2 CO.n�1/: (15)

with

J1 D
Z

� � �
Z

B

�.x/

�
1C 1p

n
h1.x/C 1

n
h2.x/

�
dx; where

h1.x/ D �1
2

kX

jD1

xj

pj
C 1

6

kX

jD1
xj

�
xj

pj

�2
;

h2.x/ D 1

2
h1.x/

2 C 1

12

0

@1 �
kX

jD1

1

pj

1

AC 1

4

kX

jD1

�
xj

pj

�2
� 1

12

kX

jD1
xj

�
xj

pj

�3
I

J2 D � 1p
n

Xr

lD1 n
�.r�l/=2X

xlC12LlC1

� � �
X

xr2Lr
�Z

� � �
Z

Bl

ŒS1.
p
nxl C npl/�.x/�

�l .x
�/


l .x�/
dx1; � � � ; dxl�1

	
I (16)
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Lj D
�

xW xj D nj � npjp
n

; nj and pj defined as before

�
I

S1.x/ D x � bxc � 1=2; bxc is the integer part of xI

�.x/ D 1

.2�/r=2j	j1=2 exp

�
�1
2

xT	�1x
�
:

In [47] it was shown that J2 D O.n�1=2/.
Using elementary transformations it can be easily shown that the determinant of

the matrix 	 equals
Qk
iD1 pi .

In [47] it was also examined the expansion for the most known power divergence
statistic, which is the chi-squared statistic. Put B
 D fx j T
.x/ < cg. It is easy to
show thatB1 is an ellipsoid, which is a particular case of a bounded extended convex
set. Yarnold managed to simplify the item (16) in this simple case and converted the
expansion (15) to

Pr.X 2 B1/ D Gr.c/C .N 1 � nr=2V 1/e�c=2
.�

.2�n/r
Yk

jD1 pj
�1=2

CO.n�1/; (17)

where Gr.c/ is the chi-squared distribution function with r degrees of freedom;N1

is the number of points of the lattice L in B1; V 1 is the volume of B1. Using the
result from Esseen [10], Yarnold obtained an estimate of the second item in (17) in
the formO.n�.k�1/=k/. If we estimate the second term in (17) taking the result from
Götze [15] instead of Esseen’s one from Esseen [10] we get (see [18]) in the case of
the Pearson chi-squared statistics, i.e. when 
 D 1, that for r � 5

Pr.X 2 B1/ D Gr.c/CO.n�1/:

In [42] it was shown that, when 
 D 0; 
 D �1=2, we have

J1 D Gr.c/CO.n�1/

J2 D .N 
 � nr=2V 
/ e�c=2ı
�
.2�n/r

Yk

jD1 pj
�1=2

C o.1/; (18)

V 
 D V 1 CO.n�1/:

These results were expanded by Read to the case 
 2 R. In particular, Theorem 3.1
in [32] implies

Pr .T
 < c/ D Pr
�
�2r < c

�C J2 CO
�
n�1� : (19)

This reduces the problem to the estimation of the order of J2.
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It is worth mentioning that in [42] and in [32] there is no estimate for the
residual in (18). Consequently, it is impossible to construct estimates of the rate
of convergence of the statistics T
 to the limiting distribution, based on the simple
representation for J2 initially suggested by Yarnold.

In [45] and in [1] the rate of convergence for the residual in (18) was obtained
for any power divergence statistic. Then we constructed an estimate for J2 based on
the fundamental number theory results of Hlawka [25] and Huxley [26] about an
approximation of a number of the integer points in the convex sets (more general
than ellipsoids) by the Lebesgue measure of the set.

Therefore, one of the main point is to investigate the applicability of the afore-
mentioned theorems from number theory to the set B
.

In [45] it is shown that B
 D fx j T
.x/ < cg is a bounded extended convex
(strictly convex) set. As it has been already mentioned, in accordance with the results
of Yarnold [47]

J2 D O
�
n�1=2� :

For the specific case of r D 2 this estimate has been considerably refined in [1]:

J2 D O
�
n�3=4C".logn/315=146

�
(20)

with " D 3=4�50=73 < 0; 0651. As it follows from (18), the rate of convergence of
J2 to 0 cannot be better than the results in the lattice point problem for the ellipsoids
in number theory, where for the case r D 2 we have the lower bound of the order
O
�
n�3=4 log logn

�
(see [24]). Therefore, the relation (20) gives for J2 the order that

is not far from the optimal one.
In [1] it was used the following theorem from Huxley [26]:

Theorem 2.2. Let D be a two-dimensional convex set with area A, bounded by a
simple closed curve C , divided into a finite number of pieces each of those being 3
times continuously differentiable in the following sense. Namely, on each piece Ci
the radius of curvature  is positive (and not infinite), continuous, and continuously
differentiable with respect to the angle of contingence  . Then in a set that is
obtained from D by translation and linear expansion of order M , the number of
integer points equals

N D AM2 CO
�
IMK.logM/ƒ

�

K D 46

73
; ƒ D 315

146
;

where I is a number depending only on the properties of the curve C , but not on the
parametersM or A.

In [45] the results from Asylbekov et al. [1] were generalized to any dimension.
The main reason why two cases when r D 2 and r � 3 are considered separately
consists in the fact that for r � 3 it is much more difficult than for r D 2 to check
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the applicability of the number theory results to B
. In [45] we used the following
result from Hlawka [25]:

Theorem 2.3. Let D be a compact convex set in Rm with the origin as its inner
point. We denote the volume of this set by A. Assume that the boundary C of this
set is an .m � 1/-dimensional surface of class C1, the Gaussian curvature being
non-zero and finite everywhere on the surface. Also assume that a specially defined
“canonical” map from the unit sphere to D is one-to-one and belongs to the class
C1. Then in the set that is obtained from the initial one by translation along an
arbitrary vector and by linear expansion with the factor M the number of integer
points is

N D AMm CO


IMm�2C 2

mC1

�

where the constant I is a number dependent only on the properties of the surface
C , but not on the parametersM or A.

Providing that m D 2, the statement of Theorem 2.3 is weaker than the result of
Huxley.

The above theorem is applicable in [45] with M D p
n. Therefore, for any fixed


 we have to deal not with a single set, but rather with a sequence of sets B
.n/

which are, however, “close” to the limiting set B1 for all sufficiently large n (see the
representation for T
.X/ after (14)). It is necessary to emphasize that the constant I
in our case, generally speaking, is I.n/, i.e. it depends on n. Only having ascertained
the fulfillment of the inequality

jI.n/j 6 C0;

whereC0 is an absolute constant, we are able to apply Theorem 2.3 without a change
of the overall order of the error with respect to n.

In [45] we prove the following estimate of J2 in the space of any fixed dimension
r > 3.

Theorem 2.4. For the term J2 from the decomposition (19) the following estimate
holds

J2 D O
�
n�r=.rC1/� ; r > 3;

The Theorem implies that for the statistics t
.Y / and T
.X/ (see formula (14))
it holds that

Pr.t
.Y / < c/ D Pr.T
.X/ < c/ D Gr.c/CO


n�1C 1

rC1

�
; r > 3:
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