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Abstract We study the asymptotic properties of optimal alignments when aligning
two independent i.i.d. sequences over finite alphabet. Such kind of alignment is an
important tool in many fields of applications including computational molecular
biology. We are particularly interested in the (asymptotic) proportion of gaps of
the optimal alignment. We show that when the limit of the average optimal score
per letter (rescaled score) is considered as a function of the gap penalty, then given
a gap penalty, the proportion of the gaps converges to the derivative of the limit
score at that particular penalty. Such an approach, where the gap penalty is allowed
to vary, has not been explored before. As an application, we solve the long open
problem of the fluctuation of the optimal alignment in the case when the gap penalty
is sufficiently large. In particular, we prove that for all scoring functions without a
certain symmetry, as long as the gap penalty is large enough, the fluctuations of
the optimal alignment score are of order square root of the length of the strings.
This order was conjectured by Waterman [Phil. Trans. R. Soc. Lond. B 344(1):383–
390, 1994] but disproves the conjecture of Chvatal and Sankoff in [J. Appl. Probab.
12:306–315, 1975].
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1 Introduction

1.1 Preliminaries

Throughout this paper X1; X2; : : : and Y1; Y2; : : : are two independent sequences
of i.i.d. random variables drawn from a finite alphabet A and having the same
distribution. Since we mostly study the finite strings of length n, let X D
.X1; X2; : : : Xn/ and let Y D .Y1; Y2; : : : Yn/ be the corresponding n-dimensional
random vectors. We shall usually refer to X and Y as random sequences.

The problem of measuring the similarity of X and Y is central in many areas
of applications including computational molecular biology [4, 7, 18, 20, 24] and
computational linguistics [13, 16, 17, 25]. In this paper we adopt the same notation
as in [11], namely we consider a general scoring scheme, where S W A�A ! R

C is
a pairwise scoring function that assigns a score to each couple of letters from A. We
assume S to be symmetric, non-constant and we denote by F and E the largest and
the second largest possible score, respectively. Formally (recall that S is symmetric
and non-constant)

F WD max
.a;b/2A�A

S.a; b/; E WD max
.a;b/WS.a;b/¤F

S.a; b/:

An alignment is a pair .�; �/ where � D .�1; �2; : : : ; �k/ and � D
.�1; �2; : : : ; �k/ are two increasing sequences of natural numbers, i.e. 1 � �1 <

�2 < : : : < �k � n and 1 � �1 < �2 < : : : < �k � n: The integer k is the number
of aligned letters, n � k is the number of gaps in the alignment and the number

q.�; �/ WD n � k

n
2 Œ0; 1�

is the proportion of gaps of the alignment .�; �/. The average score of aligned
letters is defined by

t.�; �/ WD 1

k

kX

iD1

S.X�i ; Y�i /:

Note that our definition of gap slightly differs from the one that is commonly used
in the sequence alignment literature, where a gap consists of maximal number of
consecutive indels (insertion and deletion) in one side. Our gap actually corresponds
to a pair of indels, one in X -side and another in Y -side. Since we consider the
sequences of equal length, to every indel in X -side corresponds an indel in Y -side,
so considering them pairwise is justified. In other words, the number of gaps in
our sense is the number of indels in one sequence. We also consider a gap price ı.
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Given the pairwise scoring function S and the gap price ı, the score of the alignment
.�; �/ when aligning X and Y is defined by

U ı
.�;�/.X; Y / WD

kX

iD1

S.X�i ; Y�i / C ı.n � k/

which can be written down as the convex combination

U ı
.�;�/.X; Y / D n .t.�; �/.1 � q.�; �// C ıq.�; �// : (1)

In our general scoring scheme ı can also be positive, although usually ı � 0

penalizing the mismatch. For negative ı, the quantity �ı is usually called the gap
penalty. We naturally assume ı � F . The optimal alignment score of X and Y is
defined to be

Ln.ı/ WD max
.�;�/

U ı
.�;�/.X; Y /;

where the maximum above is taken over all possible alignments. The alignments
achieving the maximum are called optimal. For every ı 2 R, let us denote

Bn.ı/ WD Ln.ı/

n
: (2)

Note that to every alignment .�; �/ corresponds an unique pair .t.�; �/; q.�; �//,
but different alignments can have the same t.�; �/ and q.�; �/, thus from (1) we
get that

Bn.ı/ D max
.�;�/

�
t.�; �/.1 � q.�; �// C ıq.�; �/

� D max
.t;q/

�
t.1 � q/ C ıq

�
; (3)

where in the right hand side the maximum is taken over all possible pairs .t; q/

corresponding to an alignment of X and Y . In the following, we identify alignments
with pairs .t; q/, so a pair .t; q/ always corresponds to an alignment .�; �/ of X

and Y . Let On.ı/ denote the set of optimal pairs, i.e. .t; q/ 2 On.ı/ if and only if
t.1 � q/ C ıq D Bn.ı/. Note that the set On.ı/ is not necessarily a singleton. Let
us denote

q
n
.ı/ WD minfq W .t; q/ 2 On.ı/g

qn.ı/ WD maxfq W .t; q/ 2 On.ı/g:

By Kingman’s subadditive ergodic theorem, for any ı there exists a constant b.ı/

so that
Bn.ı/ ! b.ı/; a.s.: (4)
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1.2 The Organization of the Paper and Main Results

In this paper, we use a novel approach regarding the quantities of interest like the
proportion of gaps, the rescaled score Bn, etc., as functions of ı. In Sect. 2, we derive
some elementary but important properties of Bn.ı/ and we explore the relation
between the proportion of gaps of any optimal alignment and the derivatives of
Bn.ı/. In particular, we show (Claim 2.2) that for any n and ı,

B 0
n.ıC/ D qn.ı/; B 0

n.ı�/ D q
n
.ı/: (5)

In a sense these equalities, which almost trivially follow from the elementary
calculus, are the core for the rest of the analysis.

In Sect. 3, we show that when the limit score function b is differentiable at ı,
then a.s. qn.ı/ and q

n
.ı/ both converge to b0.ı/ (by using expression (5)) so that

b0.ı/ can be interpreted as the asymptotic proportion of gaps. The section ends with
an example showing that if b is not differentiable at ı, then the extremal proportions
qn.ı/ and q

n
.ı/ can still a.s. converge to the corresponding one-side derivatives,

namely q
n
.ı/ ! b0.ıC/ a.s. and qn.ı/ ! b0.ı�/ a.s.

Section 4 deals with large deviations bounds for the (optimal) proportion of gaps.
The main result of this section is Theorem 4.1, which states that for every " > 0

there exists a c > 0 such that for every n big enough the following large deviation
inequality holds

P
�
b0.ı�/ � " � q

n
.ı/ � qn.ı/ � b0.ıC/ C "

� � 1 � 4 expŒ�c."/n�:

Combining this last inequality with the result on the speed of convergence proven
in [11], we obtain the confidence intervals for the in general unknown quantities
b0.ıC/ and b0.ı�/ in terms of Bn.ı/ (the inequalities (27) and (27), respectively).

In Sect. 5 we obtain results on the fluctuations of the score of optimal alignments,
namely we show that under some asymmetry assumption on the score function there
exists a c > 0 so that for n large enough VarŒLn.ı/� � cn provided that the gap
penalty �ı is big enough (Theorem 5.2). This result implies that VarŒLn.ı/� D
‚.n/, because as shown by Steele in [21], there exists another constant C such that
VarŒLn.ı/� � C n. Our proof is based on the existence of the asymptotic proportion
of gaps and, therefore, differs from the previous proofs in the literature.

Finally, Sect. 6 is devoted to the problem of determining the sufficiently large gap
penalty ıo so that the conditions of Theorem 5.2 are fulfilled. We show that when
knowing the asymptotic upper bound t.ı/ of the average score of aligned letters,
then ıo can be easily found (Claim 6.1). Theorem 6.1 shows how the upper bound
t.ı/ can be found. The proof of Theorem 6.1 uses similar ideas that the ones used
in the proof of Theorem 5.2. The section ends with a practical example (Sect. 6.2).

It is important to notice that we could not find in the literature complete results on
the fluctuations of the score in random sequences comparison. Though, a particular
model for comparison of random sequences has had an interesting development in
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the past 4 decades: the longest common subsequence problem (abbreviated by LCS
problem). In our setting, the LCS problem corresponds to choose S.x; y/ D 1 if
x D y and S.x; y/ D �1 if x ¤ y. Already in 1975, Chvatal and Sankoff [5]
conjectured that the fluctuations of the length of the LCS is of order o.n2=3/. But in
1994, Waterman [23] conjectured that those fluctuations should be of order ‚.n/.
This last order had been proven by Matzinger et al. [2,8–10] in a series of relatively
recent papers treating extreme models with low entropy. In 2009, the Ph.D. thesis
of Torres [14, 15, 22] brought an improvement, proving that the length of the LCS
of sequences built by i.i.d. blocks has also fluctuations of order ‚.n/, turning it to
be the first time Waterman’s conjecture was proven for a model with relatively high
entropy. Unfortunately, the block-model of Torres does not have enough ergodicity
as to extend the result to the still open original Waterman’s conjecture. We believe
that the results on the fluctuations of the score of optimal alignments showed in the
present paper are an important source of new evidence that Waterman’s conjecture
might be true, even in more general models of sequence comparison than the LCS
problem, provided the score function does not have a certain symmetry.

Note that the LCS problem can be reformulated as a last passage percolation
problem with correlated weights [1]. For several last passage percolation models,
the order of the fluctuations has been proven to be power 2=3 of the order of
the expectation. But as the previous models and simulations have showed (for
simulations, see e.g. [3]), this order seem to be different as the order of the
fluctuations of the score in optimal alignments.

2 Basic Properties of Bn

We start by deriving some elementary properties of the function ı 7! Bn.ı/:

Claim 2.1. For every X and Y , the function ı 7! Bn.ı/ is non-decreasing,
piecewise linear and convex.

Proof. The non-decreasing and piecewise linear properties follow from the defini-
tion. For the convexity, with � 2 .0; 1/ let ı D �ı1 C .1 � �/ı2 and .t; q/ 2 On.ı/.
Note that the pair .t; q/ is not necessarily optimal for the proportions ı1 and ı2, so
that from (3) it follows

Bn.�ı1 C .1 � �/ı2/ D t.1 � q/ C .�ı1 C .1 � �/ı2/q

D �
�
t.1 � q/ C ı1q

�C .1 � �/
�
t.1 � q/ C ı2q

�

� �Bn.ı1/ C .1 � �/Bn.ı2/:

ut
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Claim 2.2. For any ı 2 R we have

B 0
n.ı�/ WD lim

s&0

Bn.ı � s/ � Bn.ı/

s
D q

n
.ı/

B 0
n.ıC/ WD lim

s&0

Bn.ı C s/ � Bn.ı/

s
D qn.ı/:

Thus, On.ı/ is singleton if and only if Bn.ı/ is differentiable at ı.

Proof. Fix ı 2 R and s > 0. Let .t; q/ 2 On.ı/, thus

Bn.ı C s/ � t.1 � q/ C q.ı C s/ D Bn.ı/ C qs

Bn.ı � s/ � t.1 � q/ C q.ı � s/ D Bn.ı/ � qs:

Hence,
Bn.ı/ � Bn.ı � s/

s
� q � Bn.ı C s/ � Bn.ı/

s
:

The inequalities above hold for any optimal .t; q/ and for any s, so letting s & 0

we have
B 0

n.ı�/ � q
n
.ı/ � qn.ı/ � B 0

n.ıC/: (6)

Thus, if Bn is differentiable at ı, then q
n
.ı/ D qn.ı/ meaning that On.ı/ is a

singleton, say On.ı/ D .tn.ı/; qn.ı//. To prove that B 0
n.ıC/ D qn.ı/, it is enough to

show that there exists a pair .t; q/ 2 On.ı/ such that B 0
n.ıC/ D q. Indeed, since Bn

is piecewise linear, for every " > 0 small enough Bn is differentiable at ıC" and the
derivative equals to B 0

n.ıC/. Hence, for every " > 0 small enough q WD qn.ı C"/ D
B 0

n.ıC/. Let t WD tn.ı C "/. Thus, for every " > 0 small enough there exists a pair
.t; q/ 2 On.ıC"/ such that q D B 0

n.ıC/. This means t.1�q/CqıCq� D Bn.ıC"/.
Since Bn is continuous, we see that lim"!0C Bn.ı C "/ D Bn.ı/ D t.1 � q/ C qı,
i.e. .t; q/ 2 On.ı/. With similar arguments one can show that q

n
.ı/ D B 0

n.ı�/: ut
Function Bn.ı/ for large ı. With fairly simple analysis, it is possible to determine
Bn.ı/ for large ı. Recall the definition of F . Clearly, when ı > F , the optimal
alignment only consists of gaps, namely ı � F ) Bn.ı/ D ı. If we decrease the
value of ı, say ı 2 .E; F /, the optimal alignment tries to align as many pairs of
letters which score F as possible, thus minimizing the number of gaps. Formally,
such optimal alignment can be obtained by defining a new score function

S1.a; b/ WD
�

F if S.a; b/ D F

0 if S.a; b/ < F

Let B1
n.ı/ be the corresponding expression (2) for the score function S1. If .t1

n ; q1
n/

is such that B1
n.0/ D t1

n .1 � q1
n/ C 0 � q1

n, then t1
n D F and 1 � q1

n is the maximal
proportion of pairs that score F . Thus .t1

n ; q1
n/ is unique and, therefore, B1

n is
differentiable at 0. For the original Bn, if ı 2 ŒE; F �, then we have
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Bn.ı/ D F.1 � q1
n/ C ıq1

n D B1
n.0/ C ıq1

n;

from where we have

Bn.F / D F D B1
n.0/ C F q1

n: (7)

If ı is slightly smaller than E , then the candidate alignments to be optimal
alignments are obtained by aligning only those pair of letters that score E or F ;
amongst such alignments an optimal one will be the one having minimal number of
gaps. Formally, we consider the score function

S2.a; b/ D

8
<̂

:̂

F if S.a; b/ D F

E if S.a; b/ D E

0 otherwise

Let B2
n.ı/ be the corresponding expression (2) for the score function S2. Let .t2

n ; q2
n/

be such that B2
n.0/ D t2

n.1 � q2
n/ C 0 � q2

n with the additional property that q2
n � q

for any other optimal pair .t; q/ for B2
n.0/. By Claim 2.2, q2

n D .B2
n/0.0�/. Hence,

if ı is slightly smaller than E , then Bn.ı/ D t2
n .1 � q2

n/ C ıq2
n D B2

n.0/ C ıq2
n.

Hence, we can write down

Bn.ı/ D

8
<̂

:̂

ı if ı � F

F.1 � q1
n/ C ıq1

n if E � ı � F

t2
n.1 � q2

n/ C ıq2
n if E � " � ı � E

(8)

for a small " > 0 which depends on X; Y . Indeed, if ı is much smaller than E

but still above the value of the next score, then the optimal alignment .t; q/ might
align less F -valued letters for in order to achieve less gaps. In other words, the
optimal alignment .t; q/ can be such that t.1 � q/ < B2

n.0/. But it is not so
for ı D E and due to the piecewise linearity of Bn, the " > 0 described above
exists.

By Claim 2.2, for any n we have that

q
n
.F / D q1

n; qn.F / D 1; q
n
.E/ D q2

n; qn.E/ D q1
n: (9)

Finally, note that by taking ı D E , we obtain that

Bn.E/ D B2
n.0/ C Eq2

n (10)

and

B1
n.0/ � B2

n.0/ D E.q2
n � q1

n/: (11)
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3 The Asymptotic Proportion of Gaps

¿From the convergence in (4), we see that the limit function b.�/ inherits properties
from Bn.�/. More precisely, the (random) function Bn.�/ is convex and non-
decreasing, so the same holds for b.�/. Moreover, due to the monotonicity, the
convergence in (4) is uniform on ı, i.e.

sup
ı2R

jBn.ı/ � b.ı/j ! 0 a.s. as n ! 1. (12)

But we need to be a bit more careful in deriving properties of the derivative b0 from
B 0

n, since the uniform convergence of convex functions implies the convergence of
one side derivatives at x only when the limit function is differentiable at x. Indeed,
let fn and f be convex functions that converge pointwise, i.e. fn.x/ ! f .x/ as
n ! 1, for every x. Then, in general [19] it holds

f 0.x�/ WD lim
s&0

lim
n!1

fn.x � s/ � fn.x/

s
� lim inf

n!1 lim
s&0

fn.x � s/ � fn.x/

s

� lim sup
n!1

lim
s&0

fn.x C s/ � fn.x/

s
� lim

s&0
lim

n!1
fn.x C s/ � fn.x/

s
D f 0.xC/;

and these inequalities can be strict. In our case these inequalities are

b0.ı�/ � lim inf
n

q
n
.ı/ � lim sup

n

qn.ı/ � b0.ıC/; a.s.: (13)

Lemma 3.1. Let b be differentiable at ı. Then

q
n
.ı/ ! b0.ı/ and qn.ı/ ! b0.ı/ a.s. as n ! 1: (14)

Remark 3.1. An interesting question is the following: If b is not differentiable at ı,
there exist q; q 2 .0; 1/ with q � b0.ı�/ and q � b0.ıC/ such that

q
n
.ı/ ! q and qn.ı/ ! q a.s. as n ! 1? (15)

Numerical simulations of the difference qn � q
n

as n ! 1 do not conclusively
show convergence nor boundedness, so perhaps such q; q do not exist.

Thus, if b is differentiable at ı, the random proportion of gaps of optimal alignments
tends to an unique number q.ı/ WD b0.ı/ that we can interpreted as the asymptotic
proportion of gaps at ı. If the function b is not differentiable at ı, then it is not
known whether the maximal or minimal proportion of gaps converge. However, as
we shall now see this might be the case.

Asymptotic proportion of gaps for large ı. In general, it seems hard to determine
where b is not differentiable and the asymptotic proportion of gaps does not exist.
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However, based on the elementary properties of Bn and b, we can say something
about the differentiability of b for large ı’s. Recall B1

n and B2
n , let b1 and b2 be

the corresponding limits. The following claim shows that the proportions qn.ı/ and
q

n
.ı/ might converge even if b is not differentiable at ı.

Claim 3.1. The following convergences hold as n ! 1:

1. qn.F / ! 1 D b0.FC/, a.s.

2. q
n
.F / ! F �b1.0/

F
D b0.F�/, a.s.

3. qn.E/ ! F �b1.0/

F
D b0.EC/, a.s.

4. q
n
.E/ ! b.E/�b2.0/

E
D b1.0/�b2.0/

E
C F �b1.0/

F
� b0.E�/, a.s..

If b2.0/ > b1.0/ > 0, then b is not differentiable at ı D E and ı D F .

Proof. We are going to use the fact that the convergence (12) does not depend on
the score function, so there exist constants b1.0/ and b2.0/ such that B1

n.0/ ! b1.0/

and B2
n.0/ ! b2.0/ as n ! 1, a.s.. Hence, from (7)

q1
n ! F � b1.0/

F
; a:s::

From (10), it follows that

q2
n ! b.E/ � b2.0/

E
D b1.0/ � b2.0/

E
C F � b1.0/

F
� b0.E�/; a.s.; (16)

where the equality comes from (11) and the last inequality comes from (13). So that
from (9) the convergences (1)–(4) now follow.

Let us now compare the limits with corresponding derivatives. From (8), we
obtain

b.ı/ D
(

ı if ı � F

b1.0/ C ı
F �b1.0/

F
if E � ı � F

(17)

Hence, b0.FC/ D 1, b0.F�/ D b0.EC/ D F �b1.0/

F
. If b1.0/ > 0, then b0.FC/ >

b0.F�/ so that b is not differentiable at F . When b2.0/ > b1.0/, then

b0.E�/ � b1.0/ � b2.0/

E
C F � b1.0/

F
<

F � b1.0/

F
D b0.EC/;

so that b is not differentiable at E . ut
We conclude with an important example (see [14, 15, 22]) showing that the case
b2.0/ > b1.0/ > 0 is realistic.

Example 3.1. Let m > 0 be an integer, A D f1; : : : ; mg and S.a; b/ D a ^ b. Then
E D m � 1 and F D m. Let every letter in A having a positive probability. Since
S.a; b/ D m iff a D b D m, obviously b1.0/ D mP.Xi D m/ so that
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b0.F�/ D b0.EC/ D m � b1.0/

m
D 1 � P.X1 D m/ < 1 D b0.FC/:

Since B2
n.0/ is bigger than the score of the alignment obtained by aligning as many

m-s as possible, thus B1
n.0/, and aligning so many m � 1’s as possible without

disturbing already existing alignment of m’s, clearly b2.0/ > b1.0/.

4 Large Deviations

In this section, given ı 2 R, we derive large deviations principle for B 0
n.ıC/ resp.

B 0
n.ı�/ by using McDiarmid’s inequality. From there, we also derive confidence

bounds for b0.ıC/ resp. b0.ı�/. Recall that S is symmetric. Let

A WD max
x;y;z2A jS.x; y/ � S.x; z/j: (18)

For the sake of completeness, let us recall McDiarmid’s inequality:
Let Z1; : : : ; Z2m be independent random variables and f .Z1; : : : ; Z2m/ be a

function so that changing one variable changes the value at most K > 0. Then
for any � > 0 we have

P
�
f .Z1; : : : ; Z2m/ � Ef .Z1; : : : ; Z2m/ > �

�
� exp

�
� �2

mK2

�
: (19)

For the proof, we refer to [6]. Another inequality which will be useful later is the so
called Höffding’s inequality, which is the consequence of McDiarmid’s inequality
when f .Z1; : : : ; Zm/ D Pm

iD1 Zi , i.e. for any " > 0 we have

P

 
1

m

mX

iD1

Zi � EZ1 > "

!
D P

 
mX

iD1

Zi � E
� mX

iD1

Zi

�
> "m

!

� exp

�
� ."m/2

K2 m
2

�
D exp

�
�2"2

K2
m

�
: (20)

In our case, for any ı 2 R changing the value of one of the 2n random variables
X1; : : : ; Xn; Y1; : : : ; Yn changes the value of Ln.ı/ at most A, hence for every " > 0

inequality (19) is translated into

P
�
Ln.ı/ � ELn.ı/ � "n

� � exp

�
� "2

A2
n

�

P
�
Ln.ı/ � ELn.ı/ � �"n

� � exp

�
� "2

A2
n

�
: (21)
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Let us define bn.ı/ WD EBn.ı/. For every ı 2 R, by dominated convergence we
have bn.ı/ ! b.ı/ and by monotonicity the convergence is uniform, i.e.

sup
ı2R

jbn.ı/ � b.ı/j ! 0 as n ! 1.

Theorem 4.1. Let ı 2 R. Then, for every " > 0 there exists N."/ < 1 and a
constant c."/ > 0 such that

P
�
b0.ı�/ � " � q

n
.ı/ � qn.ı/ � b0.ıC/ C "

� � 1 � 4 expŒ�c."/n� (22)

for every n > N."/.

Proof. Given ı 2 R and " > 0, we are looking for bounds on P
�
B 0

n.ıC/�
b0.ıC/ > "/. For any s > 0 and any function ' W R ! R let us define

�' WD '.ı C s/ � '.ı/: (23)

Now, choose a small 1 > s > 0 depending on " such that

j�b

s
� b0.ıC/j � "

4

and take n large enough (also depending on ") such that

j�bn � �bj � s
"

4
:

Thus for those s and n chosen as before we have

�Bn

s
� b0.ıC/ D

	
�Bn

s
� �bn

s



C
	

�bn

s
� �b

s



C
	

�b

s
� b0.ıC/




�
	

�Bn

s
� �bn

s



C "

2
: (24)

From (21), it follows

P
�
Bn.ı/ � bn.ı/ � �s

"

4

�
� exp

�
� "2s2

16A2
n

�
D expŒ�c1."/n�

P
�
Bn.ı C s/ � bn.ı C s/ � s

"

4

�
� expŒ�c1."/n� (25)

where c1."/ WD "2s2=.16A2/ is a positive constant depending on " (recall that our s
depends on "). Hence
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P

	
�Bn

s
� �bn

s
� "

2



� P

�
Bn.ı/ � bn.ı/ � �s

"

4

�
C P

�
Bn.ı C s/ � bn.ı C s/ � s

"

4

�

� 2 expŒ�c1."/n�: (26)

Since Bn is convex, it holds that B 0
n.ıC/ � �Bn=s so that for " and s chosen as

before (24) and (26) yield

P
�
B 0

n.ıC/ � b0.ıC/ � "
� � P

	
�Bn

s
� b0.ıC/ � "



� 2 expŒ�c1."/n�: (27)

By similar arguments, there exists a positive constant c2."/ > 0 so that

P
�
B 0

n.ı�/ � b0.ı�/ � "/ � 2 expŒ�c2."/n�: (28)

for every n big enough. Finally, by taking c WD minfc1; c2g, the inequality (6)
implies the inequality (22). ut
Note that if b is differentiable at ı, the inequality (22) is satisfied for q.ı/ instead of
b0.ı�/ or b0.ıC/, namely

Corollary 4.1. Let b be differentiable at ı. Then, for every " > 0 there exists
N."/ < 1 and a constant c."/ > 0 such that

P
�
q.ı/ � " � q

n
.ı/ � qn.ı/ � q.ı/ C "

� � 1 � 4 expŒ�c."/n� (29)

for every n > N."/, where q.ı/ is the unique asymptotic proportion of gaps.

We now derive confidence bounds for b0.ıC/ resp. b0.ı�/. Recall the definition
bn.ı/ D EBn.ı/ D ELn.ı/=n and the notation (23). From [11] we have

bn.ı/ � b.ı/ � bn.ı/ C v.n/

for n 2 N even, where

v.n/ WD A

r
2

n � 1

�n C 1

n � 1
C ln.n � 1/

�
C F

n � 1
;

so it follows
�b � v.n/ � �bn � �b C v.n/:

Suppose that k samples of Xi D Xi
1; : : : ; Xi

n and Y i D Y i
1 ; : : : ; Y i

n , i D 1; : : : ; k

are generated. Let Li
n.ı/ be the score of the i -th sample. Let

NBn.ı/ WD 1

kn

nX

iD1

Li
n.ı/:
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From (25) we have

P
�
� NBn � �bn < �c

� D P
� NBn.ı C s/ � bn.ı C s/ C bn.ı/ � NBn.ı/ < �c

�

� P
� NBn.ı C s/ � bn.ı C s/ < � c

2

�
C P

�
bn.ı/ � NBn.ı/ < � c

2

�

� 2 exp

�
� c2k

4A2
n

�
:

By convexity sb0.ıC/ � �b for every s > 0, so from the last inequality it follows

P
�
� NBn C c C v.n/ � sb0.ıC/

� � P
�
� NBn C c C v.n/ � �b

� D P
�
� NBn C c � �b � v.n/

�

� P
�
� NBn C c � �bn

� D P
�
� NBn � �bn � �c

�

� 1 � 2 exp

�
� c2k

4A2
n

�
;

from where we obtain that with probability 1 � "

b0.ıC/ � 1

s

� NBn.ı C s/ � NBn.ı/ C 2A

r
ln.2="/

kn
C v.n/

�
: (30)

Since (30) holds for every s > 0, we have that with probability 1 � "

b0.ıC/ � min
s>0

1

s

� NBn.ı C s/ � NBn.ı/ C 2A

r
ln.2="/

kn
C v.n/

�
: (31)

Similarly, we have that with probability 1 � "

b0.ı�/ � max
s>0

1

s

� NBn.ı � s/ � NBn.ı/ � 2A

r
ln.2="/

kn
� v.n/

�
: (32)

5 Fluctuations of the Score in Optimal Alignments

In this section we prove VarŒLn.ı/� D ‚.n/. The ‚.n/ notation means that there
exist two constants 0 < c < C < 1 such that cn � VarŒLn.ı/� � C n for n large
enough. The upper bound follows from an Efron-Stein type of inequality proved by
Steele in [21], so we aim to provide conditions on the scoring function that guarantee
the existence of the lower bound. In this section we show that when ı < 0 and jıj is
large enough in the sense of Assumption 5.1 (see below), then there exists c > 0 so
that Var.Ln.ı// > cn for n large enough. In comparison with previous results, here
we solve—for the first time—the problem of the fluctuations of the score in optimal
alignments for rather realistic high entropy models.
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5.1 Order of the Variance

All above mentioned fluctuations results are based in the following strategy: the
inequality VarŒLn.ı/� � cn is satisfied as soon as we are able to establish that
changing at random one symbol in the sequences has a biased effect on the optimal
alignment score. In details, we choose two letters a; b 2 A and fix a realization of
X D X1 : : : Xn and Y D Y1 : : : Yn. Then among all the a’s in X and Y we choose
one at random (with equal probability). That chosen letter a is replaced by a letter
b. The new sequences thus obtained are denoted by QX and QY . The optimal score for
the strings QX and QY is denoted by

QLn.ı/ WD max
.�;�/

U ı
.�;�/.

QX; QY /:

The following important theorem postulates the mentioned strategy. In full general-
ity, it is proven in [12], for special case of two colors and S corresponding to LCS,
see Sect. 3 in [10]; for a special case of S.a; b/ D a^b and A D fm�1; m; mC1g,
see Theorem 2.1 in [14].

Theorem 5.1. Assume that there exist " > 0, d > 0 and n0 < 1 such that

P
�

EŒ QLn.ı/ � Ln.ı/jX; Y � � "
� � 1 � e�dn (33)

for all n > n0. Then, there exists a constant c > 0 not depending on n such that
VarŒLn.ı/� � cn for every n large enough.

Now, our aim is to show that if ı is small enough and the scoring function
satisfies some asymmetry property, then there exist letters a; b 2 A so that the
condition (33) is fulfilled. Typically, to satisfy the assumptions, ı should be negative
so that the main result holds if the gap penalty jıj is large enough. Let us introduce
our asymmetry assumption on the scoring function:

Assumption 5.1. Suppose there exist letters a; b 2 A such that

X

c2A
P.X1 D c/

�
S.b; c/ � S.a; c/

�
> 0: (34)

Remark 5.1. For the alphabet A D fa; bg, condition (34) says

�
S.b; a/ � S.a; a/

�
P.X1 D a/ C �

S.b; b/ � S.b; a/
�
P.X1 D b/ > 0:

Since S is symmetric and one could exchange a and b, the condition (34) actually
means

�
S.b; a/ � S.a; a/

�
P.X1 D a/ C �

S.b; b/ � S.b; a/
�
P.X1 D b/ ¤ 0:
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When S.b; b/ D S.a; a/, then Assumption 5.1 is satisfied if and only if P.X1 D
a/ ¤ P.X1 D b/. For, example when S.b; b/ D S.a; a/ > S.b; a/ (recall that S

is assumed to be symmetric and non-constant), then (34) holds if P.X1 D a/ ¤
P.X1 D b/.

In the present paper, the main result on the fluctuations of the score in optimal
alignments can be formulated as following:

Theorem 5.2. Suppose Assumption 5.1 holds. Then, there exist constants ı0 and
c > 0 not depending on n such that

VarŒLn.ı/� � cn

for all ı � ı0 and for n large enough.

Before proving the above-stated theorem, we need a preliminary lemma. Suppose
Assumption 5.1 holds, then take a; b 2 A satisfying (34) and define the functions
	x W A � A 7! R and 	y W A � A 7! R in the following way:

	x.x; y/ D
�

S.b; y/ � S.a; y/ if x D a

0 otherwise

	y.x; y/ D
�

S.x; b/ � S.x; a/ if y D a

0 otherwise:

Note that S.x; y/ D S.y; x/ implies 	y.x; y/ D 	x.y; x/. We now define the
random variable Z by

Z WD 	x.X1; Y1/ C 	y.X1; Y1/ D 	x.X1; Y1/ C 	x.Y1; X1/: (35)

Note that (5.1) ensures that Z has strictly positive expectation:


 WD EZ D E
�
	x.X1; Y1/ C 	y.X1; Y1/

� D 2E	x.X1; Y1/

D 2EŒ	x.a; Y1/jX1 D a�P.X1 D a/ D 2
X

c2A
	x.a; c/P.Y1 D c/P.X1 D a/

D 2P.X1 D a/
X

c2A
.S.b; c/ � S.a; c//P.X1 D c/ > 0:

Let ƒ� be the Legendre-Fenchel transform of the logarithmic moment generating
function of �Z, namely

ƒ�.c/ D sup
t2R

.ct � ln EŒexp.�Zt/�/ 8 c 2 R:

It is known that the supremum above can be taken over non-negative t’s and, for any
c > E.�Z/ D �
, it holds ƒ�.c/ > 0. Since 
 > 0, we have for c D 0
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ƒ�.0/ D � inf
t2R ln EŒexp.�tZ/� D � inf

t�0
ln EŒexp.�tZ/� D � ln inf

t�0
EŒexp.�tZ/� > 0:

Let Z1; : : : ; Zk be i.i.d. random variables distributed as �Z, then for any c > �


the following large deviation bound holds

P

 
kX

iD1

Zi > ck

!
� expŒ�ƒ�.c/k�: (36)

Finally, denote h.q/ the binary entropy function h.q/ WD �q ln q � .1�q/ ln.1�q/

and note that the inequality

2h.q/ < ƒ�.0/.1 � q/

holds when q > 0 is small enough, since ƒ� and h are both continuous and
ƒ�.0/ > 0.

In what follows, let for any q 2 .0; 1/, An.q/ be the set of all alignments with no
more than qn gaps, i.e.

An.q/ WD f.�; �/ W q.�; �/ � qg:

We are interested in the event that the sequences X and Y are such that for every
alignment .�; �/ with no more than qn gaps we have a biased effect of the random
change of at least " > 0. Let Dn

q ."/ denote that event i.e.

Dn
q ."/ WD

\

.�;�/2An.q/

Dn
.�;�/."/ (37)

where

Dn
.�;�/."/ WD

(
E

"
kX

iD1

�
S. QX�i ;

QY�i / � S.X�i ; Y�i /
�ˇ̌

X; Y

#
� "

)
:

Now, we are ready to state the key lemma.

Lemma 5.1. Suppose Assumption 5.1 is fulfilled and take a; b 2 A satisfying (34).
Let q > 0 small enough such that

2h.q/ < ƒ�.0/.1 � q/: (38)

Then, there exist " > 0, ˛ > 0 and n2 < 1, all depending on q, such that

P
�
.Dn

q ."//
c
� � expŒ�˛n� (39)

for every n > n2.
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Proof. Let x D x1; : : : ; xn and respectively y D y1; : : : ; yn be fixed realizations
of X and Y , respectively. Let na be the number of a’s in both sequences. Let � D
.�1; �2; : : : ; �k/ and � D .�1; �2; : : : ; �k/ be a fixed alignment of X and Y . Recall
that QX and QY are obtained by choosing at random one a among all the a’s in x and
y. Hence, such an a is chosen with probability 1=na. Our further analysis is based
on the following observation:

E

"
kX

iD1

�
S. QX�i ;

QY�i / � S.X�i ; Y�i /
�ˇ̌

X D x; Y D y

#

D 1

na

kX

iD1

�
	x.x�i ; y�i / C 	y.x�i ; y�i /

�
:

Thus, it holds

P
�
.Dn

.�;�/."//c
� D P

 
E

"
kX

iD1

�
S. QX�i ;

QY�i / � S.X�i ; Y�i /
�ˇ̌
ˇX; Y

#
< "

!

D P

 
kX

iD1

Zi < Na"

!
; (40)

where Na is the (random) number of a’s in X and Y and the random variables
Z1; : : : ; Zk are defined as follows:

Zi WD 	x.X�i ; Y�i / C 	y.X�i ; Y�i / D 	x.X�i ; Y�i / C 	x.Y�i ; X�i /

for i D 1; : : : ; k: Let us mention again that the random variables Zi depend
on fixed alignment .�; �/ (which is omitted in the notation) and, since
X1; : : : ; Xn; Y1; : : : ; Yn are i.i.d., so are the random variables Z1; : : : ; Zk . Clearly,
Zi is distributed as Z defined in (35). Suppose now that the fixed alignment .�; �/

has the proportion of gaps less or equal than q, i.e. .�; �/ 2 An.q/. Then k
n

� 1 � q
and, since obviously Na � 2n, we have

8
<

:

kX

iD1

Zi < "Na

9
=

; �
8
<

:

kX

iD1

Zi < "2n

9
=

; D
8
<

:

kX

iD1

Zi < k2"
n

k

9
=

; �
8
<

:

kX

iD1

Zi < k
2"

.1 � q/

9
=

; :

(41)

Fix now q satisfying (38). Since ƒ� is continuous, there exists ", depending on the
chosen q so that the following two conditions are simultaneously satisfied

�2"

1 � q
> �
 and � 2˛ WD 2h.q/ � ƒ�

	
� 2"

1 � q



.1 � q/ < 0: (42)



224 J. Lember et al.

Using the large deviations bound (36) with c D �2"
1�q

and the fact that k
n

� 1 � q, we
have

P

 
�

kX

iD1

Zi > �k
2"

.1 � q/

!
� exp

�
�ƒ�

	 �2"

1 � q



k

�

� exp

�
�ƒ�

	
� 2"

1 � q



.1 � q/n

�
: (43)

By (37), (40), (41) and (43), we obtain

P
�
.Dn

q ."//c
� � jAn.q/j exp

�
�ƒ�

	
� 2"

1 � q



.1 � q/n

�
: (44)

In order to bound jAn.q/j, note that the number of different alignment with exactly
.n � k/ gaps is bounded above by

�
n

n�k

�2
so that for q � 0:5 we have

jAn.q/j �
X

i�qn

 
n

i

!2

�
X

i�qn

 
n

qn

!2

� qn

 
n

qn

!2

� expŒ2h.q/n C ln.qn/�; (45)

where h.q/ is the binary entropy function. In the second inequality the relation q �
0:5 was used, while the last inequality is based on the well-known relation

�
n

�n

� �
expŒh.�/n�, for any � 2 .0; 1/. Thus, from (42), (44) and (45) we have

P
�
.Dn

q ."//c
� � exp

�	
2h.q/ � ƒ�

	
� 2"

1 � q



.1 � q/ C ln.qn/

n



n

�

D exp
h

�
�
2˛ � ln.qn/

n

�
n
i
: (46)

This implies that there exists n2 big enough (recall nq � 1) such that (39) holds.
ut

Proof of Theorem 5.2. Let O.X; Y / denote the set of all optimal alignments of
.X; Y /, i.e.

.�; �/ 2 O.X; Y / , Ln.ı/ D U ı
.�;�/.X; Y / D

kX

iD1

S.X�i ; Y�i / C ıq.�; �/n:

Note that the difference QLn.ı/ � Ln.ı/ is bounded from below by

QLn.ı/ � Ln.ı/ � U ı
.�;�/.

QX; QY / � U ı
.�;�/.X; Y / D

kX

iD1

�
S. QX�i ;

QY�i / � S.X�i ; Y�i /
�
:
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Thus, for every " > 0 we have

n
9.�; �/ 2 O.X; Y / W E

"
kX

iD1

�
S. QX�i ;

QY�i / � S.X�i ; Y�i /
�ˇ̌
ˇX; Y

#
� "

o

�
n
EŒ QLn.ı/ � Ln.ı/jX; Y � � "

o
: (47)

Recall that the event Dn
q ."/ means that every alignment .�; �/ with no more than

qn gaps has a biased effect of the random change at least ". Now, it is clear that
the right side of (47) holds if Dn

q ."/ holds and there exists an optimal alignment
contains no more than qn gaps, i.e. we have the inclusion

˚O.X; Y / � An.q/
� \ Dn

q ."/ �
n
EŒ QLn.ı/ � Ln.ı/jX; Y � � �

o
: (48)

Recall that b.ı/ is convex and increasing, b0.ı/ D 1 if ı is big enough and b0.ı/ D 0

if ı is small enough. Hence, for every q � 0 there exists ı so that b0.ıC/ < q. Let
ı be such and denote "1 WD q � b0.ıC/. Then by Theorem 4.1, there exist c."1/ and
n1."1/ such that

P
�
qn.ı/ � q

� � 1 � 2 expŒc."1/n� (49)

for every n > n1. Therefore we have

P
�O.X; Y / � An.q/

� � 1 � 2 expŒc."1/n� (50)

for n > n1. From Lemma 5.1, it follows that if q > 0 is small enough to satisfy (38),
then there exist " > 0, ˛ > 0 and n2 < 1, all depending on q so that

P
�
.Dn

q ."//c
� � expŒ�˛n� (51)

for every n > n2. To finalize the proof, let us take q satisfying (38) and ı0 be such
that b0.ı0C/ < q. Then, there exist " > 0, ˛ > 0 and n0 WD maxfn2; n1g so that (50)
and (51) hold. Thus, from (48) we have

P
�
EŒ QLn.ı/ � Ln.ı/jX; Y � � �

�
� 1 � 2 expŒc."1/n� � expŒ�˛n�

for every n > n0. Hence, the assumptions of Theorem 5.1 are satisfied. ut
An alternative to Lemma 5.1. Recall that ı0 in Theorem 5.2 was chosen to be such
that b0.ı0C/ < q, where q satisfies assumptions of Lemma 5.1, namely (38). This
assumption comes from the large deviations bound (43). Although, asymptotically
it is a sharp inequality, the rate-function ƒ� might not always be easy to compute.
Clearly, the statement of Lemma 5.1 holds true for any other type of large deviations
inequality giving the same exponential decay. An alternative would be to use
Höffding’s inequality (20) to get a version of Lemma 5.1 which does not rely on
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the computation of ƒ�. The Höffding’s inequality gives smaller q, and, therefore,
larger ı0.

Lemma 5.2. Suppose Assumption 5.1 is fulfilled and take a; b satisfying (34). Let
q > 0 small enough such that

h.q/ <
.1 � q/
2

9A2
: (52)

Then there exist " > 0, ˛ > 0 and n2 < 1, all depending on q, such that

P
�
.Dn

q ."//c
� � expŒ�˛n� (53)

for every n > n2.

Proof. Recall the definition of A from (18). Let q > 0 be small enough sat-
isfying (52). Then, there exists " > 0 small enough such that both conditions
simultaneously hold:

(1) 2" < .1 � q/
, which means that � WD 
 � 2"
.1�q/

> 0;
(2)

h.q/ � ..1 � q/
 � 2"/2

9A2.1 � q/
DW �˛."/ < 0:

Hence, there exists n2 < 1 such that

h.q/ � ..1 � q/
 � 2"/2

9A2.1 � q/
C ln.qn/

2n
� �˛

2
(54)

for every n > n2. Recall that k � .1 � q/n. To apply Höffding’s inequality, we
need to bound the random variable Z. Recall the definition of Z from (35). From
the definition, 	x.x; y/ and 	y.x; y/ are simultaneously non-zero if and only if x D
y D a, this means that the difference between the maximum and minimum value
of Zi is at most 3A. For instance, if S.b; a/ < S.a; a/ then �2A � 2.S.b; a/ �
S.a; a// � Zi � maxc¤a.S.b; c/ � S.a; c// � A. Then, by using (20), the large
deviations bound (43) can be written down as (recall (1))

P

 
�

kX

iD1

Zi > �k
2"

.1 � q/

!
D P

 
1

k

kX

iD1

.�Zi / C 
 > 
 � 2"

.1 � q/

!
� exp

�
� 2�2

.3A/2
k

�

� exp

�
�2�2.1 � q/

9A2
n

�
D exp

�
� 2..1 � q/
 � 2"/2

9A2.1 � q/
n

�
:

Finally, the inequality (46) can be now written down as

P
�
Dnc

q ."/
� � exp

h
2
�
h.q/ � ..1 � q/
 � 2"/2

9A2.1 � q/
C ln.qn/

2n

�
n
i

D expŒ�˛n�; (55)

where the result is proven by using (54). ut
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6 Determining ı

In the last section, we discuss how to determine ı0 in Theorem 5.2. Recall, once
again, the proof of that theorem: ı0 is so small that b0.ı0C/ < q, where q is small
enough to satisfy condition (38). This condition depends on ƒ�, but knowing the
distribution of X1, ƒ� can be found. When ƒ� is unknown, then condition (38) can
be substituted by (more restrictive) condition (52). The latter does not depend on ƒ�
and can be also used when the distribution of X1 is unknown. Hence finding q is not
a problem. The problem, however, is to determine the function b or its derivatives. In
Sect. 4, we found confidence upper bound for b0.ıC/ (31). That bound is random and
holds only with certain probability. In the following, we investigate deterministic
ways to estimate b0.ıC/.

Let .tn; qn/ 2 On.ı/ be an optimal pair: Bn D tn.1 � qn/ C ıqn. Clearly, when
.t 0

n; q0
n/ is another optimal pair and q0

n > qn, then t 0
n > tn. Hence .tn; qn/ 2 On.ı/,

where tn D maxft W .t; q/ 2 On.ı/g: For every q 2 .0; 1/, let t .q/ be an asymptotic
upper bound for Ntn in the sense that if b0.ıC/ < q (i.e. lim supn qn.ı/ < q almost
surely) then

P.eventually t n � t.q// D 1:

Thus, q 7! t.q/ is non-decreasing. In what follows, let b be the lower bound of b.ı/

for every ı. Since the asymptotic proportion of gaps goes to zero as ı ! �1, b can
be taken as the limit of gapless alignments. This limit is obviously ES.X1; Y1/ DW
� . If the distribution of X1 is unknown, then b can be any lower bound for � .

Let now qo 2 .0; 1/ be fixed. We aim to find ıo WD ı.qo/ � 0 such that
b0.ıC/ < qo for every ı satisfying �ı > ıo. The following claim shows that ıo

can be computed as follows:

ıo D sup
q�qo

t.q/.1 � q/ � b

q
: (56)

Claim 6.1. Let ı < 0 be such that �ı > ıo, where ıo is as in (56). Then
b0.ıC/ � qo.

Proof. Take ı � 0 so small that �ı � ıo. Without loss of generality, we can assume
that b is differentiable at ı. Thus b is differentiable at ı implies that qn ! b0.ı/ > 0

a.s. Let now " WD jıj � ıo and let q0 > b0.ı/ be such that

ˇ̌ t .q0/.1 � q0/ � b

q0 � t .q0/.1 � b0.ı// � b

b0.ı/

ˇ̌
< ":

Suppose b0.ı/ � qo. Then, q0 > qo and by definition of ıo

ı.qo/ � t .q0/.1 � q0/ � �

q0



228 J. Lember et al.

so that

jıj D ıo C " >
t
�
q0�.1 � b0.ı// � b

b0.ı/
, t

�
q0�.1 � b0.ı// � jıjb0.ı/ < b:

(57)

Since b0.ı/ < q0, then eventually tn � t .q0/ a.s. By the convergence qn ! b0.ı/

from the r.h.s. of (57), follows then that eventually

Bn D t n.1 � qn/ � jıjqn < b

almost surely. We have a contradiction with the almost surely convergence Bn !
b.ı/ � b. ut
Remark 6.1. If t .q/ � t is constant, then (56) is

ı.qo/ WD t .1 � qo/ � b

qo

: (58)

6.1 Finding t.q/

For applying (56) the crucial step is to find t . Since the maximum value of the
scoring function is F , a trivial bound is t .q/ � F and ıo can be found from (58).
However, using the same ideas as in the proof of Theorem 5.2, we could obtain a
realistic bound for t .q/ as follows. In the following theorem, let ƒ� be Legendre-
Fenchel transform of ƒ.t/ WD ln E expŒtZ�, where Z WD S.X; Y /. Clearly Z is a
nonnegative random variable Z � F and EZ was denoted by � .

Theorem 6.1. Let q1 2 .0; 1/ and let t .q1/ satisfy one of the following conditions

2h.q1 ^ 0:5/

1 � q1

D ƒ�.t.q1//: (59)

or

t.q1/ D F

s
h.q1 ^ 0:5/

1 � q1

C �: (60)

Then for every ı such that b0.ıC/ < q1, the following holds

P
�
eventually tn.ı/ � t .q1/

� D 1:

Proof. Let q1 2 .0; 1/ be fixed. Let ı be such that b0.ıC/ < q1. Note that we can
find q such that b0.ıC/ < q and the following conditions both hold
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2h.q ^ 0:5/

1 � q
< ƒ�.t.q1//: (61)

and

t.q1/ > F

s
h.q ^ 0:5/

1 � q
C �: (62)

Note that (62) implies

h.q ^ 0:5/ <
.t.q1/ � �/2

F 2
.1 � q/: (63)

Let .�1; : : : ; �k/ and .�1; : : : ; �k/ be a fixed alignment, and let Z1; : : : ; Zk be i.i.d.
random variables, where Zi D S.X�i ; Y�i /. Clearly Zi is distributed as Z defined
above. If the alignment .�; �/ is optimal, then

tn D 1

k

kX

iD1

Zi :

Recall that � D EZi . Since ƒ�.�/ D 0, the conditions (59) and (60) both guarantee
t > � . Let us define

Dn
q .t.q1// WD

\

.�;�/2An.q/

(
1

k

kX

iD1

Zi � t .q1/

)
:

The event Dn
q .t.q1// states that the average score of aligned letters is smaller

than t .q1/ for every alignment with proportion of gaps at most q. If all optimal
alignments are so, then also tn.ı/ � t .q1/, namely

fO.X; Y / 2 An.q/g \ Dn
q .t/ � ftn.ı/ � t.q1/g:

In order to bound P.Dn
q .t.q1///, we proceed as in Lemma 5.1. Using the large

deviations bound

P

 
kX

iD1

Zi > t.q1/k

!
� expŒ�ƒ�.t.q1//k� � expŒ�ƒ�.t .q1//.1 � q/n� (64)

we obtain the following estimate

P
�
.Dn

q .t//
c� � jAn.q/j expŒ�ƒ�.t .q1//.1 � q/n� (65)
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For q � 0:5, we estimate jAn.q/j as in Lemma 5.1 by

jAn.q/j � exp

�	
2h.q/ C ln.qn/

n



n

�
:

For q 2 .0:5; 1/ note that

jAn.q/j �
X

i�qn

 
n

i

!2

< qn

 
n
1
2
n

!2

� exp

�	
2h.0:5/ C ln.qn/

n



n

�
:

Hence

P
�
.Dn

q .t//
c� � exp

�	
2h.q ^ 0:5/ C ln.qn/

n
� ƒ�.t.q1//.1 � q/



n

�
: (66)

Since (61) holds, then just like in the proof of Theorem 5.2, there exists ˛ > 0 and
no, both depending on t .q1/, so that

P
�
t n.ı/ > t.q1/

� � expŒ�˛n�; 8n > no: (67)

Thus,by Borel-Cantelli we have

P
�
eventually tn.ı/ � t .q1/

� D 1:

With Höffding’s inequality the bounds (64) and (66) are

P

 
kX

iD1

Zi > t.q1/k

!
� exp

�
�2.t .q1/ � �/2

F 2
k

�
� exp

�
�2.t.q1/ � �/2

F 2
.1 � q/n

�

P
�
.Dn

q .t//
c� � exp

�
2
�
h.q ^ 0:5/ C ln.qn/

2n
� .t .q1/ � �/2

F 2
.1 � q/

�
2n

�
:

respectively, and the existence of ˛ > 0 and no comes from (63). ut

6.2 Example

Consider a two letter alphabet A D fa; bg with probabilities P.Xi D b/ D P.Yi D
b/ D 0:7, P.Xi D a/ D P.Yi D a/ D 0:3. Let the scoring function S assign 1 to
identical letter pairs and 0 to unequal letters. Then the letters a; b satisfy (5.1). The
random variable Z as in (35) is distributed as follows:

P.Z D �2/ D .0:3/2 D 0:09; P.Z D 0/ D .0:7/2 D 0:49; P.Z D 1/ D 2 � 0:3 � 0:7 D 0:42:
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Hence EZ D 
 D 0:24 and

E expŒ�tZ� D .0:09/ expŒ2t � C 0:49 C 0:42 expŒ�t �:

This function achieves its minimum at a t� that is the solution of the equation

.2 � 0:09/ expŒ2t � D expŒ�t �0:42

that is

t� D 1

3
ln

42

18
	 0:28:

Then
�ƒ�.0/ D ln

�
.3 � 0:09/ expŒ2t�� C 0:49


 D �0:03564

so that q satisfies (38) if and only if q < qo WD 0:00255, because qo is a solution of
the equation

h.qo/ D ƒ�.0/

2
.1 � qo/ , h.qo/ D 0:01782.1 � qo/:

Let us see, how much qo changes when we assume the stronger condition (52).
Clearly A D 1, so to satisfy (52), the proportion of gaps should satisfy the inequality
q < qo WD 0:000784674, because qo is the solution of the inequality 9h.qo/ D
.1 � qo/.0:24/2 that is

h.qo/ D 0:0064.1 � qo/:

Determining ı0. Let us find ı0 so that b0.ı0C/ � q0 D 0:00255: In this example
F D 1, � D .0:3/2 C .0:7/2 D 0:58. Taking t D 1, from (58) with qo D 0:00255,
we get

ıo WD .1 � qo/ � 0:58

qo

D .1 � 0:00255/ � 0:58

0:00255
< 164:

The inequality (60) is

t.q/ D
s

h.q ^ 0:5/

1 � q
C �:

Thus, from (56), we get

ıo D sup
q�qo

t.q/.1 � q/ � �

q
D sup

q�qo

.
q

h.q^0:5/

1�q
C �/.1 � q/ � �

q

D sup
q�qo

p
h.q ^ 0:5/.1 � q/

q
� �:
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Since

q 7!
p

h.q ^ 0:5/.1 � q/

q

is decreasing, we get a much better bound

ıo D
p

h.qo/.1 � qo/

qo

� � D
p

h.0:00255/.1 � 0:00255/

0:00255
� 0:58 < 52:

The random variable Z WD S.X1; Y1/ has Bernoulli distribution with parameter � ,
so it is well known that

ƒ�.t/ D t ln

	
t

�



C .1 � t/ ln

	
1 � t

1 � �



;

provided t > � . Therefore, the maximum value of ƒ�.t/ is achieved for t D 1 and
that is the solution of (59) for q1 D 0:0698. Hence, (59) has solution t .q1/ for every
q1 2 Œ0; 0:0698� and in the range Œ0; 0:0698� the function

q 7! t .q/.1 � q/ � �

q

is decreasing. This means that ıo can be taken as

ıo D t .qo/.1 � qo/ � �

qo

:

Since, t.0:00255/ D 0:709053, we thus get

ıo D t.0:00255/.1 � 0:00255/ � 0:58

0:00255
D 0:709053.1 � 0:00255/ � 0:58

0:00255
D 49:9 < 50:

Hence in this example, the bound (59) gives only a slight improvement over the
bound (60). The reason is that, for Bernoulli random variables with parameter close
to 0.5, the Höffding’s inequality is almost as good as the one given by the large
deviations principle.
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