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Foreword

Political, economic, social life is essentially governed according to the power of
agents, be they individuals, institutions, states, countries, etc. As a consequence, it
is not surprising that power is a major ingredient of social science. Although this
appears today as self-evident, it was not the case some decades ago. In 1938, no
less than Bertrand Russell devoted a volume to this topic. I am afraid that this book
has been rather neglected.! Russell wrote on page 4: In the course of this book I
shall be concerned to prove that the fundamental concept in social science is
Power, in the same sense in which Energy is the fundamental concept in physics.

Standard microeconomic theory which culminates with the beautiful con-
struction of (Walrasian) general equilibrium theory by Kenneth Arrow, Gérard
Debreu, and Lionel McKenzie not only neglects power, but, in some sense, negates
it. The general equilibrium framework appears as an ideal situation to which
society should tend: perfect competition. The best mathematical tool to model
perfect competition was introduced by Robert Aumann. It consists in assuming a
continuum of agents, so that each agent’s influence (on prices) is negligible.
Whatever the formalization, either a finite number of agents, an infinite countable
set of agents or a continuum, with perfect competition, agents are so-called price
takers. However, in the real world, there exist markets where there are only a few
agents (at least on one side of the market) and these agents will possess market
power. In the microeconomic theory Bible (Mas-Colell et al. 1995), Market Power
is the title of Chap. 12 (there are 23 chapters). Within Aumann’s measure-theoretic
framework it has been possible to formalize at the same time negligible and
powerful agents. There is a fundamental difficulty to mix the finite and the infinite,
the continuous and the discrete and, in spite of remarkable works by Benyamin
Shitovitz and others in the 1970s, the mainstream microeconomic research has

! Bertrand Russell, Power. A New Social Analysis, George Allen and Unwin. My attention was
called to this book by a paper of Abraham Diskin and Moshe Koppel: The Measurement of Voting
Power as a Special Case of the Measurement of Political Power, to appear in Voting Power and
Procedures. Essays in Honour of Dan Felsenthal and Moshé Machover ed. by R. Fara et al.,
Springer. To my surprise, I discovered Russell’s book in my personal library and I must add, to
my shame, that the copy was like new.
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followed another route, more or less forgetting the general equilibrium approach, a
regression to my view.

The ideal of equality has its social choice theoretic version as anonymity.
Equality here means basically equality of power. Having equal power for agents
does not mean that they have no power (unless we consider that they are elements
of a continuum). Rather it means that they have the same power, possibly weak
depending on their number. Having the same power leads to the possibility that
some agents may have more power than others. Then rather than viewing power as
an absolute concept we can consider that it is a relative concept where the different
power of various agents can be compared. In the three famous impossibility results
of social choice theory (Arrow, Sen and Gibbard—Pattanaik—Satterthwaite Theo-
rems), the notion of power is implicit, hidden in admissible or repulsive concepts.
In Arrow’s Theorem, given independence of irrelevant alternatives, a sufficient
heterogeneity of agents’ preferences and some level of collective rationality, there
is a consistency problem between unanimity—the fact that all the agents taken
together as a group are powerful over all social states—and the absence of dic-
tatorship—the fact that a given single individual is powerful over all these social
states. In Sen’s theorem (the impossibility of a Paretian liberal) there is an
inconsistency between unanimity again and the fact that at least two agents are
powerful over at least two social states, this fact being justified by an interpretation
in terms of individual rights or freedom of choice within a personal sphere, an idea
going back to John Stuart Mill. In Gibbard-Pattanaik—Satterthwaite’s theorem, the
conflict is basically between non-dictatorship again and the possibility for an agent
to obtain a benefit from acting strategically by misrepresenting her ‘sincere’
preference.

It is certainly in the part of social choice devoted to voting and in (cooperative)
game theory that the notion of power has, at last, reached preeminence. Although
equality is an ideal in some configurations, it is not in others. This is particularly
true when voters represent institutions such as constituencies of different size,
states in a federal system, countries, etc. In 1986, William Riker called our
attention to Luther Martin (!), a delegate from Maryland to the Constitutional
Convention in Philadelphia in 1787. Luther Martin made calculations of the voting
power of the (then) 13 American states on the basis of a fictitious weighted voting
game in which representatives of a given state voted together. According to
William Riker the method he proposed is very similar to what John Banzhaf
proposed in the 1960s—or, according to Philip Straffin, to what J. Deegan and
E. W. Packel proposed in 1978 or, according to Dan Felsenthal and Moshé
Machover, to what Manfred Holler proposed in 1982. (We now know, principally
thanks to Felsenthal and Machover’s book, that Banzhaf was also preceded by
Lionel Penrose). Lloyd Shapley and Martin Shubik developed in the 1950s a
game-theoretic approach to the measurement of (voting) power based on the so-
called Shapley value. In cooperative game theory, a basic structure introduced by
John von Neumann and Oskar Morgenstern is the simple game structure. Groups
of agents/players (coalitions) are either powerful or without power. A simple game
basically amounts to identify the coalitions which are powerful (called ‘winning’).
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In the real world, these winning coalitions can be established on the basis of a quite
strong inequality among the players as within the Security Council of UN where
some countries have a veto, the so-called permanent members of the Council (a
winning coalition must include all permanent members plus a sufficient fraction of
non permanent members who are elected by the General Assembly—the number
of non permanent members and consequently the minimum number of non per-
manent members to form a winning coalition has varied since the creation of UN
and the treatment of abstentions of permanent members has been rather ambigu-
ous). Winning coalitions can also be established on the basis of weights given to
players when the players are states, countries etc. A remarkable and recent
example of the difficulties related to a priori voting power is the choice of weights
and quota for the countries in the Council of Ministers of the European Union.

This book is a major contribution to the advancement of our knowledge on
power and specifically voting power by some of the most important scholars in this
area. The two editors themselves made brilliant contributions to the measurement
of power (Manfred Holler has his name associated to a well-known power index to
which I previously alluded) and more generally to voting analysis (Hannu Nurmi
published a number of books which became classical).

Reference

Mas-Colell, A., Whinston, M. D. & Green, J. R. (1995). Microeconomic Theory.
Oxford: Oxford University Press

Caen, December 3, 2012 Maurice Salles
maurice.salles@unicaen.fr



Contents

Reflections on Power, Voting, and Voting Power ................ 1

Manfred J. Holler and Hannu Nurmi

Part I Power

Social Power and Negative Freedom . ........................ 27
Tan Carter
Causation and the Measurement of Power . . . . ... .............. 63

Matthew Braham

Part I Voting

Models and Reality: The Curious Case of the Absent Abstention . ... 73
Dan S. Felsenthal and Moshé Machover

A Test of the Marginalist Defense of the Rational Voter

Hypothesis Using Quantile Regression . . . .. ... ... ... ... ... ... 87
Serguei Kaniovski

Intensity Comparisons, the Borda Rule and Democratic Theory . . . . . 103
Eerik Lagerspetz

List Apparentements in Local Elections: A Lottery . ............. 123
Friedrich Pukelsheim and Peter Leutgib

Voting and Power . . . . ....... .. .. .. ... ... .. . . ... 137

Annick Laruelle and Federico Valenciano

ix


http://dx.doi.org/10.1007/978-3-642-35929-3_1
http://dx.doi.org/10.1007/978-3-642-35929-3_2
http://dx.doi.org/10.1007/978-3-642-35929-3_3
http://dx.doi.org/10.1007/978-3-642-35929-3_4
http://dx.doi.org/10.1007/978-3-642-35929-3_5
http://dx.doi.org/10.1007/978-3-642-35929-3_5
http://dx.doi.org/10.1007/978-3-642-35929-3_6
http://dx.doi.org/10.1007/978-3-642-35929-3_7
http://dx.doi.org/10.1007/978-3-642-35929-3_8

X Contents

Decisiveness and Inclusiveness: Two Aspects of the Intergovernmental
Choice of European Voting Rules . . ......................... 151
Thomas Konig and Thomas Briauninger

Minimax Multi-District Apportionments . ..................... 169
Gianfranco Gambarelli and Arsen Palestini

Gridlock or Leadership in U.S. Electoral Politics . . ... ........... 187
Evan Schnidman and Norman Schofield

Part II' The Measurement of Power

A Review of Some Recent Results on Power Indices. . ... ......... 231
J. M. Alonso-Meijide, B. Casas-Méndez and M. G. Fiestras-Janeiro

Power, Cooperation Indices and Coalition Structures. . ........... 247
Rafel Amer and Francesc Carreras

The Power of a Spatially Inferior Player . . .. .................. 265
Mika Widgrén and Stefan Napel

On the Nucleolus asa Power Index . . . . ...................... 283
Maria Montero

Coalition Configurations and the Public Good Index . ............ 301
José M. Alonso-Meijide, Balbina Casas-Méndez,
M. Gloria Fiestras-Janeiro, Manfred J. Holler and Andreas Nohn

Circumstantial Power: Some Hints for Finding Optimal
Persuadable or Bribable Voters. . . ... ....................... 315
Josep Freixas and Montserrat Pons

Part IV  Applications of Voting Power Measures

Power Indices and the Design of Electoral/Constitutional Systems. . .. 333
Ron Johnston

Fair Voting Rules in Committees. . . .. ....................... 347
FrantiSek Turnovec

On Penrose’s Square-Root Law and Beyond . .................. 365
Werner Kirsch


http://dx.doi.org/10.1007/978-3-642-35929-3_9
http://dx.doi.org/10.1007/978-3-642-35929-3_9
http://dx.doi.org/10.1007/978-3-642-35929-3_10
http://dx.doi.org/10.1007/978-3-642-35929-3_11
http://dx.doi.org/10.1007/978-3-642-35929-3_12
http://dx.doi.org/10.1007/978-3-642-35929-3_13
http://dx.doi.org/10.1007/978-3-642-35929-3_14
http://dx.doi.org/10.1007/978-3-642-35929-3_15
http://dx.doi.org/10.1007/978-3-642-35929-3_16
http://dx.doi.org/10.1007/978-3-642-35929-3_17
http://dx.doi.org/10.1007/978-3-642-35929-3_17
http://dx.doi.org/10.1007/978-3-642-35929-3_18
http://dx.doi.org/10.1007/978-3-642-35929-3_19
http://dx.doi.org/10.1007/978-3-642-35929-3_20

Contents xi

A New Analysis of a Priori Voting Power in the IMF: Recent Quota
Reforms Give Little Cause for Celebration. . . .. ... ............. 389
Dennis Leech and Robert Leech

A Priori Voting Power and the US Electoral College . ............ 411
Nicholas R. Miller

Do Voting Power Considerations Explain the Formation

of Political Coalitions? A Re-Evaluation. . ... .................. 443
Vincent C. H. Chua and Dan S. Felsenthal

A Note on Communication Structures . .. ..................... 467
Vito Fragnelli

Shareholder Voting Power and Ownership Control of Companies. . . . 475
Dennis Leech
Part V Voting Power in the European Union

Calculus of Consent in the EU Council of Ministers . . . .. ......... 501
Hannu Nurmi, Tommi Meskanen and Antti Pajala

The Creation of European Economic and Monetary Union. . .. ... .. 521
Madeleine O. Hosli

Apportionment Strategies for the European Parliament . . . . .. ... .. 541
Cesarino Bertini, Gianfranco Gambarelli and Izabella Stach

Strategic A Priori Power in the European Union’s Codecision
Procedure Recalculated for EU28 .. ....... ... ... ... ... ... ... 553
Stefan Napel, Mika Widgrén and Alexander Mayer

Square Root Voting System, Optimal Threshold and =. . .. ........ 573
Karol Zyczkowski and Wojciech Stomczyniski

The QM Rule in the Nice and Lisbon Treaties: Future Projections. . . 593
Dan S. Felsenthal and Moshé Machover
Part VI The Aggregation of Preferences

Explaining All Possible Paired Comparison Problems. . . .......... 615
Donald G. Saari


http://dx.doi.org/10.1007/978-3-642-35929-3_21
http://dx.doi.org/10.1007/978-3-642-35929-3_21
http://dx.doi.org/10.1007/978-3-642-35929-3_22
http://dx.doi.org/10.1007/978-3-642-35929-3_23
http://dx.doi.org/10.1007/978-3-642-35929-3_23
http://dx.doi.org/10.1007/978-3-642-35929-3_24
http://dx.doi.org/10.1007/978-3-642-35929-3_25
http://dx.doi.org/10.1007/978-3-642-35929-3_26
http://dx.doi.org/10.1007/978-3-642-35929-3_27
http://dx.doi.org/10.1007/978-3-642-35929-3_28
http://dx.doi.org/10.1007/978-3-642-35929-3_29
http://dx.doi.org/10.1007/978-3-642-35929-3_29
http://dx.doi.org/10.1007/978-3-642-35929-3_30
http://dx.doi.org/10.1007/978-3-642-35929-3_31
http://dx.doi.org/10.1007/978-3-642-35929-3_32

Xii Contents

A Geometric Approach to Paradoxes of Majority Voting:

From Anscombe’s Paradox to the Discursive Dilemma

with Saari and Nurmi . . . . ... ..... ... ... .. ... .. ... ......... 645
Daniel Eckert and Christian Klamler

Necessary and Sufficient Conditions to Make the Numbers Count. . . . 661
Marlies Ahlert and Hartmut Kliemt

Limit Property of a Multi-Choice Value and the Fuzzy Value. . . . . .. 669
Rie Ono-Yoshida

Pure Bargaining Problems and the Shapley Rule . . . .. ........... 681
Francesc Carreras and Guillermo Owen

Veto Players and Non-Cooperative Foundations of Power
in Legislative Bargaining. . . . .. ... .. ...... ... .. ... ... .. ... 703
Andreas Nohn

Distortion-Free Logrolling Mechanism. . . .. ... ................ 709
Hannu Vartiainen

Coalitions and Catastrophic Climate Change . . . ... ............. 725
Norman Schofield


http://dx.doi.org/10.1007/978-3-642-35929-3_33
http://dx.doi.org/10.1007/978-3-642-35929-3_33
http://dx.doi.org/10.1007/978-3-642-35929-3_33
http://dx.doi.org/10.1007/978-3-642-35929-3_34
http://dx.doi.org/10.1007/978-3-642-35929-3_35
http://dx.doi.org/10.1007/978-3-642-35929-3_36
http://dx.doi.org/10.1007/978-3-642-35929-3_37
http://dx.doi.org/10.1007/978-3-642-35929-3_37
http://dx.doi.org/10.1007/978-3-642-35929-3_38

Contributors

Marlies Ahlert Department of Law and Economics, Martin-Luther-University
Halle-Wittenberg, Halle, Germany, e-mail: marlies.ahlert@wiwi.uni-halle.de

J. M. Alonso-Meijide Department of Statistics and Operations Research, Uni-
versity of Santiago de Compostela, Santiago de Compostela, Spain, e-mail:
josemaria.alonso @usc.es

Rafel Amer Department of Applied Mathematics II and Industrial and Aero-
nautical Engineering School of Terrassa, Technical University of Catalonia,
Colom 11, 08222 Terrassa, Spain, e-mail: rafel.amer@upc.edu

Cesarino Bertini Department of Management, Economics and Quantitative
Methods, University of Bergamo, via dei Caniani 2, 24127 Bergamo, Italy, e-mail:
cbertini @unibg.it

Matthew Braham Institute of Philosophy, University of Bayreuth, Universi-
titsstr. 30, 95447 Bayreuth, Germany, e-mail: matthew.braham @uni-bayreuth.de

Thomas Brauninger University of Mannheim, 68131 Mannheim, Germany,
e-mail: thomas.braeuninger @uni-mannheim.de

Francesc Carreras Department of Applied Mathematics II and Industrial and
Aeronautical Engineering School of Terrassa, Technical University of Catalonia,
Colom 11, 08222 Terrassa, Spain; ETSEIAT, P.O. Box 577, Terrassa 08220,
Spain, e-mail: francesc.carreras@upc.edu

Ian Carter Department of Political and Social Studies, University of Pavia,
Pavia, Italy, e-mail: icarter @unipv.it

Balbina Casas-Méndez Department of Statistics and Operations Research,
University of Santiago de Compostela, Santiago de Compostela, Spain, e-mail:
balbina.casas.mendez @usc.es

Vincent C. H. Chua SIM University, Clementi, Singapore, e-mail: vincentchua
@unisim.edu.sg

Xiii



Xiv Contributors

Daniel Eckert Institute of Public Economics, University of Graz, 8010 Graz,
Austria, e-mail: daniel.eckert@uni-graz.at

Dan S. Felsenthal University of Haifa, Haifa, Israel; Centre for the Philosophy of
the Natural and Social Sciences, London School of Economics and Political Sci-
ence, Lakatos Building, Houghton Street, London WC2A 2AE, UK, e-mail:
dfelsenthal @poli.haifa.ac.il

M. G. Fiestras-Janeiro Department of Statistics and Operations Research,
University of Vigo, Vigo, Spain, e-mail: fiestras@uvigo.es

Vito Fragnelli Department of Science and Technological Innovation, University
of Eastern Piedmont, Viale T. Michel 11, 15121 Alessandria, Italy, e-mail:
vito.fragnelli@mfn.unipmn.it

Josep Freixas Department of Applied Mathematics III and High Engineering
School of Manresa, Technical University of Catalonia, EPSEM, Av. Bases de
Manresa, 61-73, 08242 Manresa, Spain, e-mail: josep.freixas@upc.edu

Gianfranco Gambarelli Department of Management, Economics and Quanti-
tative Methods, University of Bergamo, via dei Caniani 2, 24127 Bergamo, Italy,
e-mail: gambarex @unibg.it

Manfred J. Holler Institute of SocioEconomics, University of Hamburg,
Von-Melle Park 5 Hamburg, 20146, Germany; Public Choice Research Centre,
University of Turku, Turku, Finland, e-mail: holler@econ.uni-hamburg.de

Madeleine O. Hosli Department of Political Science, Leiden University, P.O.
Box 9555, 2300RB Leiden, The Netherlands, e-mail: hosli @fsw.leidenuniv.nl

Ron Johnston School of Geographical Sciences, University of Bristol, University
Road, Bristol, BS8 ISS, UK, e-mail: r.johnston@bristol.ac.uk

Serguei Kaniovski Austrian Institute of Economic Research (WIFO), P.O. Box
91, 1103 Vienna, Austria, e-mail: serguei.kaniovski@wifo.ac.at

Werner Kirsch Fakultit fiir Mathematik und Informatik, FernUniversitit in
Hagen, Hagen, Germany, e-mail: werner.kirsch@fernuni-hagen.de

Christian Klamler Institute of Public Economics, University of Graz, 8010 Graz,
Austria, e-mail: christian.klamler @uni-graz.at

Hartmut Kliemt Frankfurt School of Finance and Management, Frankfurt,
Germany, e-mail: h.kliemt@frankfurt-school.de

Thomas Konig University of Mannheim, 68131 Mannheim, Germany, e-mail:
koenig @uni-mannheim.de

Eerik Lagerspetz Department of Behavioural Sciences and Philosophy, Uni-
versity of Turku, 20014 Turku, Finland, e-mail: eerlag@utu.fi



Contributors XV

Annick Laruelle BRiDGE, Foundations of Economic Analysis I, University of
the Basque Country (UPV/EHU), Avenida Lehendakari Aguirre, 83, 48015 Bilbao,
Spain; IKERBASQUE Basque Foundation of Science, 48011 Bilbao, Spain, e-mail:
a.laruelle @ikerbasque.org

Dennis Leech Department of Economics, University of Warwick, Coventry CV4
7TAL, Centre for the Philosophy of the Natural and Social Sciences, London School
of Economics and Political Science, Lakatos Building, Houghton Street, London
WC2A 2AE, UK, e-mail: d.leech@warwick.ac.uk

Robert Leech Imperial College, London, UK, e-mail: r.leech@imperial. ac.uk

Peter Leutgiib Institute for Mathematics, University of Augsburg, 86135 Augs-
burg, Germany, e-mail: Peter.Leutgaeb@GMX.Net

Moshé Machover King’s College, London, UK; Centre for the Philosophy of the
Natural and Social Sciences, London School of Economics and Political Science,
Lakatos Building, Houghton Street, London WC2A 2AE, UK, e-mail:
moshe.machover@kcl.ac.uk

Alexander Mayer Department of Economics, University of Bayreuth, 95440
Bayreuth, Germany, e-mail: alexander.mayer @uni-bayreuth.de

Tommi Meskanen Department of Mathematics and Statistics, University of
Turku, 20014 Turku, Finland, e-mail: tommes@utu.fi

Nicholas R. Miller Department of Political Science, University of Maryland
Baltimore County, Baltimore, MD 21250, USA, e-mail: nmiller@umbc.edu

Maria Montero School of Economics, University of Nottingham, University
Park, Nottingham NG7 2RD, UK, e-mail: maria.montero@nottingham.ac.uk

Stefan Napel Department of Economics, University of Bayreuth, 95440 Bay-
reuth, Germany; Public Choice Research Centre, University of Turku, Turku,
Finland, e-mail: stefan.napel @uni-bayreuth.de

Andreas Nohn Public Choice Research Centre, University of Turku, Turku,
Finland; Institute of Socio Economics, University of Hamburg, 20146 Hamburg,
Germany, e-mail: nohn@econ.uni-hamburg.de

Hannu Nurmi Department of Political Science and Contemporary History and
Public Choice Research Centre, University of Turku, 20014 Turku, Finland, e-mail:
hnurmi @utu.fi

Rie Ono-Yoshida Faculty of Law and Economics, Chiba University, 1-33 Yayoi-
cho Inage-ku, Chiba 263-8522, Japan, e-mail: onorie@le.chiba-u.ac.jp

Guillermo Owen Department of Mathematics, Naval Postgraduate School,
Monterey, California, e-mail: gowen@nps.edu



XVi Contributors

Antti Pajala Public Choice Research Centre, University of Turku, 20014 Turku,
Finland, e-mail: anpaja@utu.fi

Arsen Palestini MEMOTEF, Sapienza University of Rome, Rome, Italy, e-mail:
arsen.palestini @uniromal .it

Montserrat Pons Department of Applied Mathematics III and High Engineering
School of Manresa, Technical University of Catalonia, EPSEM, Av. Bases de
Manresa, 61-73, 08242 Manresa, Spain, e-mail: montserrat.pons @upc.edu

Friedrich Pukelsheim Institute for Mathematics, University of Augsburg, 86135
Augsburg, Germany, e-mail: Pukelsheim @Math.Uni-Augsburg.De

Donald G. Saari Institute for Mathematical Behavioral Science, University of
California, Irvine, CA 92697-5100, USA, e-mail: dsaari@uci.edu

Maurice Salles CREM (UMR - CNRS 6211) and Institute for SCW, University
of Caen, Caen Cedex 14032, France; CPNSS London School of Economics,
Houghton Street, London WC2A 2AB, UK; Murat Sertel Center for Advanced
Economic Studies, Bilgi University, Istanbul, Turkey, e-mail: maurice.salles@
unicaen.fr

Evan Schnidman Department of Government, Harvard University, Cambridge,
MA, USA, e-mail: evan.schnidman@gmail.com

Norman Schofield Center in Political Economy, Washington University in Saint
Louis, 1 Brookings Drive, Saint Louis, MO 63130, USA, e-mail: schofield.
norman @ gmail.com

Wojciech Stomczynski Institute of Mathematics, Jagiellonian University, ul.
Lojasiewicza 6, 30-348 Krakéw, Poland, e-mail: wojciech.slomczynski @im.uj.
edu.pl

Izabella Stach Faculty of Management, AGH University of Science and Tech-
nology, Krakow, Poland, e-mail: istach@zarz.agh.edu.pl

FrantiSek Turnovec Institute of Economic Studies, Charles University in Prague,
Opletalova 26, 110 00 Prague 1, Czech Republic, e-mail: turnovec @fsv.cuni.cz

Federico Valenciano BRiDGE, Applied Economics IV, University of the Bas-
que Country (UPV/EHU), Avenida Lehendakari Aguirre, 83, 48015 Bilbao, Spain,
e-mail: federico.valenciano@echu.es

Hannu Vartiainen HECER, University of Helsinki, Arkadiankatu 7, 00014
Helsinki, Finland, e-mail: hannu.vartiainen @helsinki.fi

Mika Widgrén (deceased) Turku School of Economics and Public Choice
Research Centre, University of Turku, 20014 Turku, Finland



Contributors Xvii

Karol Zyczkowski Institute of Physics, Jagiellonian University, ul.Reymonta 4,
30-059 Krakéw, Poland; Center for Theoretical Physics, Polish Academy of Sci-
ences, Al. Lotnikéw 32/46, 02-668 Warszawa, Poland, e-mail: karol @tatry.if.uj.
edu.pl



Reflections on Power, Voting, and Voting
Power

Manfred J. Holler and Hannu Nurmi

1 An Introduction to Power, Voting, and Voting Power:
30 Years After

Power is a fundamental concept in the social sciences. It is, however, a theoretical
one, i.e., it cannot be directly observed. It is also dispositional. If a person or
institution has power, it has an ability or propensity to bring about certain types of
events or other outcomes. From a formal point of view, power can be represented
as a unary predicate (“A has power”) or a binary relation (“A has power over B”)
or a ternary relation (“A has power over B with regard to X). Nothing has
changed in these fundamental relations since the publication of the volume Voting,
Power and Voting Power (PVVP) in 1982. But subsequently many articles/stud-
ies... derived from the material presented in that volume (PVVP) have been
published. Some of those publications directly refer to contributions that can be
found in the 1982 collection of chapters. However, this is not the primary argu-
ment for publishing a second volume Voting, Power and Voting Power thirty years
later. More convincing to us is that there has been a lot of new material developed
during the last thirty years in the fields of PVVP. We think it high time for
reflections about what has been accomplished during these years and what are the
main issues of ongoing and future research. PVVP 2012 should be of help in
answering these questions. Of course, the selection of material is highly subjective.

M. J. Holler (<)

University of Hamburg, Hamburg, Germany and Public Choice Research Centre,
University of Turku, 20014 Turku, Finland

e-mail: holler@econ.uni-hamburg.de

H. Nurmi
Department of Political Science and Contemporary History and Public Choice Research
Centre, University of Turku, 20014 Turku, Finland

M. J. Holler and H. Nurmi (eds.), Power, Voting, and Voting Power: 30 Years After, 1
DOI: 10.1007/978-3-642-35929-3_1, © Springer-Verlag Berlin Heidelberg 2013



2 M. J. Holler and H. Nurmi

We find the selected chapters very important contributions. Some are original
material written for PVVP 2012. However, most of the chapters are more or less
revised material published in the quarterly journal Homo Oeconomicus, and are,
thus, accessible only for a small readership. We did not select articles that are
available in leading and widely distributed journals of social sciences, economics,
game theory and mathematics. This of course gives an additional bias to our
volume. However, we think that we can leave it to the reader to find the “easy to
access” articles in the library—whether in paper or in electronic form.

This is not the only bias that characterizes PVVP 2012. The volume is the result
of our ideas about what research work and which results are important (or inter-
esting) and what will be important for the future. This selection, of course, has to
do with our own work in this field. However, we will follow, in this introduction
and in the selection of the contributions to this volume, the two paths that Anatol
Rapoport outlined in his Foreword to the 1982 volume: game theory is the one,
and social choice theory the other.

Given these two foci and our personal biases, the contributions to this volume
reflect the main issues in the discussion of power, voting and voting power over
the last thirty years.

2 Power and Preferences

There is an ongoing debate on whether power measures should take the prefer-
ences of the agents into account, and if so, to what degree. For instance, the
Journal of Theoretical Politics (JTP) dedicated many pages of its volume 11
(1999) to this issue. Those authors who wanted to see preferences taken into
consideration even declared that power indices are useless—at least when it comes
to measuring power in the EU—,' while others argued that power indices are
valuable instruments just because they do not refer to preferences which might be
unknown or irrelevant for the questions under scrutiny. The latter position was
defended with reference to institutional design: future agents and their priorities
are—or at least often should be—irrelevant and, in any case, unknown for the
present-day deliberations. When on March 25th, 1957, the Treaty of Rome was
signed creating the European Economic Community (EEC) of The Six, and the
seats in the Council of Ministers were allocated to the participating countries, the
signing partners could not foresee the political preferences of the governments that
were to be represented in the coming years. (See Holler and Widgrén 1999a.)

In the course of the scholarly debate that took place, e.g., in JTP, a consensus
seemed to emerge suggesting that political preferences are to be considered when
power measures are used to forecast or to analyse specific outcomes or events

' See Garrett and Tsebelis (1996, 1999), Tsebelis and Garrett (1996, 1997) and Steunenberg
et al. (1999) for this message.
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defined by specific historical settings,” just like other factors that are affecting the
outcome. Thus, for example, election outcomes are sometimes interpreted as
depending on whether it rained or not. However, despite the apparent consensus
the discussion about power and preferences has been popping up time and again.
Napel and Widgrén (2005) argue for the “possibility of a preference-based power
index,” this being the title of their article, while Braham and Holler’s (2005a, b)
retort is the “impossibility of a preference-based power index”.’

As Napel and Widgrén use all possible single-peaked preferences, one could
argue that they use the assumed preferences as an analytical device to measure
power, and not as an ingredient of power. In fact, it seems that they apply the
preference profiles in order to defend their choice of the Shapley-Shubik index
which is related to permutations of agents instead of unordered sets of agents, i.e.,
coalitions. However, even Shapley and Shubik (1954) doubted the plausibility of
applying the Shapley value to weighted voting. Undoubtedly, information of
preferences, whether fully hypothetical or with some empirical substance, can be
useful to give us a better understanding of power measures. To put water into a
bucket will show us whether the bucket has a hole or not. However, water is not
part of the bucket. In many applications we may use the bucket without having it
filled with water.

This volume opens with two contributions, the first one authored by Ian Carter
(2013) and the second by Matthew Braham (2013), that discuss the nature of
power. Conceptual issues are also discussed by Laruelle and Valenciano (2013).
For many of the contributions that follow Max Weber’s definition of power is a
good starting point.* Unfortunately, there are somewhat incompatible alternative
translations of Max Weber’s concept of power. Parsons translated “Macht be-
deutet die Chance, ...” as “the probability that one actor within a social rela-
tionship will be in a position to carry out his own will despite resistance.” (Weber
1947[1922]: 152, italics added).’ This is the translation of Weber’s definition of
power on page 38 of Wirtschaft und Gesellschaft, published posthumously (Weber
2005[1922]: 38). In the Essays from Max Weber, edited by Gerth and Mills, we
read: “In general, we understand by ‘power’ the chance of a man or of a number of
men to realize their own will in a communal action even against the resistance of
others who are participating in the action” (Weber 1948[1924]:180). This is the
translation of Weber’s definition given on page 678 of Wirtschaft und Gesellschaft

2 See, e.g., Aleskerov et al. (2013), analyzing the power distributions in the Weimar Reichstag in
1919-1933.

3 This debate had a locus: the Institute of SocioEconomics on the second floor of Von Melle Park
5 of the University of Hamburg where three of the four contributors to this debate had their offices
and the fourth, Mika Widgrén, was a regular visitor.

4 This section on Weber derives from Holler and Nurmi (2010).

> The German text is “Macht bedeutet jede Chance, innerhalb einer sozialen Beziehung den

eigenen Willen auch gegen Widerstreben durchzusetzen, gleichviel worauf diese Chance
beruht“(Weber 2005[1922]: 38).
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(Weber 2005[1922]: 678).6 There are also differences in the two definitions in their
original German versions. For instance, the second definition extends the definition
of power to “a number of men” and “communal action.” Another obvious dif-
ference is in the translation of the German word “die Chance” (which, of course,
the Germans borrowed from French). Parsons used “probability” for its translation
into English while in the edition of Gerth and Mills we read “chance.” Quite
similar to English, in German “die Chance” expresses either a possibility or is a
synonym for probability. It depends on the context whether the former or later
interpretation applies. This also holds in the case of Weber’s definition of power
and the use of “die Chance” in it.

There is a widely shared notion of probability which relates this concept to a
random mechanism as, for example, in the expression “chance setup.” The out-
come of the setup or mechanism is determined by “nature.” Chance presupposes a
lack of control due, e.g., to decisions or actions of others or to unpredictable
natural events. However, if somebody asks “what is the chance to see you
tomorrow,” an answer “with probability 1/3” does not make sense if the answer
solely depends on your choice. However, it would make perfect sense if you
cannot leave the house if it rains and the probability of rain is 2/3.

Experts on Weber claim that his use of “die Chance” concurs with possibility
or potential. On the other hand, the fact that Parsons used “probability” for the
translation of “die Chance” cannot be neglected. Talcott Parsons received a
doctorate from the University of Heidelberg in 1927. The title of his doctoral
dissertation was “‘Capitalism’ in recent German literature: Sombart and Weber.””
In this volume, we find both interpretations. The idea of power as a potential was
emphasized in Holler and Widgrén (1999b) where the value of the characteristic
function in a coalitional game is interpreted as power. (See also Napel et al. 2013)

3 The Right Index

The ambiguity in the interpretation of power carries over to the question of the
“right index.” Over many pages and years, the question of right index focused on a
comparison of or, should we say, a competition between, the Shapley-Shubik
index and the Banzhaf index—the latter also labelled as Penrose-Banzhaf or
Banzhaf-Coleman index—ignoring other candidates like the measures suggested
by Johnston (1978), Deegan and Packel (1979) and Holler (1982c). The Banzhaf
faction was spearheaded by Dan Felsenthal and Moshé Machover while the
Shapley-Shubik index had, e.g., Stefan Napel and the late Mika Widgrén as

6 “Unter‘Macht’ wollen wir dabei hier ganz allgemein die Chance eines Menschen oder einer
Mehrzahl solcher verstehen, den eigenen Willen in einem Gemeinschaftshandeln auch gegen den
Widerstand anderer daran Beteiligten durchzusetzen” (Weber 2005[1922]: 678).

7 See Parsons (1928, 1929) for its publication in The Journal of Political Economy.
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eminent supporters despite the fact that the latter two introduced themselves a
power measure based on the “inferior player concept” (Napel and Widgrén 2001,
2013). On the other hand, Laruelle and Valenciano gave a new axiomatization for
the two indices with axioms that “are remarkably close” such that “both indices
appear on the same footing when they are interpreted as measures of power in
collective decision-making procedures” (Laruelle and Valenciano 2001: 103).
However, as Aumann (1977: 471) observes: “...axiomatics underscores the fact
that a ‘perfect’ solution concept is an unattainable goal, a fata morgana; there is
something ‘wrong’, some quirk with every one.” Still, axiomatizations “serve a
number of useful purposes. First, like any other alternative characterization, they
shed additional light on a concept and enable us to ‘understand’ it better. Second,
they underscore and clarify important similarities between concepts, as well as
differences between them.”

Felsenthal et al. (1998) and Felsenthal and Machover (1998) suggested a com-
promise, but also differentiation, through the claim that the Banzhaf index describes
[-Power, an agent’s potential influence over the outcome, whereas the Shapley-
Shubik index represents P-Power, an agent’s expected share in a fixed prize.
However, Turnovec (2004) demonstrated that the distinction does not hold: both
measures can be interpreted as expressing I-Power or, alternatively, P-Power.
Indeed, these measures can be modeled as values of cooperative games and as
probabilities of being ‘decisive’ without reference to game theory at all. The basic
point being that ‘pivots’ (Shapley-Shubik index) and ‘swings’ (Banzhaf index) can
be taken as special cases of a more general concept of ‘decisiveness’ (see Turnovec
et al. 2008; see also Laruelle and Valenciano 2013 and K6nig and Briuninger 2013).

Still, the distinction of I-Power and P-Power contributes to the discussion of
power measures and often serves as a valuable instrument to structure our intui-
tion. Yet, in the light of Turnovec’s results, it is perhaps not a major flaw for the
Public Goods Index (PGI), introduced by Holler (1982c, 1984), that Felsenthal and
Machover (1998) classify it among the P-Power measures. From Paul Samuelson
we learn that there is nothing to share in the case of pure public goods. It is difficult
to see why the PGI does not qualify as an I-Power measure like the Banzhaf index
does. Loosely speaking, the difference between the PGI and the normalized
Banzhaf index boils down to those winning coalitions that are not minimal. Holler
(1982c, 1998) argues that these coalitions should not be considered because they
imply a potential to freeride if the decisions concern public goods—as is often the
case in policy rnaking.8 This does not mean that surplus coalitions do not form, but
they should not be considered when measuring power.

8 The basic principles underlying the public good index are (a) the public good property, i.e.
nonrivalry in consumption and nonexcludability of access, and (b) the nonfreeriding property. It
is obvious from these principles that (strict) minimum winning coalitions should be considered
when it comes to measuring power. All other coalitions are either non-winning or contain at least
one member that does not contribute to winning. If coalitions of the second type form, then it is
by luck or because of similarity of preferences, tradition, etc.—but not because of power, as there
is a potential for freeriding. (See Holler 1998.)
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There is another, more critical remark in Felsenthal and Machover that relates
to the PGI. They argue that any a priori measure of power that violates local
monotonicity is ‘pathological’ and should be disqualified from serving as a valid
yardstick for measuring power (Felsenthal and Machover 1998: 221ff)—and they
correctly point out that the PGI and the Deegan-Packel index violate this property.
Holler and Napel (2004a, b) hypothesize that the PGI exhibits nonmonotonicity
(and thus confirms that the measure does not satisfy local monotonicity) if the
game is not decisive, as the weighted voting game v° = (51; 35, 20, 15, 15, 15)
with a PGI of h° = (4/13, 2/13, 3/13, 3/13, 3/13) demonstrates, or is improper and
therefore indicates that perhaps we should worry about the design of the decision
situation.” The more popular power measures, i.e., the Shapley-Shubik index and
the Banzhaf one, satisfy local monotonicity and thus do not exhibit any pecu-
liarities if the game is not decisive or is improper. To what extent the PGI can
serve as an indicator, revealing certain peculiarities of a game, has been discussed
in Holler and Nurmi (2012b).

Interestingly, the Shapley-Shubik and Banzhaf index also violate local mono-
tonicity if we consider a priori unions and the equal probability of permutations
and coalitions, respectively, no longer applies.'” The concept of a priori unions or
pre-coalitions is rather crude because it implies that certain coalitions will not form
at all, i.e., they have a zero probability of forming. Note since the PGI considers
minimum winning coalitions (MWCs) only, this is formally equivalent to putting a
zero weight on coalitions that have surplus players. Is this the (“technical”) reason
why the PGI may show nonmonotonicity?

Instead of accepting the violation of monotonicity, we may ask under which
circumstances or decision situations the PGI guarantees monotonic results—this
may help to design adequate voting bodies. In Holler et al. (2001), the authors
analyze alternative constraints on the number of players and other properties of the
decision situations. For example, it is obvious that local monotonicity will not be
violated by any of the known power measures, including PGI, if there are n voters
and n-2 of these are dummies. It is, however, less obvious that local monotonicity
is also satisfied for the PGI if one constrains the set of games so that there are only
n—4 dummies. A hypothesis that needs further research is that the PGI does not
show nonmonotonicity if the voting game is decisive and proper and the number of
decision makers is smaller than 6."'

Which index is the right one? Many contributions to this volume shed light on
this question, e.g. Felsenthal and Machover (2013a, b); Laruelle and Valenciano
(2013); Konig and Bréauninger (2013); Alonso-Meijide et al. (2013a, b); Amer and

° For further discussion, see Sect. 8 below.

1% See Alonso-Meijide and Bowles (2005) for examples of voting games with a priori unions that
violate local monotonicity.

"' Perhaps this result also holds for a larger number of decision makers but we do not know of

any proof. For a related discussion and the introduction of weighted monotonicity, see Alonso-
Meijide and Holler (2009).
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Carreras (2013); Widgrén and Napel (2013); Montero (2013) and Freixas and Pons
(2013). A possible answer is due to Aumann (1977: 464): “None of them; they are
all indicators, not predictors. Different solution concepts are like different indicators
of an economy; different methods for calculating a price index; different maps
(road, topo, political, geologic, etc., not to speak of scale, projection, etc.); different
stock indices (Dow Jones)... They depict or illuminate the situation from different
angles; each one stresses certain aspects at the expense of others.” We subscribe to
this perspective. “Different solution concepts can...be thought of as results of
choosing not only which properties one likes, but also which examples one wishes
to avoid” (Aumann 1977: 471).

4 Cooperative Games, Bargaining Models and Optimal
Strategies

Power indices can be distinguished by their underlying assumptions on coalition
formation as well as by the weights they give to these coalitions. The weights may
reflect the probabilities that particular coalitions form. Inasmuch as these measures
are exogenously given by the rules implicit in the power measure we are in the
realm of cooperative game theory. Recently, series of chapters have been pub-
lished taking into account a priori unions, building on the pioneering articles of
Owen (1977, 1982). See the contributions of Alonso-Meijide et al. (2013a, b).

Once we ask the question of whether coalition A forms and why coalition B
does not, we enter the domain of noncooperative game theory. A lot of work has
been done to derive the standard power indices from bargaining games or to
interpret solution concepts that are based on notions of bargaining as power
indices—also in order to understand the problem of implementing a given (pos-
sibly “fair”) power distribution. Maria Montero’s (2013) contribution to this
volume, proposing the nucleolus as a power index, is an example of the latter.
Another chapter by her that deals with the “noncooperative foundations of the
nucleolus in majority games” (Montero 2006) obviously represents this same
approach. Same is true of Yan’s (2002) modelling of a “noncooperative selection
of the core,” while the contributions by Andreas Nohn (2013) as well as by
Francesc Carreras and Guillermo Owen (2013) are examples that fall in the first
category. The search for a noncooperative foundations of bargaining power and its
relationship to the Shapley-Shubik index in Laruelle and Valenciano (2008) as
well as the bidding models in Pérez-Castrillo and Wettstein (2001) and, with some
reservation, in Hart and Mas-Colell (1996), supporting the Shapley value, also fall
in this category.

The main result in Nohn (2013) is that veto players either hold all of the overall
power of 1, or hold no power at all. This somehow reflects the preventive power
measure (“power to block™) suggested in Coleman (1971). However, power
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indices also deal with the power to initiate and therefore will, in general, not
allocate all the power to veto players. The difference is that in Coleman as well as
in any other classical power measure the focus is on winning coalitions, i.e., sets of
agents that have the means to accomplish something. To be potentially a member
of such a coalition represents the chance that the corresponding agent “within a
social relationship will be in a position to carry out his own will despite resis-
tance,” borrowing from Weber’s definition given above, and thus power. In bar-
gaining models the forming of coalitions is a possible, but not a necessary result.
Of course, by definition, a veto player has the potential to block any winning
coalition, but other arrangements may also lead to a break down of bargaining and
to a zero outcome, which represents zero power. Veto power is important in
bargaining games because the standard requirement for agreement is unanimity,
but in general not all players are active all the time.

The n-person bargaining models in the tradition of Rubinstein or Baron and
Ferejohn do not consider binding coalitions as the point of departure, but the
power indices do so. No wonder that bargaining models and power measures are
difficult to reconcile. Without being more explicit about coalition formation, the
bargaining models are not likely to be successful in giving a noncooperative
underpinning to the power indices.

Similar problems are relevant for those approaches that do not apply power
measures to express a priori (voting) power but model the interaction of the agents
as a game and look for possible equilibria. They substitute the potential of a
coalition by a game form and preferences that allow specifying a Nash equilibrium
(or a refinement of it) that describes the allocation of payoffs and thereby specifies
the power of the players in this game. The analysis of EU codecision-making in
Napel et al. (2013) is an example of this approach. Of course, the results depend on
the assumed payoff functions. But whether we can generalize the outcome also
depends on the structure of decision-making and on the information that the voters
have. The assumption that the policy space is one where the voters have single-
peaked preferences, face only binary agendas and are endowed with complete
information is convenient but hardly descriptive of real world voting bodies.
A rather extensive literature shows that, for a given preference profile, the voting
outcome may strictly depend on whether we apply plurality voting, Borda count,
amendment voting, approval voting or some other voting procedure. Moreover, a
slight perturbation of the preferences may change the winning platform and thus
the winning coalition to their opposite. (See, e.g., Holler and Nurmi 2012a, b) It
has been said that power index analysis hardly ever deals with more complex
voting rules and the information of the agents. But at least it does not suffer from
the vulnerability to perturbation of preferences as long as the working of the rules
does not depend on particular properties that the preferences have to satisfy so that
we get a voting outcome at all. The contributions on the aggregation of preferences
(Part VI) to this volume clarify some of these problems. We will come back to this
issue below.
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5 Fair Representation and Mechanism Design

Despite—or perhaps because of—the multitude of indices, on the one hand, and
the implementation problems that we just outlined, on the other, the issue of fair
representation has been much discussed during the last three decades. One reason
is the emergence of and important advances in the field of theoretical mechanism
design (see also Saari (2013) and Vartiainen (2013))."* Another is the ongoing
discussion of adequate institutions for international organizations, such as the
European Union (see Konig and Brauninger (2013) as well as the contributions in
Part V in this volume), the European Central Bank, the IMF (see Leech and Leech
(2013)) and the World Bank, and various arrangements (frameworks like the
UNFCCC) that deal with climate change and environment policy. (See, e.g.,
Holler and Wegner (2011) for the latter.) A parallel discussion we find in the
business world: the issue of an adequate representation of the stakeholders in the
various boards of a firm which, in the case of conflict, make use of voting. [See,
e.g., Leech (2013); Gambarelli and Owen (1994, 2002).]

However, most vigorous is the discussion in the political arena. In modern
democracies, fair representation is, at least, a two-stage problem that relates votes
to seats and thus the vote distribution to the power distribution in the represen-
tative voting body."? One of the central issues addressed has been whether the
influence over the outcomes (e.g., legislation) can be distributed precisely
according to the resources (e.g., voting weights) when the rules of decision-making
are taken into account. In proportional representation systems this issue has been
dealt with by aiming at a reasonably close resemblance between the distribution of
support for parties and the distribution of the party seats in the legislature. Upon
closer inspection, however, the aim at proportionality turns out to be both
ambiguous and vague. It is ambiguous in the sense that proportionality may refer
to different things. An outcome that is proportional in one sense may not be
proportional in another. The aim at proportionality is vague in the sense that—
given a precise interpretation of the concept—the outcomes may exhibit different
degrees of proportionality. Thus, for example, Jefferson’s (d’Hondt’s) method of
proportional representation tends to be biased towards larger parties when com-
pared with Webster’s (Sainte-Lagué).

The ambiguity of proportionality, in turn, can be illustrated by an example that
refers to the preference profile in Table 1. Suppose that two candidates out of four
(A, B, C and D) are to be elected. If the preferences given above are those reported
by the voters, the plurality outcome is {A, B}, whereas proportionality when
viewed from the perspective of the Borda count is {C, D}. i.e., depending on the

'2 See the 2007 Nobel Prizes for Leonid Hurwicz, Eric Maskin and Roger Myerson.

13 In fact, the problem of fair representation can be extended even further because, in general, not
everybody is allowed to vote. Minors can be viewed as an instance of such restriction when it
comes to voting. Another case is given by felon disenfranchisement. See DeParle (2007: 35) for
an illustration and discussion.
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Table 1 Preference profile 4,000 voters 3,000 voters 2,000 voters 1,000 voters
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interpretation of proportionality we may get mutually exclusive choice sets. As
proportionality is by and large identified with fair allocation, this result is quite
challenging.

Many contributions in The Logic of Multiparty Systems, edited by Holler
(1987a), analyze the assignment of votes to seats in the case of two or more
“criteria of proportionality.” In the present volume Gambarelli and Palestini
(2013) discuss a multi-district apportionment model that relies on minimax method
that in the case of “unavoidable distortions” minimizes the “negative effects.”
However, voting power is not dealt with in this model.

In the advent of the European Union taking the first steps of enlargement to the
Central and Eastern Europe, Laruelle and Widgrén (1998) ask, to paraphrase the
title of their chapter, whether the allocation of voting power among EU states is
fair. To discuss this question they make use of the Square Root Rule and the
Banzhaf index. The relationship between the two will be further discussed in the
next section. What is important here is that applying the results of this approach
implies a “re-weighting of votes and voting power in the EU,” to paraphrase the
title of Sutter (2000) that was written as a critical response to Laruelle and
Widgrén.

The re-shuffling of seats has been widely discussed in the EU context and, as we
will see below, quite a few applications of analytic results have been presented
(see Johnston (2013); Kirsch (2013); Bertini et al. (2013); Felsenthal and Mac-
hover (2013b) in this volume). History shows that such a policy is accompanied
with frustration. Moreover, the re-shuffling method does not always allow perfect
proportionality of votes and power. Let us assume a vote distribution w° = (40,
30, 30). Given simple majority voting, there is no re-shuffling of seats so that the
corresponding power measure n° is identical with w®, irrespective of whether we
apply the Shapley-Shubik index, the Banzhaf index or the PGI. In the introduction
to Power, Voting and Voting Power, Holler (1982b) gives this example and sug-
gests the randomized decision rule (3/5, 2/5) which prescribes a 3/5 probability of
the simple majority and a 2/5 probability for a qualified majority of 2/3 of votes.
Here, in order to keep the example simple, the PGI is applied, as it is very easy to
list the complete set of minimum wining coalitions for this example. As a result we
get the power distributions (1/3, 1/3, 1/3) for the simple majority rule and (1/2, 1/4,
1/4) for the 2/3 quota. Taking care of the randomization (3/5, 2/5) an expected
power of n° = (40, 30, 30) follows—in percentages, of course.

The randomized decision rule approach was further elaborated in Berg and
Holler (1986) and in Holler (1985, 1987b) and generalized in Turnovec (2013).
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6 The Case of EU

Unsurprisingly, the issue of fair allocation of seats has been much debated in the
context of the enlargement of the EU. In fact the analysis of the EU became the
testing field and source of inspiration for almost all questions discussed so far.
Therefore we think it appropriate to dedicate more than one page of this intro-
duction to this subject.

6.1 The European Parliament

The enlargement of the EU entitles the new member states to voting rights in the
European Parliament (EP) and the Council of Ministers (Council). For the EP, the
standard procedure takes into account the size of the population and aims at
guaranteeing the representation of the major political parties of each country.'*
Bertini et al. (2013) propose to restructure the distribution of the EP seats
according to not only the population sizes but also the economic performance as
measured by GDP. They suggest a formula that is based on the Banzhaf index and
thus incorporates the potential to form a winning coalition, i.e., a priori voting
power. Applying this to the Union of the 27 they show that, with the exception of
Italy, all countries have their maximum power value if they either are represented
in accordance with their population or, alternatively, with their GDP. The authors
do not give a definitive method for allocating seats. Their intention is to build up
scenarios to understand which EU country will benefit, if we take into account
only GDP, only population, or a linear combination of the two. Taking into
account GDP only, the analysis shows that Germany should have 24.35 % of the
seats, France 16.38 %, Italy 13.42 %, and so on. This percentage for Italy will
decrease if a higher weight is given to the population. It will fall to 12.00 % if only
population is taken into consideration. The situation for Poland is quite the
opposite: there would be 1.80 % of seats to it if the apportionment is based on
GDP, whereas based on population only its share would be 8.04 %.

However, seat shares are notoriously a poor proxy for a priori voting power.
Applying the Banzhaf index, Bertini et al. (2013) show that the maximum power
for Italy is 12.09 %. This value is not reached in accordance with the maximum
number of seats (13.42 %), but through a linear combination S = 0.8P + 0.2G
where P and G represent “population” and “GDP,” respectively. This linear
combination should be Italy’s preferred method for assigning seats among EU

4 Today the EP has 736 members. Of these, 96 members are elected by German voters. The
voters of Cyprus, Estonia, Luxembourg and Malta are represented by 6 members each. Since each
member state is allocated a much smaller number of seats than in its national parliament, it is
inevitable that the smallest parties in each country typically have no representation in the EP, no
matter how proportional the election system.
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member countries. However, in this case Italy would have only 12.28 % of the
seats. For the corresponding voting game its Banzhaf index shows a maximum.
(N.B.: all other EU member states can be expected to prefer a different appor-
tionment rule than Italy.)

Here the nonmonotonicity of power is due to the multi-dimensionality of the
reference space for the seat apportionment.'> Individual voters also face the multi-
dimensionality of the EP, but in general they are not informed about individual
decisions of the EP and the decisions of their representatives. Moreover elections
to the EP are often used as by-elections sanctioning the performance of the
political parties on the national level.

6.2 The Council of Ministers

The recent history of the shaping of the Council is highlighted by the Nice Treaty
of 2001 and the Brussels agreement of 2004. The latter was designed as part of the
Treaty establishing a constitution for Europe. The discussion was about the pro-
posed seat distributions, on the one hand, and the decision rules, on the other. In
accordance with the Treaty of Nice each EU member state is assigned a voting
weight which to some degree reflects its population. With the sum of the weights
of all 27 member states being 345, the Council adopts a piece of legislation if
following three conditions are satisfied: (a) the sum of the weights of the member
states voting in favor is at least 255 (which is approximately a quota of 73.9 %);
(b) a simple majority of member states (i.e. at least 14) vote in favor; (c) the
member states voting in favor represent at least 62 % of the overall population of
the European Union.

The distribution of weights shows, to pick out some prominent features, an
equal distribution of 29 votes to the four larger EU member states Germany,
France, the UK, and Italy and 4 votes for each of the member states at the opposite
end of the scale: Latvia, Slovenia, Estonia, Cyprus and Luxembourg. Malta with a
weight of 3 and population of about 400.000 concludes the scale. Note that
Germany, with a population of about 82.5 million, and Italy, with a population of
57.7 million, have identical voting weights. The voting weights are monotonic in
population size, but obviously this monotonicity is “very” weak.

Condition (c) was meant to correct for imbalances in the ratio of population and
seat shares. However, Felsenthal and Machover (2001) demonstrate that the
probability of forming a coalition which meets condition (a) but fails to meet one
of the other two is extremely low. Therefore, the “triple majority rule” implied by
the Nice Treaty boils down to a single rule.

'S For a more intensive treatment of the multi-dimensionality of the policy space see, e.g.,
Schofield (2009, 2013).
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Given the shortcomings of the voting rule of the Treaty of Nice a revision did
not come as a surprise.'® According to the Brussels agreement of 2004, the
Constitutional Treaty, the Council takes its decisions if two criteria are simulta-
neously satisfied: (a) at least 55 % of EU member states vote in favor; and (b)
these member states comprise at least 65 % of the overall population of the EU.

A major defect of the Nice voting rule seems to be the high probability that no
decisions will be taken and the status quo prevails, i.e., the decision-making
efficiency is low when measured by the Coleman power of a collectivity to act.
This measure, the so-called passage probability, represents the probability that the
Council would approve a randomly selected issue, where random means “that no
EU member knows its stance in advance and each member is equally likely to vote
for or against it” (Baldwin and Widgrén 2004: 45). It is specified by the proportion
of winning coalitions assuming that all coalitions are equally likely. For the Treaty
of Nice rule this measure is 2.1 % only, while for the Constitutional Treaty it is
12.9 %. However, Baldwin and Widgrén (2004) demonstrate that with no sub-
stantial change in the voting power of the member states, the Treaty of Nice
system can be revised so that its low decision-making efficiency increases sig-
nificantly. Thus, the difference in effectiveness does not necessarily speak for the
Constitutional Treaty rule. But perhaps fairness does.

Condition (b) of the Constitutional Treaty implies that the voting weights applied
are directly proportional to the population of the individual member states. At a
glance this looks like an acceptable rule, representing the “one man, one vote”
principle. However, it caused an outcry in those countries that seem to suffer by the
redistribution of a priori voting power implied in the substitution of the “triple
majority rule” of the Treaty of Nice by the “double majority rule” of the Consti-
tutional Treaty—also referring to a violation of the “one man, one vote” principle.
For instance, Stomczynski and Zyczkowski (2007a, b); see also Zyczkowski and
Stomczynski (2013) in this volume point out that the larger and the smaller countries
will gain power should the double majority rule of the Constitutional Treaty prevail,
while the medium-sized countries, especially Poland and Spain, will be the losers in
comparison to the voting power implications of the Treaty of Nice. (But obviously
the Council’s voting system of the Treaty of Nice was considered defective.)

Both the Treaty of Nice and the Constitutional Treaty imply voting rules that
are based on a compromise between the two principles of equality of member
states and equality of citizens. The double majority rule emphasizes these prin-
ciples. Large states gain from the direct link to population, while small countries
would derive disproportionate power from the increase in the number of states
needed to support a proposal. The combined effect reduces the a priori voting
power of the medium-sized countries. More specifically, Germany will gain by far
the most voting power under the Constitutional Treaty rule, giving it 37 % more

'® Tluminating historical details about the decision-making that led to the Treaty of Nice of 2001
and the Constitutional Treaty of 2004 are described in Baldwin and Widgrén (2004). Obviously,
the authors had some inside knowledge.
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clout than the UK, while both countries have equal voting power in accordance to
rule (a) of the Treaty of Nice. Moreover, the Constitutional Treaty rule will make
France the junior partner in the traditional Franco-German alliance which may
lead to severe tensions in this relationship.

Obviously, there are substantial differences between the two schemes discussed,
and their application to EU decision-making might have substantial and unwarranted
consequences. Moreover, there are conflicts of interests made obvious by the anal-
ysis of voting power. In order to lessen these conflicts, Stomczynski and Zyczkowski
(2007a, b, and 2013) propose an allocation of seats and power that they call the
“Jagiellonian compromise,” named after their home university in Krakow. The core
of this compromise is the square root rule, suggested by Penrose (1946). This rule is
meant to guarantee that each citizen of each member state has the same power to
influence EU decision-making.'” Applied to the two-tier voting problem of the
Council (i.e., voting in the member states at the lower level and in the Council at the
upper level), it implies choosing the weights that are proportional to the square root
of the population. What remains to be done is to find a quota (i.e., decision rule) such
that the voting power of each member state equals its voting weight. But, as already
noted, for smaller voting bodies this generally cannot be achieved when applying one
quota only. However, the EU has a sufficiently large number of members so that this
equality can be duly approximated. Stomczyfiski and Zyczkowski (2007b) give an
“optimal quota” of 61.6 % for the EU of 27 member states. Interestingly, the optimal
quota decreases with the size of the voting body."®

A further expansion of EU membership (e.g., the admission of Turkey) does not
constitute a challenge to the square root rule. The adjusted seat distribution will
take care of (the square root of) the additional population share, by redistributing
seats or by adding additional seats to the Council, and the quota will be revised so
that the a priori power is as equal as possible to the seat distribution. This is why
Stomczyriski and Zyczkowski (2007a, b) suggest not fixing the quota in a new
constitutional contract but only prescribe a procedure, which assures that (a) the
voting weights attributed to each member state are proportional to the square root
of the population; and (b) a decision is taken if the sum of the weights of the
members that vote yes exceeds the quota g = 1/2 + 1/ /M, where M represents
the number of member states.

The choice of the optimal quota guarantees that the Council’s decision-making
efficiency of the square root system is always larger than 15.9 %. This is larger

17 Of course, in all practical terms, this probability is zero. Therefore, the norm of equal power
cannot be justified on the basis of potential influence. However, fairness could be a better
explanation: individual agents might be powerless, but they do not envy each other.

'8 This is immediate from the approximation of the optimal quota q given in Stomczyiiski and
Zyczkowski (2007a). For a voting body of M voters it is: ¢ = 1/2 4+ 1/v/aM. For the EU of 25
member states the optimal quota was 62 %. (See Stomczyfiski and Zyczkowski (2007b). Also

compare Stomczyiiski and Zyczkowski (2006) and Zyczkowski and Stomczyriski (2013) this
volume.).
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than calculated for the Constitutional Treaty, and far more than promised by the
Treaty of Nice rule. Stomczyniski and Zyczkowski (2007b) point out that the
efficiency of the square root system does not decrease with an increasing number
of members states, whereas the efficiency of the double majority rule does.

6.3 Codecision-Making

There is still a puzzle to solve: Why does the allocation of the budget follow
national voting power distribution in the Council, as demonstrated by Kauppi and
Widgrén (2004, 2007), when the annual spending plans are negotiated between the
EP and the Council on the basis of a proposal by the Commission? The EP is
organized along ideology based party groups and members of the EP are said not
to follow narrowly defined national interests. Is the Council the stronger institution
although both institutions are meant to have equal influence on the budget?

Napel and Widgrén (2006), (see also Napel et al. 2013) analyze the power
relations of the Council and the EP in the EU legislation under the codecision
procedure as a noncooperative game, i.e., both institutions are assumed to act
strategically. Their results are that (a) the procedure favors the status quo and (b)
the Council has a stronger a priori influence on the outcome than the EP. Both
results are due to the qualified majority rule of the Council (whereas the EP only
applies simple majority voting). Thus the low decision-making efficiency of the
Council, discussed above, carries over to the codecision procedure.

At some stage of the sequential game that the Council and the EP play in the
model of Napel and Widgrén, Conciliation Committees enter the arena. Such a
committee is composed of the representatives of EU member states—at the time of
the study these numbered 25—representing the Council and a delegation of EP
members of the same size. It is interesting to note that here the Union of States
principle reflected in rule (b) of the Treaty of Nice determines the representation of
the Council. This is generally not taken into consideration when the a priori voting
power distribution in the Council is analyzed as a weighted voting game. On the
other hand, Napel and Widgrén have, in addition to making use of stylized pro-
cedural rules that determine the strategies of the players, made some simplifying
assumptions on the preferences of the players, i.e., the Council, the EP and the
Conciliation Committees, to get a full description of a game model. The individual
members of the Council and the EP, also when they are members of a Conciliation
Committee, are assumed to have single-peaked preferences. Of course, the latter is
a strong assumption, given that many EU policies have a strong distributional
character and thus are prone to cyclical majorities and unstable voting outcomes.
The fact that we cannot observe a high degree of instability, resulting in prevalent
revisions of decisions, seems to be the result of extensive logrolling. The Franco-
German alliance is a manifestation of such a policy.
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7 Social Choice and Paradoxes of Representation

Voting is a mechanism of aggregating preferences. It also forms a link between the
two approaches to voting power singled out by Rapoport in his Foreword to PVVP
1982, i.e., game theory and social choice, mentioned above. Voting is often
modelled as a game with voters as players and ballots as strategies to choose from.
However, voting is a very imperfect way of aggregating preferences if we impose
the conditions that Arrow used in his General Possibility Theorem (1963[1951]).
Overall, the social choice theory is notorious for its many negative results that
demonstrate the incompatibility of various choice desiderata. The outcomes of
aggregation under given choice rules do not always seem to reflect the individual
opinions in a plausible way. Should we then take preferences into account at all
when discussing social decision mechanisms? Although it can be debated whether
the analysis of power should take preferences into consideration, it seems obvious
that decisions reflect preferences (and perhaps power). At least they should, lest the
fundamental democratic principle of “going to the people” be undermined. This
should also apply to collective decisions, based on social preferences, unless we
argue that “policy is merely a random business.” Reasonable choice rules establish
a relationship between individual preferences and social preferences, but, as Arrow
proved, this relationship is not always straightforward. Social preferences that have
the same properties as individual preferences may not exist. In particular, majorities
may exhibit properties that would be regarded as irrational when found in indi-
viduals. The Condorcet cycle teaches us that the pairwise majority aggregation of
individual preference relations, which satisfy transitivity, may lead to intransitivity
in the aggregate. While (A > B) & (B = C) = (A = C) is widely accepted as
minimum requirement of rational behaviour, and not only by social choice theo-
rists, it could well be that we get a Condorcet cycle (A > B) & (B = C) & (C >
A) for the society, when aggregating well-ordered individual preferences. We get
intransitivity for the social preferences and, as a result, inconsistent decisions.
However, to conclude that the society is “irrational” puts too much individualism
on it. There are different groups behind the social rankings (A > B), (B > C), and
(C>A): (A> B), might be supported by a majority that consists of x- and
y-voters, (B > C) might be supported by a majority that consists of x- and z-voters,
and (C > A) might be supported by a majority that consists of y- and z-voters, all
voters choosing in accordance to their preference order.

Saari (2013) gives a general characterization for preference profiles that will
result in such a cycle as just described by the concept of Ranking Wheel Con-
figuration (RWC). Those preference profiles that do not form a RWC are “strongly
transitive.” The RWC construction provides a way to understand basically all
paradoxical results that are related to pairwise or, more generally part-wise,
comparisons of alternatives. Eckert and Klamler (2013) apply Saari’s geometric
approach to discuss paradoxes of majority voting. Ahlert and Kliemt (2013)
demonstrate that “numbers may count” (e.g., of victims) in case of the ethical
ranking of possible state of affairs. Ono-Yoshida (2013) tests selected solution
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concepts for multi-choice games and fuzzy games under the assumption that
coalitions are binding. This assumption is paired with a bargaining model by
Carreras and Owen (2013) who examine the possible proportionality of the
Shapley rule, thus matching a model “where only the whole and the individual
utilities matter”, assuming transferable utilities, with a concept that assumes
coalition formation. The subsequent contribution by Vartiainen (2013) does not
consider coalitions. However, the log-rolling equilibrium in Vartiainen can be
identified with a grand coalition. The failure to achieve such a result implies that
the society (i.e., the set of players) remains in the state of anarchy. In the con-
cluding chapter, Schofield (2013) discusses instability and chaos of social deci-
sion-making, resuming the coalition framework, and illustrates the implication of
the corresponding solution concepts with reference to climate change. This
demonstrates a high analytical potential of the social choice tool kit even in the
case of anarchy and chaos.

8 Power, Causality, and Responsibility

The concluding section of our reflections deals with an issue which is only indi-
rectly covered by the contributions to this volume, i.e., the allocation of respon-
sibility in collective decision-making.'® This is motivated by the expectation that if
the allocation of responsibility works, threats of punishment or promises of
appreciation and honors may improve the results of collective decision-making.
However, the specification of causality in the case of collective decision-making
with respect to the individual agent cannot be derived from the action and the
result as both are determined by the collectivity. They have to be traced back to
decision-making itself. But collective decision-making has a quality that differs
substantially from individual decision-making. For instance, an agent may support
his favored alternative by voting for another alternative or by not voting at all. The
two volumes by Nurmi (1999, 2006) contain a collection of such “paradoxes.”>’

These paradoxes tell us that we cannot derive the contribution of an individual
to a particular collective action from the individual’s voting behavior. Trivially, a
vote is not a contribution, but a decision. Resources such as voting power, money,
etc. are potential contributions and causality might be traced back to them if
collective action results. As a consequence causality follows even from those votes
that do not support the collective action. This is reflected in everyday language
when one simply states that the Parliament has decided, when in fact decision was
made by a majority of less than 100 % of votes. But how can we allocate causality
if it cannot be derived from decisions?

19 This section derives from Holler (2007, 2012) and Holler and Nurmi (2012b).
20 See also Holler and Nurmi (2012a).
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Imagine a five-person committee N = {1,2,3,4,5} that makes a choice
between the two alternatives x and y. The voting rule specifies that x is chosen if
either (1) 1 votes for x, or (2) at least three of the players 2-5 vote for x. Let us
assume that all individuals vote for x. What can be said about causality? Clearly this
is a case of over-determination inasmuch as there can be two “winning coalitions”
at the same time, and the allocation of causation is not straightforward. The action
of agent 1 is an element of only one minimally sufficient coalition, i.e., decisive set,
while the actions of each of the other four members are in three decisive sets each.
If we take the membership in decisive sets as a proxy for causal efficacy and
standardize such that the shares of causation add up to one, then vector

B 1 3 3 3 3

B <13’ 137137 13" 13)

represents the degrees of causation.”’ Braham and van Hees (2009: 334), who
introduced and discussed the above case, conclude that “this is a questionable
allocation of causality.” They add that “by focusing on minimally sufficient
coalitions, the measure ignores the fact that anything that players 2-5 can do to
achieve x, player 1 can do, and in fact more-he can do it alone.”

Let us review the above example. Imagine that x stands for polluting a lake.
Now the lake is polluted, and all five members of N are under suspicion for having
polluted it. Then A° implies that the share of causation for 1 is significantly smaller
than the shares of causation of each of the other four members of N. If respon-
sibility and perhaps sanctions follow causation, then the allocation A° seems
pathological, at least at the first glance. One might however argue that a smaller
member of N could send its garbage to the lake hoping that the lake does not show
pollution, while this is not possible in the case of player 1. Given that the costs of
cleaning will be assigned to the members of N, player 1’s expected benefits
of sending its garbage to the lake might be much smaller than the expected benefits
of the smaller ones.

Perhaps this argument looks somewhat farfetched, but it parallels the “tragedy
of the commons” and related “paradoxes” of social interaction. However, Braham
and van Hees (2009) propose to apply the weak NESS concept instead of the
strong one, i.e., not to refer to decisive sets, but to consider sufficient sets instead
and count how often an element i of N is a “necessary element of a sufficient set”
(i.e., a NESS).” Taking care of an adequate standardization so that the shares add
up to 1, we get the following allocation of causation:

21" An alternative measure of “degree of causation” and responsibility is introduced in Chockler
and Halpern (2004). It builds on contingency: If a candidate wins an election with 11-0 then a
voter who voted for this candidate is less responsible for the victory than if the candidate had won
6-5, but still the voter is responsible under the counterfactual contingency that there could be a
6-5 vote. Similarly, Felsenthal and Machover (2009) allocate responsibility after the decision is
made and known.

22 For a discussion of the NESS test, see Braham (2005, 2008) and Braham and Holler (2009).
This literature refers to earlier work by Wright (1985, 1988).



Reflections on Power, Voting, and Voting Power 19

b 11 3 3 3 3
N <23’23’23’23 23)

The result expressed by 5° looks much more convincing than the result pro-
posed by h°, does it not? Note that the b-measure and h-measure correspond to the
Banzhaf index and the PGI, respectively, and can be calculated accordingly.

If our intuition refers to the capacity of influencing the outcome that differ-
entiates the players, then the numerical results seem to support the weak NESS test
and thus the application of the Banzhaf index. However, what happened to
alternative y? If y represents “no pollution” then the set of decisive sets consists of
all subsets of N that are formed of the actions of agent 1 and the actions of two out
of agents 2-5. Thus the actions of 1 are members in six decisive sets while the
actions of 2-5 are members of three decisive sets each. The corresponding shares

are given by the vector
o (21111
66666

Obviously, h* looks much more convincing than #° and the critical interpre-
tation of Braham and van Hees (2009) no longer applies: agent 1 cannot bring
about y on its own, but can cooperate with six different pairs of other agents to
achieve this goal.

Note that the actions (votes) bringing about x represent an improper game—two
“winning” subsets can co-exist>> —while the determination of y can be described
as a proper game. However, if there are only two alternatives x and y, then “not x”
necessarily implies y, irrespective of whether the (social) result is determined by
voting or by polluting. The A-values indicate that it seems to matter what issue we
analyze and what questions we raise, while the Banzhaf index with respect to y is
the same then for x: b° = b*.

From the above example we can learn that nonmontonicity might indicate that
we asked perhaps the wrong question: Does the responsibility pertain to keeping
the lake clean or to polluting it and then perhaps sharing the costs of cleaning it?
To conclude, the PGI and thus the strong NESS concept may produce results that
are counterintuitive at first glance. However, in some decision situations they seem
to tell us more about the power structure and the corresponding causal attribution
than the Banzhaf index and the corresponding weak NESS concept do.

In the Republic of San Marino, every six months, the proportionally elected
multi-party Council selects two Captains to be the heads of state. These Capitani
Reggenti are chosen from opposing parties so that there is a balance of power.

2 Note that the result x implies the possibility of over-determination. Wright (1985) has
identified two types of over-determination: duplicative and pre-emptive causation. “A case of
duplicative causation is one in which two similar and independent causal processes C1 and C2,
each of which is sufficient for the same effect £, may culminate in E at the same time” (Braham
and Holler 2009: 149). This applies to X, i.e., the case of pollution.
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They serve a six-month term, and a subsequent re-election is not possible. Once
their six-month term is over, citizens have three days to file complaints about the
Captains’ activities. If they are warranted, judicial proceedings against the ex-
head(s) of state can be initiated.>* Should the European Court of Justice evaluate
the policies of the Council and the EP? Perhaps impartial commenting could help
to make voters more aware of EU decision-making and thus increase political
responsibility. However, there have to be more effective ways for the voter to hold
his or her representatives accountable than to vote every four years, if responsi-
bility is to work.
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Power



Social Power and Negative Freedom

Ian Carter

1 Introduction

When agent A exercises power over agent B, what is the effect on B’s freedom? Is
B less free as a result? Does A remove any specific freedoms of B? Most of us feel
intuitively that there are many kinds of social power, and that while some of these
may affect B’s freedom to a great extent, others may affect it less, and others still
may leave B’s freedom completely intact. It would seem to be important for
philosophers and social scientists to provide an explicit and coherent explication of
this intuitive relation between the social power of A and the unfreedom of B.
Nevertheless, surprisingly little attention has so far been devoted to its analysis.
One reason for the relative lack of interest in the freedom-power relation may
lie in the different theoretical outlooks dominant within the disciplinary areas
within which these two concepts tend to be examined and applied. The concept of
freedom has been analyzed above all by political philosophers interested in its role
within normative theories and thus in its relation to concepts like equality, justice,
toleration, rights and the rule of law. Power, on the other hand, is a fundamental
concept in the social sciences, where little attention has been devoted to the
concept of freedom. Political scientists often express the view, shared by a number
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of influential political philosophers, that freedom is an irreducibly evaluative term,
ill-suited to empirical research and theorizing.'

This is something of a shame, for there is nevertheless a strong current of
thought within contemporary political philosophy according to which we have a
theoretical interest in conceiving of freedom in purely empirical terms. Various
reasons have been advanced in defence of this stance. One such reason is that our
understanding of normative disagreements about freedom is best furthered by our
first establishing agreement over who is free and who unfree (or who is free to
what extent) and then investigating how people disagree in their evaluations of
these agreed facts about freedom (Oppenheim 1961, 1981; Steiner 1994; Kramer
2003). Another reason, which is more internal to liberal political theory, concerns
the role of freedom as a fundamental value: if freedom is a fundamental value, it
provides a reason for our wishing to promote certain other, less fundamental
values, in which case it will not do to define freedom in terms of those other
values. Instead, it is argued, freedom should be defined in terms that are inde-
pendent of those values (Cohen 1991). Yet another reason (again a liberal one) is
that freedom has a special kind of value which may be called ‘non-specific’. If
freedom is non-specifically valuable, then its value is not wholly constituted by the
value of being free to do one or another specific thing or set of things, for freedom
also has value as such. Elsewhere I have contended that a purely empirical
measure of freedom is needed to capture the sense we have of freedom being non-
specifically valuable (i.e., valuable as such) (Carter 1999; cf. van Hees 2000).

As a political philosopher, my own reason for taking an interest in the freedom-
power relation is that liberals often wish to condemn certain forms of power, or
certain distributions of those forms of power, because of their effects on freedom.
They also aim, on this basis, to construct normative political theories—including
models of political institutions—that limit power or that distribute power in a
certain way (or that do both of these things) in the name of freedom. This is
especially true of contemporary republican political theory.

While my own reason for investigating the freedom-power relation is a normative
one, however, my analysis ought not to be of interest only to normative political
theorists. For the kind of relation it will posit between these two phenomena is an
empirical relation. If freedom and power are both understood as empirical,
explanatory phenomena, a plausible theory about how they are related might well be
of interest to social scientists—just as, say, a plausible theory about the relation
between electoral systems and political stability ought to be of interest to them.

I shall take as my starting point a particular ‘negative’ conception of freedom that
I have already defended elsewhere (Carter 1999), and the formal classification of
social power originally set out by Stoppino (2007—see also Table 1). There are at
least two good reasons for taking Stoppino’s classification as a fixed point of

! Economists have recently begun to show interest in the concept of freedom—especially in the
area of social choice theory—but have yet to turn their attention systematically to its relation to
power. An exception is Braham (2006), but this is not concerned with the different forms of
power, in the sense of ‘form’ I shall assume in this article.
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Table 1 Stoppino’s formal classification of power
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knowledge and

available
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processes value beliefs
open/hidden
intentional/interested
hidden situational psychological informational
power | intentional | manipulation | manipulation manipulation
and
interested
conditioning persuasion coercion
remuneration
open
power
merely merely imitation anticipated
interested interested reactions
conditioning

reference for this investigation. First, it is a fine-grained classification, and will
therefore allow us to distinguish between the effects on freedom of a suitably large
number of forms of power. Secondly, his classification will lend clarity to the
freedom-power relation through the implied additional distinction between forms of
power and the substantive means by which those forms can be exercised. These
substantive means consist in instruments of violence, economic resources, and
symbolic resources. Their different effects on freedom will be taken into account in
my analysis, but it is important to maintain the distinction between the effects on
freedom of the uses of these different substantive means and the effects on freedom
of different forms of power like, for example, coercion, remuneration and manip-
ulation. Other typologies of power have involved slippage between the formal and
substantive categories, resting on distinctions such as that between coercive power
and economic power. For Stoppino, plausibly enough, coercive power and economic
power are not mutually exclusive: economic resources are just one of the means by
which coercive power, remunerative power, conditioning, and so on, may be
exercised. (This said, my analysis of the freedom-power relation will also imply
some minor criticisms of Stoppino’s classification, regarding both the definitions of
the forms of power and the collocation of some of his examples).

Although I assume a particular negative conception of freedom here, my
investigation is not intended primarily as a polemic against those who assume rival
conceptions; its central aim is simply to clarify the relation between two concepts.
Nevertheless, I hope that the intuitive plausibility of the results of the analysis will
serve to strengthen the case for the conception of freedom it assumes.
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2 Violence, Preclusion and Freedom

A fundamental distinction made by Stoppino is that between power and violence.
Although everyday discourse assumes the use of violence to be a form of power, for
Stoppino this is not the case. Power, understood as a social relation, consists in the
modification by A of B’s conduct (or the possibility for A of bringing about that
modification) in A’s interests, where the expression ‘B’s conduct’ refers to an
action or omission (or set of actions or omissions) that is voluntary, at least to a
minimal degree. If A exercises power over B, A modifies B’s behaviour by means
of an intervention on B’s will, such that, while in the absence of A’s intervention B
would have done x, in the presence of that intervention B decides not to do
x. Violence, on the other hand, is a physical intervention on the part of one agent
directly on the body or the immediate physical environment of another. If A
behaves violently towards B, A modifies B’s behaviour directly rather than by
means of B’s will, preventing B’s doing x by physically removing that option.
When A brings about the same behaviour through power over B, on the other hand,
A does not remove B’s option of doing x, but instead brings it about that B decides
not to do x. Thus, if A holds a gun to B’s head and tells B to leave the room, as a
result of which B leaves the room under his own steam, then A exercises power over
B. But if A physically pushes B out of the room, A is simply engaging in violent
behaviour. The agent who exercises power does so through ‘persuasion, the threat
of punishment, the promise of a reward, the appeal to authority, setting an example,
the rule of anticipated reactions, and so on’ (Stoppino 2001a, p. 73), whereas the
violent agent is one ‘who attacks, wounds or kills; who, notwithstanding any
resistance, immobilizes or manipulates the body of another; who materially
prevents another from performing a certain action’ (Stoppino 2001a, p. 70).

In what follows, I shall contrast power relations not only with violent relations
but also with the wider category of preclusive relations, of which violent relations
are a sub-category. To see the difference between violence and mere preclusion,
consider the following example in which the Australian government (A), partly
determines the behaviour of a permanent resident of Milan (B). Imagine that the
Australian government fences off the entire Australian outback, thus precluding
entry by the Milan resident. Regardless of whether or not the Milan resident was in
fact planning a visit to the Australian outback, the Australian government’s inter-
vention physically determines the fact that the Milan resident does not enter the
outback. The physical determination of this fact about the Milan resident’s
behaviour does not constitute an exercise of power over the Milan resident, as the
fact of the Milan resident not entering the outback is not (after the erection of the
fence) a product of the Milan resident’s will. But neither is the intervention plau-
sibly described as one of violence, for it is not an intervention on the body or the
immediate physical environment of the Milan resident. The intervention is simply
one of preclusion. Violence is only one kind of preclusion, although the most
invasive kind: being an intervention on the agent’s body or immediate physical
environment, it tends to preclude a great deal. The importance of contrasting power
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not only with violence but also with preclusion more generally will become clear
later on, when we come to examine the relation between freedom and manipulation.

The conception of freedom I shall assume here is often called ‘pure negative’
freedom. (On the distinction between ‘negative’ and ‘positive’ freedom, see Berlin
2002; Carter 2003; Carter et al. 2007). According to this conception, unfreedom is
a social relation consisting in the presence of humanly imposed impediments
rendering actions impossible. Social impediments to action that do not render
actions impossible—for example, physical obstacles that can be overcome at great
cost or pain—do not render the agent unfree to perform those actions. Instead,
what they do is render those actions more costly or painful. Thus, if my neighbour
were to erect a three-metre wall around his garden—the kind of wall that I am
simply unable to scale, even with the greatest effort—I would be unfree to enter
my neighbour’s garden. But if the wall were only two metres high, and I were able
to scale it with a huge amount of effort, then I would be free to enter the garden.”
Similarly, when an agent is deterred from doing x by the prospect of costs that
would be incurred subsequent to her doing x, that agent is nevertheless free to
do x. Thus, I would be free to enter the garden if (a) my neighbour offered to open
a door in the wall but only on condition that I sign over to him my entire salary for
the next three years, or (b) my neighbour opened the door but issued a credible
threat to kill me should I ever pass though it.

There are various reasons for assuming this conception of freedom (Taylor 1982;
Gorr 1989; Steiner 1994; Carter 1999; Kramer 2003), despite the initial doubts that
are often provoked by examples like those I have just cited. Here, I shall mention
one such reason that is particularly salient in the context of the freedom-power
relation: the threat to punish agent B for doing x does not remove B’s freedom to do
x for the same reason that the offer to reward B for doing not-x does not remove B’s
freedom to do x. As Hillel Steiner has argued (and as Stoppino implicitly agrees),
the modus operandi of an offer is not different from that of a threat: both inter-
ventions invert the preference order of the agent with respect to the alternatives of
doing x and not doing x (Steiner 1994, Chap. 2). The fact that a threat works by
reducing the desirability of x, whereas an offer works by increasing the desirability
of not-x, is not a relevant difference when it comes to estimating the degree of
effectiveness of an intervention in bringing it about that the agent does not-x. That
degree of effectiveness depends only on the size of the difference in desirability (for
B) between x and not-x that the intervention is able to bring about. For example, the
offer to reward B with $10,000 for forbearing from parking her car a certain space
will normally be a much more powerful intervention than the threat to fine B $10 for
parking there. It will be more likely to succeed in inverting the preference order of
B with respect to parking and not parking, because it raises the value of not-x much
more than the threat lowers the value of x.

2 For the sake of simplicity, I here assume that freedom is the absence of unfreedom, so that ‘not
unfree’ entails ‘free’ (and ‘not free’ entails ‘unfree’). This bivalence assumption is not
unproblematic, but I shall not discuss the issue here. For a critique, see Kramer 2003, pp. 41-60.
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Were we to say that a threat against doing x removes the agent’s freedom to
do x, then, we should have to say the same of an equally powerful offer (and,
a fortiori, of a more powerful offer) to reward the agent for doing not-x. Yet it is
highly counterintuitive, from the liberal point of view that favours a so-called
‘negative’ conception of freedom, to say that offers restrict freedom, for in order to
say this we should have to make certain assumptions about freedom that are more
characteristic of so-called ‘positive’ conceptions—for example, that freedom
consists, at least in part, in self-direction, or in autonomy of the will.? It is for this
reason that the conception that rules out threats and offers as sources of unfreedom
is called the ‘pure’ negative conception.

Now, from the pure negative conception of freedom it follows that there is no
connection between an agent’s negative freedom and her will (even though, of
course, her freedom depends on the wills of other agents to act in certain ways
rather than others). Only positive or ‘impure’ negative conceptions of freedom
allow the state of B’s will to affect the question of whether or how far B is free. On
the pure negative conception, I am unfree to do x if and only if someone else has
rendered x impossible for me, regardless of whether or not I want to do x. This fact,
however, might be thought to give rise to a problem: the lack of connection between
B’s freedom and B’s will, in conjunction with Stoppino’s insistence on the nature of
power as mediated by B’s will, would seem to suggest that A’s power over B never
affects the freedom of B. We have seen that power exercised by A over B neces-
sarily presupposes a minimum of voluntariness on the part of B. It presupposes B’s
possibility of doing otherwise. Rendering an action impossible, on the other hand,
removes that minimum of voluntariness, and is therefore at most an instance of
preclusion. Thus, all instances of A restricting B’s freedom would appear to fail to
qualify as instances of A exercising power over B. Is it not sheer common sense,
however, to say that the freedom of one agent depends on an absence of at least
certain kinds of power on the part of other agents? Are not the power of A and the
unfreedom of B, at least to some extent, two sides of the same coin?

The analysis presented in this article will show the above dilemma to be illusory:
we need not choose between the pure negative conception of freedom and the
tendency to associate the power of A with the unfreedom of B. Indeed, one of my
central aims is to show how, even on the pure negative conception of freedom, B’s
freedom is restricted by a number of different forms of power on the part of A. Two
distinctions within the concept of freedom will be central to the pursuit of this aim.
The first is the distinction between ‘the freedom to act’ and ‘acting freely’, and will
be applied in the next section. The second is the distinction between specific
freedoms and overall freedom, and will be applied in the subsequent section.

Before starting, two preliminary points should be made. First, I shall take for
granted that there are cases of ‘power without unfreedom’. No one who endorses a

* In Carter 2008, I apply this observation to an analysis of Philip Pettit’s notion of freedom as
“discursive control” (Pettit 2001), arguing that freedom as discursive control is limited by offers,
no less than by threats.
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negative conception of freedom (whether pure or ‘impure’) claims that freedom
depends on the absence of power tout court, unless the notion of power is
understood in a much narrower sense than that of Stoppino. For example, while
rational persuasion is a form of power on Stoppino’s analysis, no supporter of a
negative conception of freedom would say that when A rationally persuades B to
do x, A somehow renders B socially unfree.

Secondly, I shall similarly take for granted that there are cases of ‘unfreedom
without power’. Thus, while on the first assumption I have just mentioned A’s
power is not a sufficient condition for B’s unfreedom, on this second assumption it
is not a necessary condition either. The question I am asking myself in this article is
not whether, or how far, restrictions of freedom are the result of power relations, but
whether, or how far, power relations result in restrictions of freedom. In other
words, I am not asking whether unfreedom implies power, but whether power
implies unfreedom. We have already seen that there are cases of unfreedom that are
caused not by power relations but by intentional or interested preclusion (including
violence). Virtually no one would deny that there are some such cases. In addition to
these cases, we should also count as ones of ‘unfreedom without power’ those in
which A’s behaviour precludes B’s doing x but in a way that is neither violent nor
intentional nor in A’s interests. As Stoppino would put it, in the latter cases the
relation between A and B is neither of violence nor of power, because each of these
two kinds of relation necessarily involves A’s ‘interested’ modification of B’s
behaviour. Many theorists of negative freedom—among whom the supporters of
the pure negative conception—would nevertheless say that in all such cases of
preclusion, A restricts B’s freedom. Pure negative unfreedom is normally con-
ceived as the result of obstruction by other agents, regardless of whether that
obstruction is intentional or unintentional, interested or disinterested. Power and
unfreedom are therefore asymmetrical in this respect: while A’s power over B
depends on a furthering of A’s interests, A’s restriction of B’s freedom does not.

3 Power and Acting Freely

The freedom fo act, understood in the negative sense outlined above, consists in the
absence of constraints on an agent’s possible actions. One’s freedom to act is, to use
Isaiah Berlin’s metaphor, a matter of how many doors are open to one (Berlin 2002,
pp- 32, 35), and one’s particular conception of the freedom to act will depend,
among other things, on how one defines the closing of a door. The freedom of an
action, on the other hand, is to be found in the performance of that action. The
freedom of one’s actions—i.e., whether or how far one acts freely when one does
act—is therefore a question not so much of how many doors are open as of how and
why one goes through one door rather than another. Appropriating (and slightly
modifying) a distinction introduced by Charles Taylor, we can say that whereas the
concept of freedom to act is an ‘opportunity concept’, the concept of acting freely is
an ‘exercise concept’, given that the latter concerns the way in which a certain
possibility is realized or exercised (Taylor 1979). Oppenheim has clarified this
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distinction by noting that while in the first case (the freedom to act) freedom is a
property of an agent, in the second case (free action or acting freely) freedom is a
property of an action (Oppenheim 1981, Sect. 5.2).* Oppenheim himself stipulates
that an action is performed unfreely it if is performed out of fear of a sanction.
Others have suggested broader definitions of acting unfreely. According to Serena
Olsaretti, for example, an action is performed unfreely if the reason for its per-
formance is that the agent has no acceptable alternative (Olsaretti 2004, Chap.6).

Like the concept of freedom, the concept of social power can be interpreted either
as an opportunity concept or as an exercise concept.” On the one hand, one can have
power, in the sense of having the option of modifying the conduct of another in one’s
own interests. Here, power is an opportunity concept, which Stoppino calls
‘potential power’. On the other hand, one can exercise power, in the sense of
bringing about that modification in the conduct of another. Here, power is an
exercise concept, which Stoppino calls ‘actual power’. In this section and the next, I
shall assume that the kind of power of A we are concerned with, in discussing the
implications for B’s freedom, is A’s actual power—power A exercises over B. It is
also true, however, that the potential power of A can limit B’s freedom even without
A exercising that power, as long as there is some probability of A exercising it
(Carter 2008). I shall come to the role of probabilities in the next section.

The distinction between the freedom to act and acting freely is present in
Stoppino’s analysis of power. We have seen that for Stoppino, when A exercises
power over B, B’s behaviour is always characterized by a minimum degree of
voluntariness, such that B could have done otherwise. However, Stoppino does not
believe that B’s action is for this reason ‘free’ (Stoppino 2001a, p. 6, 73). If a
bandit says to me ‘Your money or your life’, and I hand over my money for fear of
being killed, I do so voluntarily in the sense that I could have refused to hand over
the money and borne the consequences of the bandit’s subsequent violent inter-
vention. Nevertheless, we tend to think that my choice to hand over the money is
nevertheless not a ‘free’ choice, because the reason behind the choice consists in
fear of a severe sanction. These two views are not mutually exclusive. While my
choice is not ‘freely taken’, it remains the case that I could have done otherwise,
had I so desired: my behaviour is voluntary in the minimal sense of having my
own will as its proximate cause.

This voluntariness, in Stoppino’s sense of the term ‘voluntariness’, stands for
what I would call a freedom of the agent fo act: the agent who is subject to
coercive power is free not only to comply with the threat but also to refuse
compliance. As long as we bear in mind the distinction between the freedom to act
and acting freely, then, we can reasonably attribute to Stoppino not only the view
that those who are coerced into doing x remain free not to do x, but also the view

* It should be added, however, that one may also go on to predicate freedom of agents (in the
exercise sense) on the basis of the fact that they perform their actions freely.

3 Unlike the exercise concept of power, the exercise concept of acting freely is not necessarily a
concept of social freedom. For example, of the two definitions just mentioned, Oppenheim’s
concept of acting freely is a social concept, but Olsaretti’s is not.
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that A’s exercising power over B often brings about a certain kind of unfreedom,
namely the unfreedom with which B actually does x.

There is indeed a difference between the freedom to act and acting freely that
makes the connection with social power much more immediate and obvious in the
case of the latter concept than in that of the former. This difference lies in the fact
that my acting freely or unfreely in doing x depends on my motivation for doing
x—for Oppenheim, it depends on whether I act out of fear of a sanction; for
Olsaretti, it depends on whether my reason for doing x is that I lack any acceptable
alternative. On the other hand, it is plausible to claim (and we have seen that
defenders of the pure negative conception do indeed claim) that the question of
whether I am free to do x does not depend in any way on my motivational state. In
this sense, the presence of A’s coercive power over B points much more obviously
to the fact of B acting unfreely than to any unfreedom of B to act. The fact of my
being subject to the power of another clearly depends on me, in the sense of
depending on how my own will reacts to that of another, whereas the same is not
true of my being subject to a social unfreedom to act.

It is easy enough to confuse acting freely with the freedom to act. Joseph
Goebbels confused them when he claimed, ironically, that ‘anyone is free to write
what he likes as long as he is not afraid of the concentration camp’ (cited in Gabor
and Gabor1979, p. 346). This claim is not literally false, but it is confused, or at least
confusing, because it can reasonably be taken to imply the further claim that anyone
who is afraid of the concentration camp is not free to write what he likes, and the
latter claim is false. In Nazi Germany, the freedom to write what one likes (up until
the moment of arrest) was possessed both by those who were not afraid of the
concentration camp and by those who were afraid of the concentration camp. On the
other hand, there is a difference between these two classes of people in terms of how
freely they chose not to express their views in writing (where they did so choose).
Assuming Oppenheim’s definition of free action, we should say that those who were
afraid of the concentration camp chose unfreely to avoid expressing their views in
writing, whereas those who were not afraid of the concentration camp suffered no
restriction on the freedom with which they chose not to express their views in writing
(they would have chosen not to do so even in the absence of Goebbels’ threat).

One reason for the ease of slippage between the concepts of freedom to act and
acting freely lies in an ambiguity in the term voluntariness. This ambiguity is
mirrored by the different technical meanings attributed to the term in the literature,
some authors taking it to signify the presence of a freedom to act, others the fact of
acting freely. For Stoppino, as well as for Oppenheim (1981, Sect. 5.2), those who
comply with a coercive threat act ‘voluntarily’, in the sense of having been free to
act differently. Here, the voluntariness of an action signifies no more than that its
proximate cause is the will of the agent.® For some theorists of freedom, however,

S The English terms ‘will’ and ‘voluntariness’ have different etymological roots. The connection
between them is much clearer in Latin languages (their respective equivalents in Stoppino’s
native tongue are volonta and volontarieta).
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those who comply with a coercive threat act in a non-voluntary way, because
voluntary action is conceived by them as identical to what I have so far referred to
as the fact of acting freely (this is the case, for example, in Olsaretti 2004, and in
van Hees 2003). The difference between these two sets of authors is clearly
terminological rather than substantive. The important point to bear in mind, for
present purposes, is that the pure negative conception of freedom is a conception of
freedom to act, not of acting freely, and that it does not conflict at all with the
claim that power creates unfreedom in the sense of leading people to act unfreely.

4 Power and the Freedom to Act

Admitting that power restricts the freedom with which people act will not,
however, be sufficient to allay the worries of those who initially see the pure
negative conception of freedom as unable to capture the freedom-restricting effects
of power. For among the sources of such worries one must certainly count the
intuition that when A exercises power over B, A limits B’s freedom to act. Is it
possible for the supporter of the pure negative conception to accommodate this
intuition too? I believe that it is. In order to show how, we shall need now to make
a distinction within the concept of the freedom to act: that between a specific
freedom and overall freedom (Carter 1999, Chap. 1).

A specific freedom is the freedom of an agent to perform a specific action—for
example, my freedom to leave this room in ten minutes’ time (a freedom that
I shall lose if, during the next ten minutes, someone locks the door). I shall
assume here that by ‘specific freedom’ we mean the freedom to perform a spatio-
temporally specific action—not a specific type of action (such as walking or
talking), but a concrete particular, unrepeatable both in time and in space (like the
freedom to move out of this room in exactly ten minutes’ time). Overall freedom,
on the other hand, is a quantitative attribute of an agent. It is the freedom the agent
possesses in a certain degree. Overall freedom is still the freedom fo act, but it is
not the freedom to perform some specific action. Instead, it consists in an aggre-
gation of all the agent’s freedoms and unfreedoms, so providing us with an overall
quantitative judgement about the extent to which the agent is free to act (be this in
absolute terms or only relative to the extents of freedom of other agents). The
possibility of forming coherent quantitative judgements about overall freedom is
presupposed whenever one agent, group or society is described as ‘more free’ than
another, whenever it is claimed that citizens have a right to ‘equal freedom’, and
whenever theorists or politicians prescribe that freedom in society, or freedom for
certain groups, be ‘increased’, ‘augmented’, ‘maximized’, or maintained above ‘a
certain minimum’.
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4.1 The Non-Specific Values of Freedom and Power

Before turning to the effect of power on overall freedom, it is worth noting a parallel
between the kinds of value attributed to power and freedom that motivate an interest
not only in the concept of overall freedom but also in that of overall power.

The normative importance of the concept of overall freedom derives from a
premise about the value of freedom that I mentioned earlier: that freedom has
‘non-specific value’, or value as such—in other words, that freedom has value
independently of the value of being free to do one or another specific thing. This
non-specific value of freedom can be either intrinsic or instrumental. It is perfectly
consistent to affirm that freedom has only instrumental value—that freedom is only
a means to an end—while also claiming that this instrumental value is of a non-
specific kind (Carter 1999, Chap. 2). This will be so where the content of the end in
question is unknown. One might know, for example, that freedom is the best
means to economic or social progress, yet not know what this progress will consist
in. One might affirm, indeed, that it is this very lack of knowledge that makes
freedom the best means to progress, given that freedom allows us to experiment, to
compare ideas, to make mistakes and to learn from them. In this case, our igno-
rance about the direction in which progress will take us makes it impossible for us
to know which specific freedoms have value as a means to its realization. All we
know is that freedom is a means to progress. Freedom is valuable as such, but only
instrumentally valuable. This line or reasoning can apply to individuals as well as
to aggregates of individuals, and from a purely prudential point of view rather than
by reference to morally good ends. For example, an individual might see her own
freedom as non-specifically instrumentally valuable in prudential terms because
she is unable to predict her own future desires and beliefs.

Stoppino makes a very similar claim about power, implicitly interpreting A’s
power over B as having (prudential) non-specific instrumental value for A.
According to Stoppino, A’s power over B has instrumental value for A because it
is a means to obtaining the conformity of B’s conduct to A’s preferences, which in
turn is a means to the realization of A’s ultimate goals. Now, in political life it
might seem that such conformity becomes, for A, an end in itself, because A, as a
political actor, typically attempts to achieve conformity not only ‘here and now’
(the conformity of some specific piece of behaviour of B) but also conformity that
is ‘generalized over space’ (and therefore applies to a wide range of actors) and
‘stabilized over time’. When conformity displays these two properties (of being
generalized and stabilized), Stoppino calls it ‘guaranteed conformity’. And the
pursuit of guaranteed conformity is, for Stoppino, just what political activity
consists in (Stoppino 2001b, Chap. 8). This is not to say, however, that political
actors necessarily see power as intrinsically valuable, as if power in this gen-
eralized and stabilized sense were necessarily something that is pursued for its own
sake. It is only to say that power is valuable as such for political actors, given its
non-specific value as a means to the realization of those political actors’ ultimate
goals, whatever those goals might turn out to be. Power has specific instrumental
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value for A to the extent that it is instrumentally rational for A to pursue con-
formity ‘here and now’; it has non-specific instrumental value for A to the extent
that it is instrumentally rational for A to pursue conformity that is ‘guaranteed as
such’ (Stoppino 2001a, p. 234)—to pursue it, one might say, as if it were an end.
Thus, in the same way as the social freedom of B has non-specific value for B, the
power of A has non-specific value for A.

In the light of this fact, it becomes interesting to ask how A’s overall power is
related to B’s overall freedom. How far is it true that the growth of A’s overall
power over B (which, given the non-specific value A attaches to her power,
increases (ceteris paribus) the subjective value of A’s situation) implies a dimi-
nution of B’s overall freedom to act (which, given the non-specific value B atta-
ches to her freedom, decreases (ceteris paribus) the subjective value of B’s
situation)? In order to answer this question fully, we should need to be able to
measure overall social power as well as overall social freedom, and that is not
something that I feel warranted in assuming. One necessary step in the right
direction, however, will consist in rendering explicit the effect on B’s degree of
overall freedom of each of the forms of power A might exercise over B.

4.2 Threats and Anticipations of Violent Sanctions

I shall begin by looking at the case of power that is exercised through the threat of
violence. As I have argued elsewhere (Carter 1999, Chap. 8), the distinction
between specific freedoms and overall freedom allows us to say that as well as
limiting the freedom with which B acts, A’s threat of violence limits B’s freedom
to act. When A threatens violence against B in order to induce B to do x, A does
not remove B’s freedom either to do x or not to do x. Nevertheless, A does
typically reduce B’s degree of overall freedom (to act).

To see this, we need to note that an agent’s overall degree of freedom is not a
function simply of how many members of a set of specific actions that agent is free
to perform. In the first place, the sum of the courses of action one has available is
not a sum of single actions, but a sum of various possible combinations of actions.
I am probably free at this moment to shoot a policeman on Tuesday, free to shoot
one on Wednesday, and free to shoot one on Thursday, but I am probably unfree to
shoot three policemen (one on each of these days), given that I would probably be
locked up after the first shooting. We need, then, to take into account not simply
the possibilies of single actions (and the sum of these) but the compossibility of
those actions for the agent: if P is free only to do x, y or z, while Q is free to do any
combination of x, y and z, it is clear that Q is, ceteris paribus, the freer of the two.
More generally, we should say that an agent’s overall freedom is a function of the
agent’s set of sets of compossible actions. In the example just given, P has
available the set of sets of actions [{x}, {y}, {z}] while Q has available the set of
sets of actions [{x}, {y}, {z}, {x ¥}, {x, 2}, {}, 2}, {x, ¥, z}]. In the second place,
we need to take into account, for each set of actions, not simply the availability or
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non-availability of that set, but the probability of that set being rendered impos-
sible by some other agent. All judgements about freedom regard the possibility of
actions that occur subsequent to the time of the freedom being predicated of the
agent, and all such judgements are therefore most appropriately understood as
probabilistic. And it would surely be grossly counterintuitive to describe as equally
free, ceteris paribus, agent R, who is (at time 7) 99 % certain to be prevented from
performing a given set of actions, and agent S, who is (at time 7) 1 % certain to be
so prevented (Carter 1999, Sects. 7.5 and 8.4).

Bearing in mind these two factors of compossibility and probability, we can see
that B’s overall freedom should be understood as depending on the sum of all the
sets of theoretically compossible actions for B, each one multiplied by the prob-
ability (between O and 1) of that set being rendered impossible by the actions of
some agent, A (in the event of B attempting to perform that set of actions).” Given
that we are talking of the prediction of the preclusion of a given set of actions
(given certain conditions), and given that that prediction takes account of the
probability of the preclusion, we may call the fundamental quantity determining
B’s level of overall freedom B’s overall degree of expected preclusion.

It should already be clear at this point how B’s overall degree of expected
preclusion will, in the vast majority of cases, increase as a result of A’s coercing B
by threatening violent sanctions. The exercise of this form of power by these
violent means generally implies, with a certain probability, that two or more
actions that were compossible for B before the threat are now no longer com-
possible for B. Indeed, while A does not remove any specific freedom of B,
B nevertheless suffers an increase in her overall degree of expected preclusion.
Assume that A, in threatening B, does so with a minimum of determination and is
minimally competent in carrying out the sanction. (These two requirements can be
called the requirements of determination and competence, and we may call a threat
that satisfies these requirements a ‘true’ threat.) In this case, at the moment at
which the threat is issued (and indeed, even at the earlier moment at which A
forms a resolute conditional disposition to impose the sanction (should B fail to
comply)), A is actually (and with a certain probability) physically preventing B
from performing at least one set of actions. A is actually precluding this set of
actions to the extent that the counterfactual ‘if B did x, A would do y’ is true
(where ‘y’ is an action that prevents B from doing something). For an agent is

7 What is the exact meaning of ‘theoretical compossibility’ in this context? This issue is
problematic and has given rise to some debate in the literature. For Steiner (1994, Chap. 2), it
means ‘logically compossible’. In A Measure of Freedom 1 tentatively suggest that it might mean
either ‘logically compossible’ or ‘technologically compossible’ or ‘possible according to laws of
nature’ (Carter 1999, p. 173). For discussion, see van Hees (2000, pp. 131-133). Kramer (2003,
Chap. 2) defines theoretical possibility, in this context, in terms of the agent’s abilities,
identifying freedom with ability and unfreedom with the prevention of that which the agent
would otherwise be able to do. On this view, those actions the agent would be unable to perform
even in the absence of prevention on the part of others, are classified as actions the agent is
neither free nor unfree to perform: if I am unprevented from doing x but am nevertheless unable
to do x, then I am neither free nor unfree to do x.
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actually unfree to do something if it is true that, were that agent to attempt to do
that thing, some other agent would intervene so as to render it impossible.

The truth of the counterfactual ‘if B did x, A would do y’ depends on A’s
dispositions to act, of which the communication of the threat is in fact only an
indicator. Nevertheless, since this indicator is a fairly reliable one,8 we can
conclude that while the mere threat of a particular violent act is certainly distinct
from the actual performance of that same violent act, the threat of that violent
act is nevertheless generally accompanied by an actual increase in expected
preclusion. When A truly threatens B with violence, A is (generally, and with a
certain probability) actually preventing certain courses of action for B (i.e.,
certain sets of specific actions), regardless of whether B will comply with A’s
will or refuse so to comply.

To illustrate this point, let us return to the example of the bandit who says ‘Your
money or your life’. Assuming that the bandit is making a true threat (i.e., his
threat satisfies the requirements of determination and competence), he is (at the
time of the threat, and with a certain probability) physically preventing the
respondent from holding on to her money and walking away, even though he is not
preventing either the first or the second of these actions considered on its own.
This follows from the truth (which is more or less probable at the time of the
threat) of the counterfactual according to which, if the respondent chose to hold
onto her money, the bandit would kill her. Similarly, in the case cited earlier of the
oblique threat issued by Goebbels, the Nazi Government was (at the time of
Goebbels’ threat, and with a certain probability) physically preventing German
citizens from writing certain things at time ¢t and writing similar things at time
t + 1 (and walking down the road unharmed at time ¢ + 2, and so on), even
though it was not preventing any of these actions considered in isolation from the
rest. This reasoning shows how, even though there is no correlation between the
threat of violence and specific unfreedoms, there is nevertheless a strong corre-
lation between the threat of violence and overall unfreedom.

To be more precise about the difference between the effects of actual violence
and the threat of violence, we need to note that each specific freedom is a member
of a certain number of sets of actions that are compossible for the agent.
Assuming, for simplicity, that the probability of prevention or non-prevention is
always 100 %, the effect of A’s actual violence is such that a certain specific
action which was previously a member of at least one set of actions B was free to
perform, is now no longer a member of any such set. The effect of A’s threat of
violence, on the other hand, is such that, while the number of sets of actions that B
is free to perform diminishes, each of the specific actions that B was previously
free to perform nevertheless remains a member of at least one of these sets. In
other words, while actual violence removes all of the sets of which a given specific

8 If it were not a fairly reliable indicator, then threats would fail as instruments of generalized
and stabilized power. I return to this point at the end of the present subsection.
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action is a member (from the list of sets the agent is free to perform), the threat of
violence removes only some of these sets.

It is worth noting two consequences of this last point for the relation between
degrees of violent coercive power and overall social freedom—consequences
which largely reflect our pre-theoretical intuitions about that relation. First, the
realization of an act of violence restricts freedom to a greater extent than the mere
threat of that same act. Secondly, the more severe the act of violence threatened,
the greater the power being wielded and the greater the reduction in the overall
freedom of the agent who is subjected to that power.

Let us now continue to examine the case of violence (or of preclusion more
generally), but in connection with another form of power identified by Stoppino:
that of anticipated reactions. Here, although A does not issue a threat to B, the
latter anticipates that were her own behaviour not to conform to A’s interests a
preclusive sanction would nevertheless be forthcoming. It should be clear that in
such a case A limits B’s freedom no less than where A issues a threat, for we
have seen that the factor ultimately determining the restriction of B’s overall
freedom is the truth of the counterfactual ‘if B did x, A would do y’, and not the
fact of A communicating this truth to B. The difference between A’s threat of a
sanction and B’s correct anticipation of a sanction by A is not relevant, then, to
the question of their effects on B’s overall freedom. In Stoppino’s formal clas-
sification, indeed, the essential difference between these two forms of power is
that anticipated reactions represent a non-intentional (i.e., ‘merely interested’)
exercise of power (See Table 1). And we have seen that the intentions of A, in
precluding certain actions of B, are not relevant to questions about B’s pure
negative freedom (to act).

The correlation I have hypothesized between overall freedom and the threat or
anticipation of preclusion is, in a sense, weaker than the correlation stipulated by
those ‘impure’ negative theorists who simply define freedom as the absence not only
of preclusion but also of punishability. The connection implied by my own analysis
between these forms of power and overall freedom is not a logical, stipulative
relation, but an empirical generalization. And, as in the case of all empirical gen-
eralizations, there will be exceptions to the rule. A first exception is where the
requirements of determination or competence are not met: A either does not intend to
carry out the threatened sanction (A is in fact bluffing) or is unable to do so
(A overestimates A’s own capacities), yet, since B is unaware of this, A’s threat or
B’s anticipation of A’s reaction still represents a successful exercise of power by A
(i.e., B’s choice still conforms to A’s will in a way that it would not have done had B
been fully informed). A second possibility is that the threatened or anticipated
sanction would consist in A’s inflicting harm on some third party, C, whom B cares
about (hence the success of the threat), rather than on B herself.

These counterexamples are of limited relevance, however, for the study of
political power relations and of their implications for political and social freedom
(Carter 2008). As we have seen, in political life agents seek what Stoppino calls
the ‘guaranteed conformity’ of the behaviour of others, and this implies confor-
mity that is both generalized (over a large number of other agents) and stabilized
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(over time). The role of bluffs or incompetent threats in the pursuit of this guar-
anteed conformity cannot be anything but trivial, for it is clear that agents who fail
to carry out sanctions fail to exercise generalized and stabilized coercive power.
The counterexample of sanctions aimed at third parties is not answerable in the
same way. Nevertheless, such sanctions are very rarely found in legal systems, and
the reasons again have to do with the nature of political power relations. One such
reason is that such sanctions are difficult to generalize as an effective instrument of
power over many agents: different agents would react to them in more varied and
unpredictable ways than they do to the threat of sanctions against themselves, and
it is difficult to formulate general laws specifying the identities of the relevant third
parties. But the most important reason is that coercive power exercised through the
threat of sanctions against third parties would be difficult to stabilize, given the
resentment and sense of injustice to which they would give rise. This resentment
and sense of injustice would provoke a reaction on the part of the governed, and
governments generally anticipate this reaction. This is itself an exercise of power
by the governed over the government.’

4.3 Threats and Anticipations of Economic Sanctions

Let us now extend our analysis, within the forms of power consisting in coercion
and anticipated reactions (understood as anticipated sanctions), beyond those cases
where the relevant resources used by A are resources of violence (or more gen-
erally, resources permitting A directly to preclude certain act-combinations of B).
Threatened or anticipated sanctions can also make use of economic or symbolic
resources. In these cases, the application of the sanctions would not directly
modify B’s body or physical environment, but their conditional imposition by A
nevertheless amounts to coercive power over B, as long as it is actually sufficient
to induce B to modify her behaviour in A’s interests. Examples of economic
sanctions include fines imposed by the state, firings by employers, and industrial
action on the part of unions. Examples of symbolic sanctions include stigmati-
zation, exclusion from the community of the faithful, and eternal damnation.
Consider first the case of an economic sanction. A’s firing B (where B is the
employee), or A’s going on strike (where B is the employer) brings with it a
reduction in the economic resources available to B, which in turn would have
constituted means by which B might have convinced other agents not to prevent B
from performing certain actions. Economic sanctions imposed on B logically entail
reductions in B’s economic resources; the possession of economic resources logi-
cally entails the possession of economic power; and one’s possession of economic

° For a more direct attempt to rebut this second counterexample, by showing that it fails to
identify a threat that has no effect on B’s set of sets of available options, see Kramer (2003,
pp. 195-204).
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power contingently (but nevertheless very strongly) affects one’s degree of pure
negative freedom. For example, when I buy an airline ticket I obtain, in exchange
for a certain sum of money, a vast increase in the probability that I will not be
prevented from boarding a certain aeroplane at a certain time. In the absence of this
payment, I would very probably be prevented from boarding the aeroplane were I to
attempt to do so (moreover, were I to succeed in boarding it on attempting to do so,
I would very probably be punished afterwards). Therefore, if I do not possess the
resources necessary to buy the airline ticket, my boarding the aeroplane (and my
moving my body from Italy to the USA, and my visiting the Metropolitan Museum
in New York, and so on) is something I am unfree to do. If I then acquire just enough
resources needed to buy the ticket, I acquire that freedom to perform that action (and
to visit the museum, and so on)—although it remains true that none of my sets of
compossible actions contain the boarding of the plane without also containing the
handing over of the money, and that none of my sets of compossible actions
therefore contain the boarding of the plane, the handing over of the money, and
some third action, x, the freedom to perform which would similarly depend on the
handing over of the money. My boarding the plane will only become compossible
with my doing x when I have doubled my money. And so on. (For an argument
along these lines about the relation between freedom and money, see Cohen 2001).

It is therefore reasonable to say that in a market society characterized by well
enforced rules of private property, there is a very strong causal link between a
reduction in the market value of the resources at my disposal and an increase in my
degree of expected preclusion. This is not to say, of course, that economic power is
essentially the possibility of bringing it about that other people do not prevent one
from doing certain things. But economic power does include that power among
others. To possess economic power is to have the possibility of exercising (eco-
nomic) coercion or remuneration; an exercise of coercion and remuneration is the
bringing about of behaviour on the part of others; and that behaviour on the part of
others often includes a series of door-openings. Moreover, it is enough for the
agent to possess such power (without necessarily exercising it) in order to possess
(with a certain probability) the set of sets of pure negative freedoms that would be
brought into existence through those door-openings. After all, the relation we are
examining here is that between A’s power considered as an exercise concept and
B’s freedom considered as an opportunity concept—i.e., the effect of A’s exercise
of power on B’s freedom to act. B has freedom (to act) as a result (inter alia) of
B’s having economic power (opportunity concept), given A’s forbearance from
exercising economic power over B.

4.4 Threats and Anticipations of Symbolic Sanctions

The limitation of pure negative freedom accompanying the threat or anticipation of
symbolic sanctions is less immediately obvious. Nevertheless, its occurrence in
political and social life is widespread and may be significant in terms of the
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degrees to which freedom is limited. Take, for example, the sanction consisting in
exclusion from the community of the faithful. This sanction is likely to imply,
indirectly and in the long term, the preclusion of a large number of options as a
result of the future lack of collaboration (with B’s endeavours) on the part of the
faithful. A similar point will apply to most other cases of stigmatization and social
exclusion.

This consideration does not, of course, apply to all symbolic sanctions. It does
not apply, for example, to the sanction consisting in eternal damnation, if (and this
may be a big ‘if”) that sanction is to be understood in the narrow sense of an event of
disvalue that occurs only in the hereafter. It might be, that is, that a priest can
exercise power over an individual by means of the threat of eternal damnation, even
though no one in this world would have been any the wiser if, counterfactually, the
individual had sinned and incurred eternal damnation. Such an individual does not
incur a loss of freedom in this world as a result of the priest’s exercise of power, for
the requirement of competence has not been met. However, it does not seem to me
counterintuitive, from the point of view of the theorist of negative freedom, to
classify such a case as one of ‘power without unfreedom’, for in this example
eternal damnation is not a punishment imposed by another agent or agents. The
threat takes place in this world, but the threatened sanction (if it occurs) does not,
and so does not involve the prevention of any actions. I shall call symbolic sanc-
tions of this kind ‘purely symbolic’ sanctions. A purely symbolic sanction is one the
realization of which would not be accompanied by any increase in preclusive
behaviour either by the agent dispensing the sanction or by any third parties. Most
symbolic sanctions, however, are not ‘purely symbolic’ in this sense.

One reason why the limitation of overall freedom is often less obvious where the
threatened sanction is symbolic than where it is economic or violent, lies in the
greater length of the causal chain of events linking A’s intervention and the set of
hypothetical actions (of third parties) which, at the moment of the threat, preclude
certain acts or act-combinations of B. For example, a symbolic sanction imposed by
A on B might bring it about that C imposes on B some economic harm, and only as a
result of this that D (together with E, F ...) physically prevent B from performing
some act or act-combination (without preventing any specific actions). Presumably,
it is correct to say that the length of the causal chain should influence our probability
judgements about the likelihood of the actions of third parties that would prevent
certain acts or act-combinations of B, and with these our judgements about B’s
degree of overall freedom at the time of the threat. Naturally, it is also possible that
in the case of a symbolic sanction the causal chain is shorter than in the economic
case. For example, it is possible that the fact of publicly labelling B as belonging to
a certain race would straightforwardly induce C to act violently towards B.

It is certainly true that violent sanctions are more likely (than are symbolic
sanctions) to be disvalued by B because of the increase in expected preclusion
accompanying them. In threatening a violent sanction, A tends to be playing
directly on B’s desire not to have options closed off (along with other desires of B,
such as that of avoiding pain). In threatening a symbolic sanction, on the other
hand, A may only be playing on the intrinsic value B attaches to the symbol in
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question, or on its instrumental value for B in achieving other symbolic goods
(such as recognition or self esteem). But this fact does not constitute an objection
to my analysis. First, we should bear in mind that B’s reason for disvaluing the
threatened sanction (i.e., what makes the sanction count as a sanction, and
therefore what makes A’s intervention count as an exercise of power) is not in
itself relevant to the question of whether and how far A is restricting B’s freedom.
For the desires of B, like the intentions of A, are not relevant to questions about
B’s freedom. Secondly, I would submit that the increases in expected preclusion
generally accompanying a symbolic sanction do often contribute significantly to
the disvalue B attaches to the sanction (and therefore to its counting as a sanction).
B’s stigmatization or social exclusion will no doubt have disvalue for B in terms of
a reduction in self-esteem, but only in rare cases will its disvalue not be
contributed to in some measure also by an accompanying non-trivial increase in
B’s degree of expected preclusion. Given this last fact, the connection between
symbolic sanctions and restrictions of freedom is a less contingent one than might
at first have been expected.

4.5 Direct and Indirect Restrictions of Freedom

Apart from the above-mentioned differences between different threats (or antici-
pations) in terms of the degree of restriction of B’s overall freedom, we should also
note a difference between threats (or anticipations) that involve A directly
restricting B’s freedom and threats (or anticipations) that involve A doing so
indirectly. If A’s power over B involves a direct restriction of B’s freedom, this is
because A is not only the threatener but also the agent of the counterfactual pre-
ventive actions that ultimately preclude certain acts or act-combinations of B. If A’s
power over B involves an indirect restriction of B’s freedom, on the other hand, this
is because those counterfactual preventive actions are actions of third parties (C, D,
E ...). Inthe case of a direct restriction of B’s overall freedom, A’s disposition to act
(more precisely, A’s conditional disposition to impose the sanction) is sufficient to
determine that restriction. In the case of an indirect restriction of B’s overall
freedom, A’s disposition is no longer sufficient to determine that restriction, which
depends in addition on the conditional dispositions of C (D, E ...).

In the case of violent threats (and anticipated reactions), A may be restricting
B’s overall freedom directly. Even violent threats, however, can be cases in which
A is only restricting B’s overall freedom indirectly. For example, A might threaten
to order C (over whom A has power) to assault B physically. In the case of
economic and symbolic threats (and anticipated reactions), on the other hand, A’s
restriction of B’s overall freedom is never more than indirect. Where the threa-
tened sanction is economic or symbolic, although the ultimate preclusion of certain
acts or act-combinations of B would occur only if A imposed the sanction, that
ultimate counterfactual preclusion is not itself brought about by A.
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Now it might be objected that what I have called A’s indirect restriction of B’s
freedom is not really a restriction of B’s freedom at all. For in such a case, the
counterfactual preventive actions of C (D, E ...) are voluntary, at least in the
minimal sense mentioned earlier, and often in the more demanding sense of being
‘freely performed’ (for it need not be the case that A, or indeed anyone else, is
exercising power over C (D, E ...) in this respect). Given this, it might seem that
the most we can ever say, in the case of A’s economic or symbolic power over B,
is that C (D, E ...) would themselves restrict B’s freedom were A to carry out the
sanction. And since A does not actually carry out the sanction (for we are
assuming that B complies and A’s exercise of power is therefore successful), no
such restriction of B’s freedom actually occurs.

This objection assumes that in order for us to impute to A a restriction of B’s
freedom that depends on the hypothetical actions of C (D, E ...), A must somehow
cause those actions of C (D, E ...), in such a way as to deny the free agency of C
(D, E ...). It does not seem to me, however, that A must be (counterfactually) the
cause of the preventive actions of C (D, E ...) in order to be one of the actual
causes of an increase in B’s overall degree of expected preclusion—an increase
that in fact takes place when A forms the resolute disposition to carry out the
sanction should B not comply. Although the actions of C (D, E ...) are voluntary, it
remains true that these actions would take place if and only if A imposed the
sanction. The increase in B’s overall degree of expected preclusion therefore
depends on A, and this fact is sufficient to motivate the claim that the disposition of
A contributes to that increase.

This point can be argued more technically by assuming the analysis of ‘sources
of unfreedom’ recently presented by Kramer (2003, Chap. 4). A human action is a
source of an agent’s unfreedom to do x if it contributes causally to the state of
affairs in which it is impossible for the agent to do x. What is the relevant meaning
of ‘contributes causally’ in this context? The answer is that an event or state of
affairs X contributes causally to the occurrence of another event or state of affairs
Y if and only if X passes the so-called NESS test—i.e., the test of whether X is a
‘necessary element of a sufficient set’ of conditions for Y.'” To pass this test, X
must be a member of a set of minimally sufficient conditions for Y. The fact that
the set is ‘minimally’ sufficient implies the necessity of each and every member of
the set for the realization of Y, in the sense that if any one such member were not
to be realized, Y would not be realized either. Kramer rightly sees this causal
criterion as implied by any attempt to distinguish clearly and plausibly between
obstacles that are sources of social unfreedom (because they are contributed to by
human agency), and other obstacles that are instead to be classed as being of
purely natural origin, or else as self-inflicted. Moreover, and more relevantly for
our purposes, the same causal criterion also serves to single out which of various
human agents are contributing to a given social obstacle, where more than one
such agent appears to be doing so. In the example just discussed, the actual

19 A useful account of this test is given in Braham and Holler (2009).
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(conditional) disposition of A, to impose a sanction on B should B not comply, is
certainly a necessary member of a set of minimally sufficient conditions for an
increase in B’s degree of expected preclusion to occur, no less than is the actual
(conditional) disposition of C (D, E ...) to act in certain ways should A impose the
sanction. The set of dispositions of A and C (D, E ...) is a set of minimally
sufficient conditions for B’s increase in expected preclusion. And since that set of
dispositions is actually realized, so is B’s increase in expected preclusion.

It should be noted that the kind of causation Kramer is talking of is physical
causation, which takes into account, as variables, all the physical events and states of
affairs that are relevant to determining the range of options physically available to
B—among which, for example, the presence of oxygen in the air. Stoppino, on the
other hand, talks of power as a causal relation between the conduct of A and that of
B. When Stoppino talks of causation, then, he has in mind social causation, which
assumes B’s physical environment (as well as B’s utility functions) to be fixed, and
takes account, as variables, only of the conduct of A, C, D, E .... This allows
Stoppino to state that, when A exercises power over B, A’s conduct is in itself a
sufficient cause of B’s conduct (Stoppino 2001a, pp. 8—11). (This would certainly be
false if among the necessary conditions of B’s conduct we were to include the
oxygen surrounding B, B’s utility function, and so on). But this difference—between
physical causation and social causation—is not relevant to the thesis I am defending,
according to which A limits B’s freedom when A (determinedly and competently)
threatens B with an economic or symbolic sanction that would induce C (D, E ...)
to prevent B from performing certain sets of actions. For the same conclusion about
B’s unfreedom that follows from Kramer’s causal criterion also follows from
Stoppino’s. Indeed, when I stated earlier (in defining direct versus indirect restric-
tions of freedom), that in the case of A’s restricting B’s freedom directly, A’s
disposition to act is sufficient to determine that restriction, I was assuming the social
concept of causation. A’s disposition is sufficient to determine that direct restriction
of freedom if (and only if) we treat as variables only the behaviours and dispositions
of A, C, D, E .... Where A limits B’s freedom indirectly, on the other hand,
what matters is that A’s disposition be a necessary element of a set of behaviours and
dispositions that is minimally sufficient to determine the restriction of B’s freedom.
And this is a feature of A’s disposition in the case of indirect restrictions of freedom,
on Stoppino’s causal criterion no less than on Kramer’s.

4.6 The Counterfactuals of Indirect Restrictions of Freedom

It is worth pausing at this stage to make explicit the nature of the counterfactuals in
play in the case of the indirect restrictions of freedom accompanying coercive
power. The first thing to note is that, while A’s direct restriction of B’s freedom
(accompanying A’s coercive power) is entailed by the truth of a single counter-
factual (if B did x, A would do y), A’s indirect restriction of B’s freedom
(accompanying A’s coercive power) depends on the truth of the conjunction of
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several counterfactuals ordered in a chain, such that with each successive link in
the chain we progressively distance ourselves from the actual world (in which B
conforms to A’s will by refraining from doing x).

In the case of any one concrete example of such an indirect restriction of
freedom, the composition of the relevant chain of counterfactuals can be built up
from one or more chain segments. I suggest we think of these chain segments as
coming in two standard forms. The first and simpler form is a segment made up of
two elements, which consist in the following two counterfactuals:

— if B did x, A would do y;
— if Adid y, C (D, E...) would prevent B from doing a.

This chain segment renders explicit the sense in which A indirectly restricts B’s
overall freedom in the simple example where A threatens to stigmatize B, and as a
result of that stigmatization C (D, E ...) would act violently towards B.

The second form of chain segment is made up of three elements, where the
ultimate preventive actions of C (D, E ...) depend on further actions or omissions
by B (made inevitable by A’s sanction):

— if B did x, A would do y;
— if A did y, B would be incapable of doing r;
— if B did not-r, C (D, E ...) would prevent B from doing a.

This chain segment renders explicit the sense in which A indirectly restricts B’s
overall freedom in the case where A exercises coercive economic power over B. For
example, where A threatens to fire B (and thus to harm B economically), A’s carrying
out of the sanction would diminish B’s capacity to continue to exercise remunerative
power over C (D, E ...) in such a way as to bring it about that C (D, E ...) do not
prevent B from doing certain things. (Typically, in this chain segment ‘7’ is a set of
remunerative acts by B and ‘a’ is some further act-combination for B.) The actual
preventive dispositions of C (D, E ...) are here conditional in two senses: first, they
are directly conditional on B failing to make certain payments; secondly, because B’s
failing to make certain payments is conditional on A’s economic sanction, they are
indirectly conditional on that economic sanction. The conditionality is two-fold
because the chain segment has three elements instead of two.

Where the chain of counterfactuals needed to render explicit an indirect
restriction of freedom is longer still, it can be reconstructed by assembling
instances of the two forms of chain segments just set out. We might, of course,
need a very long chain made up of very many segments. But to illustrate, take the
relatively simple case of A threatening to impose on B a symbolic sanction (for
example, exclusion from the community of the faithful) which would result in a
third party imposing an economic cost on B (for example, in B losing her job). To
account for A’s indirect restriction of B’s freedom in this case, we shall need one
of each of the two forms of segment described above—a two-piece segment
followed by a three-piece segment. In the following list of counterfactuals, the
second counterfactual constitutes both the final link in the first segment and the
first link in the second segment:



Social Power and Negative Freedom 49

— if B did x, A would do y;

if A did y, C would do w;

if C did w, B would be incapable of doing r;

if B did not-r, D (E, F ...) would prevent B from doing a.

It should be emphasized once more that in none of these examples of coercion
is an actual chain of events being described. Ex hypothesi, A succeeds in exer-
cising power over B, so that in the actual world B does not do x and the chain is cut
off at the first link. A’s restriction of B’s overall freedom does not depend on the
realization of any of the events referred to in the consequents of the above con-
ditionals, but only on the truth of the conditionals themselves.

4.7 Remuneration Versus Coercion

Stoppino classes coercion (the threat of sanctions, both violent and non-violent)
and anticipated reactions (the anticipation of sanctions, both violent and non-
violent) as forms of power that work through direct interventions on B’s ‘available
alternatives’. (‘Available alternatives’ should be understood here not in the
objective sense of unprevented courses of action—the sense that the theorist of
pure negative freedom would have in mind in using the term—but in the subjective
sense of ‘the various courses of action that B takes into consideration’ (Stoppino
2007). They are B’s available courses of action weighted according to their degree
of eligibility in B’s eyes).

A third form of power that fits into this same category is that of ‘remunera-
tion’—that is, the promise on the part of A to reward B should B perform a certain
action. Moreover, although the anticipated reactions discussed so far have all been
anticipated sanctions, we should not forget that anticipated reactions can also be
anticipated rewards.

It follows that, even leaving aside the exceptions mentioned above, not all of
the forms of power whose ‘target of intervention’ consists in B’s ‘available
alternatives’ are forms of power that result in restrictions of B’s overall freedom.
For where A exercises power over B by promising a reward, A is generally
increasing B’s set of sets of compossible actions, and thus B’s overall freedom.
This result reflects the pre-theoretical intuition of most liberals, assuming a broad
sense of ‘liberal’. Indeed, the implication that A could restrict B’s freedom by
actually increasing B’s set of available actions (and vice versa) ought to sound
alarm bells in the mind of any liberal political theorist.

There can of course be offers that B accepts unfreely, given a certain definition
of acting freely. This might be said, for example, of the offer made in the film
Indecent Proposal, where a millionaire offers an enormous sum of money to a
married couple on condition that the woman spends the night with him. Even in
such cases, however, A is generally increasing B’s overall pure negative freedom
(to act), even if B complies unfreely.
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It must again be emphasized, however, that the claim that remuneration
increases B’s freedom, like the claim that coercion limits it, is a contingent one.
There are offers that are not accompanied by any change in B’s degree of overall
freedom, for reasons that exactly mirror those mentioned in the case of threats: A
might not be determined or competent to keep the promise, or the benefit offered
by A might not in any case be such as to reduce, directly or indirectly, B’s degree
of expected preclusion, consisting instead in some other event that B values, such
as a benefit to a third party about whom B cares.

As a final observation on coercion and remuneration, we should note the
possibility not only of A’s leaving B’s freedom unaffected (in the case both of
A’s threatening a sanction and of A’s promising a reward), but also the possi-
bility of A’s increasing B’s overall freedom through a threat and of A’s reducing
it through an offer. Coercion counts as such if the behaviour threatened by A is
seen by B as contrary to B’s own interests. And it is always possible for B to
judge an increase in her own degree of expected preclusion to be in her own
interests. This will be so where B desires to have her own choices restricted for
her own good. In this case, A’s freedom-restricting intervention will count not as
a sanction, but as a reward. Similarly, A’s posing the condition that if B does x,
A will cease preventing a certain course of action, will in this case count as
coercion. It is important for my general thesis about the correlation between A’s
coercion and B’s unfreedom that such preferences on the part of B be excep-
tional. Most of us find this a reasonable assumption, and I think that the
explanation lies in our assumption that the rationality of preferring more freedom
to less tends to be overturned only in limited circumstances. Two such cir-
cumstances are worth mentioning here. First, B might prefer being prevented
from doing certain things because B wishes to be protected against her own
weak-willed desires. Such a preference, however, generally occurs only with
respect to a very limited number of pursuits. Secondly, B might find that an
abundance of available alternatives negatively affects her capacity to make a
rational choice, within given time-constraints, between the specific alternatives
open to her (Dworkin 1988, pp. 66—67). The most widely cited example is that
of a choice between products in a supermarket: it might be rational for the agent
to prefer having a choice between six decent brands of toothpaste to having a
choice between sixty-six. Nevertheless, this preference of B only kicks in when
her level of freedom is above a certain threshold. Moreover, the preference is
only likely to apply to certain kinds of freedom. The claim that such preferences
exist is plausible when applied to those freedoms that necessitate the exercise of
our faculty of rational choice within strict temporal constraints, such as the
choice of a toothpaste in a supermarket. But it is much more difficult to find
similar examples in areas where a time-constraint is neither objectively present
nor self-imposed. In considering the traditional liberal freedoms of worship, of
association or of movement, for example, we do not tend to think that there is a
threshold above which increases in the number of options take on a negative
value for the agent.
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4.8 Informational and Psychological Manipulation

In Stoppino’s classification, there are three other categories of power (each
comprising one or more particular forms of power) where the target of A’s
intervention is something other than B’s ‘available alternatives’ (see Table 1).
These three other possible targets of A’s intervention are as follows.

First, A might intervene on B’s ‘factual knowledge and value beliefs’. In this
first category we find the forms of power that Stoppino calls ‘informational
manipulation’, ‘persuasion’, and ‘imitation’. For example, A might induce B to
engage in certain forms of behaviour by indoctrinating B ideologically or by
convincing B of the validity of certain beliefs by means of rational argument.

Secondly, A might intervene on B’s ‘unconscious psychological processes’. In
this category we find the form of power called ‘psychological manipulation’.
Examples cited by Stoppino are subliminal advertising and brainwashing.

Thirdly, A might intervene on B’s ‘social environment’, either by modifying
the dispositions-to-act of third parties, so as to induce them to change the
behaviour of B in A’s interests, or by modifying the distribution of resources, so as
to modify B’s preferences in line with A’s interests. An example Stoppino gives of
a modification of third parties’ dispositions-to-act is that of a couple that finds
itself unable directly to influence the behaviour of their rebellious son. As a result,
the couple adopts the alternative strategy of somehow convincing a third party
(friends or family) to change the son’s behaviour in line with the couple’s wishes.
An example Stoppino gives of a modification of the distribution of resources is that
of the acquisition by A (by means of purchases from C, D, E ...) of a monopoly of
a certain kind of resource that B needs. As a result of this acquisition, B modifies
her behaviour in line with A’s interests in order to guarantee the availability of this
resource. Power that is exercised through an intervention on B’s social environ-
ment can be called ‘indirect’ power, since the causal relation between A’s conduct
and B’s will is mediated by an intervention on some outside factor that in turn
modifies B’s beliefs and desires and/or B’s perception of her available alternatives.

In this third and last category—the category of power that works through an
intervention on B’s social environment—we find the forms of power called °‘sit-
vational manipulation’ and ‘conditioning’ (where the latter can be either inten-
tional or merely interested). Manipulation being a ‘hidden’ form of power (where
A keeps B unaware of the power relation or its nature), situational manipulation
represents the ‘hidden’ version of power that is exercised through an intervention
on B’s social environment, whereas conditioning represents the ‘open’ version
(where A does not hide the power relation or its nature). Because of its hidden
nature, the occurrence of situational manipulation tends to be limited to small
groups of agents. (These, however, might be very powerful groups, such as a
government executive, in which case the consequences of situational manipulation
can still be far-reaching). Conditioning, on the other hand, can play a more direct
role in the successful implementation of public policies.
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Of these three additional targets of A’s intervention (B’s factual knowledge and
value beliefs, B’s unconscious psychological processes and B’s social environ-
ment), the one that most obviously identifies a category of power where A restricts
B’s freedom is the third: the intervention on B’s social environment. I shall turn to
this category in the next sub-section.

As 1 stated at the outset, there are some forms of power, such as rational
persuasion and imitation, that no theorist of negative freedom would see as a
restriction of B’s freedom. More controversial is the question of whether A can
restrict B’s freedom by withholding information from B, or by the strongest forms
of psychological manipulation. For the theorist of pure negative freedom, this
question will turn on whether such conduct on the part of A really makes certain
actions of B impossible (Carter 1999, p. 206; Kramer 2003, pp. 82-83, 255-271).

On the basis of Stoppino’s classification, it is reasonable to say that there are
some forms of informational or psychological manipulation by means of which A
restricts B’s pure negative freedom, and others by means of which A does not do so.
As far as information is concerned, it is important to distinguish between ‘knowing
how’ to do something and ‘knowing that’ something is the case. B’s freedom to do
x at time ¢ will be removed by A if A withholds from B information without which B
cannot possibly know how to do x. In an example given by Kramer (2003,
pp- 82-83), B is locked in a room and told that the door will open only if she
punches 200 digits on a keyboard in exactly the right order. In this case, B’s
ignorance of the code makes her unfree to exit within a certain time limit (or more
precisely, very probably unfree to do so). Consider, on the other hand, a case in
which A leads B to believe that she has been locked in a room by A when in fact the
key has not been turned. In this case, what B lacks is not knowledge about how to
exit, but knowledge that she is unprevented from exiting. This last kind of igno-
rance is not a source of pure negative unfreedom. For consider the test we must
apply in order to see whether (or better, with what probability) others have made it
impossible for B to do x. This test consists in asking, ‘Were B to try her best to do x,
would B fail to do x as a result of the actions of others?’. In the case of B’s
ignorance of the code needed to exit the room, the answer to this question is ‘yes’
(or better, ‘very probably’), whereas in the case of B’s ignorance of the door being
unlocked, the answer is ‘no’ (or better, ‘very probably not, and in any case with no
higher a probability than had B known of the door being unlocked). It seems
reasonable to say, then, that being prevented from ‘knowing how’ to avail oneself
of an option is a source of unfreedom, whereas being prevented only from ‘knowing
that’ one has the option is not a source of unfreedom. A more realistic and politi-
cally relevant example of people being rendered unfree to do certain things through
a denial of ‘know-how’ would be where a government denies to certain classes of
people—for example, to women or to certain races—the possibility of frequenting
certain university courses. If a 20 year-old is prevented from studying medicine for
the next 10 years, she is, at the moment of that prevention, rendered unfree to carry
out a certain medical operation at the age of 30.

Many instances of ‘knowing that’ something is the case will be instrumental to
‘knowing how’ to perform a particular action, and thus to increasing the
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probability of one’s succeeding in performing that action should one try. For
example, it may be that in order to take the train from a to b, I need to ‘know that’
the train to b is the one whose eventual destination is ¢. Knowing that this is the
case is an example of ‘knowing how’ to take the train to b, even though it is
formulated in the language of ‘knowing that’. Similarly, our medical student will
know how to carry out a heart operation successfully only if she knows that the
heart is structured in a certain way, and the person locked in the room in Kramer’s
example will know how to exit only if she knows that that code consists in a
certain sequence of numbers. When a statement about ‘knowing that’ can be
reformulated as a statement about ‘knowing how’ to perform a certain action, then
the prevention of the knowledge referred to can constitute a restriction of one’s
freedom. The claim that one ‘knows that’ one has a certain option, however,
cannot be reformulated as the claim that one ‘knows how’ to avail oneself of that
option. It is for this reason that ignorance about the existence of available options
does not make one unfree to avail oneself of those same options.

But while it is true that the withholding of know-how restricts the freedom of
those who are thereby kept in the dark, it is not clear that this activity qualifies as a
form of power. The reason for this is that A’s withholding of information about
how to do x simply renders B unfree to do x. Where A exercises power over B, on
the other hand, A brings it about that B does not-x while nevertheless leaving B
free to do x. The withholding of know-how, then, is a case of preclusion, not of
power. Informational manipulation will count as an exercise of power only when it
is a withholding of factual information the effectiveness of which (in making B
refrain from doing x) does not depend on its usefulness to B in understanding how
to do x. Lying, suppressing information, and providing excessive information—all
examples provided by Stoppino—may still count as power on this view, but in
many concrete instances they will not.

Since it is reasonable to call manipulation a form of power, I shall call the cases
just cited, in which A restricts B’s freedom by withholding information, cases of
‘informational preclusion’ rather than of ‘manipulation’. A’s use of information to
modify B’s behaviour can be an exercise of power or a case of preclusion. Where it
is an exercise of power, it will not constitute a restriction of freedom. Where it
does constitute a restriction of freedom, on the other hand, it will not qualify as
power (being informational preclusion). The fundamental reason for this is that if
A restricts B’s freedom by means of informational preclusion, A precludes certain
specific freedoms of B, whereas when A exercises power over B, A necessarily
precludes at most certain act-combinations of B.

The case of psychological manipulation is identical to that of informational
manipulation in this respect. There are clearly extreme cases of intervention on B’s
unconscious psychological processes—for example, brainwashing as described by
Stoppino—in which A renders B’s performance of certain actions impossible by
making certain psychological processes impossible for B. However, in these
extreme cases what happens is that A precludes certain actions of B. A does not leave
B free to do otherwise, and as a consequence A cannot be said to be exercising power
over B. Therefore, if Stoppino is right to assume that in cases of power B is
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necessarily free to do otherwise, then he is wrong to class brainwashing as an
exercise of power. This is a form of psychological preclusion, not of psychological
manipulation. Less extreme kinds of intervention on B’s unconscious psychological
processes, on the other hand, do qualify as power, but they do not restrict B’s
freedom. For they neither remove any specific freedoms of B nor (in themselves)
reduce B’s level of overall freedom. Thus, theorists of negative freedom are not
amenable to the suggestion that advertising or emotive religious or political pro-
paganda (the use of symbols such as flags or prayers or anthems) renders people
unfree to perform any specific actions or act-combinations. These latter kinds of
intervention—advertising or emotive propaganda—affect people’s inclinations, but
it is essential to any negative conception of freedom that one make a clear distinction
between being inclined not to do x and being unfree to do x.

It seems to me that Stoppino was led to classify brainwashing and the withholding
of know-how as examples of power because he lacked the category of (intentional
and interested) preclusive behaviour (which includes, but is not limited to, violence).
Faced with the choice of classifying them either as power or as violence, it will have
seemed more natural to place them in the former category. After all, neither can be
easily qualified as an intervention on the agent’s body or immediate physical
environment (although brainwashing tends to be accompanied by such an inter-
vention). We have seen, however, that it is difficult on reflection to justify classing
them as examples of power. Instead, they should be seen as lying outside either
category, but within the wider category of intentional and interested preclusion.

It should be noted that in cases of informational or psychological preclusion,
A restricts B’s freedom directly. A can, of course, bring it about that third parties
engage in similar acts towards B, withholding know-how from B or engaging in
brainwashing or hypnosis. In this case, A is restricting B’s freedom indirectly.
Where A does so, however, A is exercising power by intervening on B’s social
environment (i.e., on third parties’ dispositions to act), and the form of power is
therefore situational manipulation or conditioning. While the restrictions of free-
dom involved in informational and psychological preclusion are always direct, the
restrictions of freedom involved in situational manipulation and conditioning are
always indirect. (The only target of intervention that admits cases both of direct
and indirect restrictions of B’s freedom is that of B’s ‘available alternatives’.
Coercion and anticipated reactions can involve A indirectly restricting B’s free-
dom without actually engaging in conditioning, because they do not involve A
actually modifying third parties’ dispositions-to-act.)

Finally, we should note that, like interventions on B’s available alternatives,
interventions on B’s factual knowledge or unconscious psychological processes
can involve increases in B’s overall freedom as well as decreases (one might call
these cases of informational or psychological ‘enablement’, as opposed to infor-
mational or psychological preclusion). The positive counterpart of A’s depriving B
of knowledge about how to avail herself of certain options is, clearly enough, A’s
supplying B with that knowledge. The positive counterpart of brainwashing is
probably psychotherapy. (Stoppino mentions this as a rare example of open
(i.e., non-manipulative) power that nevertheless has unconscious psychological
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processes as its target of intervention.) For example, if brainwashing can make B
unfree to do x by inducing in B a particular phobia, and psychotherapy can remove
that phobia, then A’s acting as B’s psychotherapist can result in A’s directly
increasing B’s freedom. Even assuming B’s consequent behaviour to conform to
A’s interests, however, A’s increasing B’s freedom through psychotherapeutic
activity is no more an exercise of power by A over B than is A’s restricting B’s
freedom through brainwashing.

4.9 Situational Manipulation and Conditioning

As I have suggested, B’s pure negative freedom is certainly restricted by A in many
cases in which A exercises power over B by intervening on B’s social environment
(i.e., cases of situational manipulation and conditioning). The way in which this
comes about is particularly clear where A’s intervention on B’s environment is an
intervention on third parties’ dispositions-to-act. Such an intervention will constitute
arestriction of B’s overall freedom whenever the conduct of C (D, E ...) produced by
that of A is itself a restriction of B’s freedom in one of the ways already discussed.
For example, if A modifies B’s behaviour (in A’s interests) by persuading C to
threaten B with an economic sanction, A contributes to the resulting reduction in B’s
freedom because, as in the earlier cases examined, A’s intervention, no less than C’s,
is a necessary element of a set of minimally sufficient conditions for B’s suffering an
increase in her degree of expected preclusion. If, on the other hand, A modifies B’s
behaviour by coercing C into to persuading B, A may thereby be reducing C’s
overall freedom, but A is not thereby reducing B’s overall freedom.

It should be noted that in these cases of power (both where A restricts B’s
freedom and where A does not), the conduct of C is not necessarily in C’s interests,
and therefore does not necessarily constitute an exercise of power by C. Never-
theless, the behaviour of C will always be equivalent to the exercise of one of the
more direct forms of power (forms of power where the target of intervention is B’s
available alternatives or B’s factual knowledge and value beliefs or B’s uncon-
scious psychological processes), where by its being ‘equivalent’ I mean that it
consists in the same physical behaviour on the part of C, even though the
behaviour C induces in B might not be one that conforms to C’s interests. For
example, a politician (A) might coerce an employer (C) into threatening to fire his
employee (B) unless the employee gives his support to the politician in an election,
even though the politician’s being elected is not in the employer’s interests. In this
case, the politician is exercising power over the employee (here, via an exercise of
power over the employer), but the employer’s threat is not itself an exercise of
power over the employee. The employer is instead engaging in behaviour that [ am
calling ‘equivalent’ to an exercise of (economic, coercive) power, as well as being
a necessary link in A’s indirect power over B.

Stoppino mentions the redistribution of resources as a method of situational
manipulation or conditioning, in addition to the modification of third parties’
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dispositions to act. It is not clear, however, that A’s effecting a redistribution of
resources represents a genuinely distinct from of intervention on B’s social
environment—an intervention that is somehow an alternative method, for A, to
that of effecting a change in third parties’ dispositions-to-act. After all, every
restriction of a person’s freedom depends ultimately on the actions of others and
thus on their dispositions to act. This point leads me to doubt the status of
‘redistribution of resources’ as an independent way of exercising situational
manipulation or conditioning. It seems to me, indeed, that this type of intervention
can always be categorized in one of the following two ways.

First, it might be categorized as a redistribution of resources that brings about a
subsequent modification of third parties’ dispositions-to-act. An example might be
where A redistributes a certain resource that B needs from one third party to
another—i.e., transferring the property rights in that resource from D to C—with
the consequence that B’s behaviour is modified in line with C’s interests (which,
unlike D’s interests, happen to coincide with those of A). Here, the change in B’s
behaviour takes place because, thanks to the redistribution of resources in ques-
tion, C is given the opportunity to prevent B from performing certain sets of
actions (in the way already illustrated in connection with the threat and antici-
pation of economic sanctions), and then develops the disposition to do so should B
not conform to her interests. This is certainly a case in which A exercises power
(indirectly) over B. However, it is an exercise of power that works, ultimately, by
means of a modification of third parties’ dispositions-to-act. In this case, then, we
do not seem to be justified in calling the redistribution of resources an alternative
method with respect to the method of modifying third parties’ dispositions to act.
Rather, such redistribution is just one of the means by which A might conceivably
bring about a change in third parties’ dispositions-to-act.

A useful clarificatory example of a redistribution of resources (resulting in a
modification of third parties’ dispositions to act) is that of an actual economic
sanction imposed by A on B. This actual sanction is a sign that A has attempted
and failed to coerce B into acting in a certain way. Despite indicating a failure of A
to coerce B, however, the sanction may also turn out to be a means by which A,
intentionally or unintentionally, conditions B, given the expected behaviour of C
(D, E ...) consequent upon A’s sanction, as already illustrated in the previous
analysis of economic coercion—except that in the case of the actual economic
sanction, C’s (D’s, E’s ...) behaviour is actual (because consequent upon an actual
sanction by A), as opposed to counterfactual (because consequent upon a coun-
terfactual sanction by A). In the case of the actual economic sanction, A redis-
tributes resources from B to C (D, E ...) and in so doing modifies C’s (D’s, E’s ...)
dispositions to act towards B.

The second way of categorizing a change in the distribution of resources is as a
redistribution of resources without any consequent modification in third parties’
dispositions-to-act. In such cases, however, the power exercised by A over B should
not be classed as situational manipulation or conditioning, but as one of the direct
forms of power previously discussed. Here too, then, A’s redistribution of resources
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Table 2 The relation between social power and overall freedom
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target of
intervention

effect on
overall freedom

social
environment

unconscious
psychological
processes

factual
knowledge and
value beliefs

available
alternatives

direct restriction

[h] coercion;

anticipated reaction

(true threat or correct
anticipation of physical
removal of options, i.e. of
violence)

indirect restriction

[a] situational
manipulation;
conditioning
(intervention inducing
in third parties
behaviour identical or
equivalent to [h] or [i])

[i] coercion;

anticipated reaction
(true threat or correct
anticipation of economic
or symbolic sanction)

no effect

[b] situational
manipulation;
conditioning
(intervention inducing
in third parties
behaviour identical or
equivalent to [d], [e],
[ [g]. [j] or [k])

[d] psychological
manipulation
(including use of
emotive symbols, but
not including
brainwashing or
hypnosis)

[e] informational
manipulation
(including
withholding of
information about
available options, but
not including
withholding of know-
how)

[f] persuasion

[g] imitation

[i1 coercion;

anticipated reaction
(false threat or incorrect
anticipation; true/false
threat or correct/incorrect
anticipation of ‘purely
symbolic” sanction or of
harm only to third party)

[K] remuneration;
anticipated reaction (false
promise or incorrect
anticipation; true/false
promise or
correct/incorrect
anticipation of ‘purely
symbolic” benefit or of
benefit only to third party)

indirect increase

[¢] situational
manipulation;
conditioning
(intervention inducing
in third parties
behaviour identical or
equivalent to [1], [m])

[1] remuneration;
anticipated reaction
(true promise or correct
anticipation of economic
or symbolic benefit)

direct increase

[m] remuneration;
anticipated reaction

(true promise or correct
anticipation of removal of
humanly imposed physical
constraints)

fails to qualify as an independent form of situational manipulation or conditioning—
in this case, because it fails to qualify as a form of situational manipulation or
conditioning. Imagine, for example, that A succeeds in acquiring a monopoly over a
certain kind of resource that B needs (this is Stoppino’s example). Here, A redis-
tributes resources (by acquiring them from C (D, E ...)) but does not rely on any
modification of third parties’ dispositions-to-act in order to modify the behaviour of
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B in conformity with A’s interests. Nevertheless, in such a case it seems correct to
classify the power exercised by A over B not as situational manipulation or condi-
tioning, but as the direct threat (by A) or anticipation (by B) of a sanction—that is,
as coercion or anticipated reaction. This exercise of power depends on A’s dispo-
sition to impose economic sanctions on B should B engage in certain forms of
behaviour—sanctions which, before acquiring the monopoly in question, A was
unable to impose, and which A is enabled to impose as a result of the monopoly.
Therefore, the exercise of power that takes place in this example is not itself
exemplified by the acquisition of the monopoly (the redistribution without a con-
sequent modification in third parties’ dispositions-to-act). Rather, the acquisition of
the monopoly is previous to A’s exercise of coercive power (or B’s anticipation of
A’s reaction). The acquisition is preparatory (be it intentionally or unintentionally)
to A’s exercise of coercive power over B (or B’s anticipating A’s reaction), since that
exercise of coercive power requires further conduct on the part of A (or anticipation
on the part of B). The acquisition itself is an act that creates potential power (an act
that gives A power), by supplying A with new resources and hence new opportunities
for imposing sanctions.

(In his discussion of situational manipulation, Stoppino says that, by secretly
acquiring a monopoly of a given resource, A can ‘just as secretly dictate his
demands’ on B (Stoppino 2007). To the extent that this is so, however, it suggests,
pace Stoppino, that there are forms of coercion and remuneration that can be
‘hidden’ in Stoppino’s sense, rather than that the secret acquisition of a monopoly
is itself a separate form of hidden power working through an intervention on B’s
social environment. A’s power is exercised through the secret dictation of his
demands, which happens to follow his secret acquisition of the monopoly.)

Thus, although my analysis of the freedom-power relation has generally taken
Stoppino’s formal classification as given, I am nevertheless moved, in the light of
that same analysis, to challenge two aspects of that classification. First, as we saw
in the previous subsection, a number of cases that Stoppino would classify as ones
of informational or psychological manipulation should not, after all, be classed as
examples of power—even though, as we also saw, our very reason for not classing
them as examples of power is also a reason for classing them as restrictions of
freedom. Secondly, the kind of power that Stoppino calls situational manipulation
or conditioning operating by means of a redistribution of resources (rather than by
means of a modification of third parties’ dispositions-to-act) is not, in reality,
a separate form of power, but is more properly classed as the creation of potential
power.

5 Conclusion

We have seen that there is a complex relation between A’s social power and B’s
overall negative freedom, depending both on the form and the substance of the
power relation. This complex relation is set out schematically in Table 2.
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In line with the criticism of Stoppino presented at the end of Sect. 4.9, I have
omitted from Table 2 those cases of situational manipulation or conditioning that
Stoppino would class as operating by means of a redistribution of resources. I have
also omitted cases of psychological or informational preclusion (in line with the
criticism presented in Sect. 4.8), given that Table 2 concerns the relation between
B’s overall freedom and A’s power, in the strict sense assumed by Stoppino. It
should not be forgotten, however, that psychological and informational preclusion
nevertheless represent restrictions of freedom, even though (and in a sense,
because) they lie outside Table 2. These exceptions aside, Table 2 reproduces all
the forms of power identified in Stoppino’s classification (see Table 1), and
similarly groups them according to the relevant target of intervention. Table 2 also
contains two minor simplifications: first, in order to avoid overcrowding, the table
omits cases of coercion that increase overall freedom and cases of remuneration
that reduce it; secondly, in the case of threats (or offers, or anticipations) that are
‘true’ (i.e., that satisfy the requirements of determination and competence) but
nevertheless have no effect on B’s overall freedom, the table refers only to cases of
sanctions (or benefits) affecting a third party.

Overall, the above analysis seems to me to provide a plausible account of the
relation between social power and negative freedom. It shows how negative
freedom is restricted not only by the most obvious relations of preclusion—in
particular, violent relations of preclusion—but also by the less evident forms of
preclusion that accompany a number of different forms of power, including
coercion, anticipated reactions and many instances of situational manipulation and
conditioning, as well as by informational and manipulative forms of preclusion.
Thus, it is misguided to depict the pure negative conception of freedom as entailing
a particularly ‘narrow’ or ‘restrictive’ view of the relation between power and
freedom, as if A only limited B’s freedom through violence or the physical
prevention of specific actions. This, despite the fact that the pure negative con-
ception does indeed entail that, ultimately, freedom is restricted only through the
social preclusion of acts or act-combinations.

I would suggest, further, that the above analysis gains appeal from the fact that
it lays down the basis for some potentially fruitful interaction between political
scientists and normative political theorists. Any adequate normative political
theory endorsing the aim of limiting, controlling or distributing certain forms of
social power in certain ways must give a plausible account of the reasons for
pursuing such an aim. It must ground that aim in a normative sense, by referring to
the values that the control, limitation or distribution of power will ultimately
promote. An important value commonly cited by liberal and republican theorists as
a justification for the limitation of political power is the value of freedom. Such
theorists believe that a measure of freedom, or equal freedom, or maximal equal
freedom, is owed to individuals as a matter of right—either because our moral
obligations include a fundamental obligation to respect other moral agents as such,
or because they believe that we are obliged to respect or promote the interests of
other persons, where one such interest is an interest in freedom. In either case,
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freedom is a fundamental value that provides liberal theorists with a reason for
aiming to limit, control or distribute certain forms of power in certain ways. Thus,
it provides a normative grounding for liberal constitutional provisions, including
limited government and the separation of powers, as well as for certain economic
and social policies.

The above analysis suggests the existence of a particularly strong empirical
correlation between restrictions of negative freedom and those forms of social
power that political liberals and republicans have traditionally been concerned to
limit, control or distribute in certain ways—above all, coercion, anticipated
reaction, and certain forms of conditioning and situational manipulation. Political
science has it within its power to confirm or deny this correlation, and normative
political theorists ought therefore to take an interest in its findings in this area.

Some republican theorists have shied away from such a reliance on falsifiable
empirical correlations, preferring to establish a logical connection between free-
dom and the absence of the relevant forms of power. I do not find it helpful,
however, to define freedom, either partly or wholly, as the absence of those forms
of power with which republicans are particularly concerned (this has been the
argumentative strategy adopted by Pettit (1997, 2001), and Skinner (1997, 2002).
Instead, I believe it most useful to define social freedom independently of the
concept of social power and then to explain why, as a matter of contingent fact,
freedom (or its fair distribution) is best preserved by limiting certain forms of
power or by distributing them in a certain way. For it is only on this basis that the
liberal (or republican) condemnation of power as inimical to freedom will have
normative force, rather than simply amounting to an analytic truth.'" Those for
whom the freedom-restricting effects of power are a logical entailment of the
definition of freedom cannot cite freedom as a reason for wishing to control, limit
or distribute power in certain ways. Defining freedom as the absence of certain
forms of power wrongly assumes that the singling out of such forms of power is
logically prior to an understanding of the nature of freedom. On the contrary, the
logical priority should lie with our understanding of the nature of freedom.

Sometimes it is simply misguided to take refuge in the certainties of logic,
when contingent empirical facts will better serve to confirm the particular structure
of values we endorse. The relation between power and freedom is a case in point,
and serves well to illustrate the way in which political science can help in
grounding the prescriptions of political morality. In asserting a relation between
certain forms of power and the unfreedom of those subject to them, liberal and
republican theorists implicitly endorse a structure of values according to which an
interest in limiting or redistributing power is grounded in an interest in promoting
or redistributing freedom. For this reason, my own analysis of the freedom-power
relation recognizes freedom as one of the fundamental, independent values in

' I present a critique of Skinner and Pettit along these lines, in part applying the analysis of the
freedom-power relation contained in the present article, in Carter 2008. An earlier version of this
critique can be found in Chap. 8 of Carter 1999. See also the writings of Matthew Kramer on the
concept of freedom, in particular Chap. 1 of Kramer 2003, 2008.
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terms of which we desire to evaluate various forms of possible social and political
relation: it assumes an independently coherent conception of freedom, and then
asks on this basis which of the various forms of power are accompanied by
limitations of freedom. It aims to answer this last question by rendering explicit the
preventive mechanisms that constantly accompany certain forms of power and not
others. This constant accompaniment serves not only to explain why the liberal
mind has tended, intuitively, to focus its attention on certain forms of power rather
than others, but also to justify that focus in normative terms.
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Causation and the Measurement of Power

Matthew Braham

Power and Cause are the same thing. Correspondent to cause
and effect, are POWER and ACT; nay, those and these are the
same things.

(Hobbes, English Works, 1, X).

1 Power Indices

The aim of this note is to elucidate the meaning of a power index in terms of
causality. The usefulness of this exercise is twofold: on the one hand it casts new
light on what it is that a power index measures [it tells us more than the very
general notion that a power index is a direct quantification of an ‘ability’ called
‘voting power’ or as a ‘reasonable expectation’ of possessing this ability (Holler
1998)]; and on the other it opens up new uses for power indices, such as the
measurement of responsibility in collective undertakings. It also suggests that if
our analysis of power relations should capture causality then we should only focus
on ‘minimal winning coalitions’.

As a starting point, I assume that the concept of power has a fixed core of
meaning, that of the ability of an individual to ‘effect outcomes’ (Braham and
Holler 2005). In the context of voting power, it is effecting social outcomes, or the
outcome of a formal (or informal) vote. In the literature on power indices this
ability is formalized as being able to turn a decisive or winning coalition into a
non-decisive or losing coalition or vice versa. From this basic definition we can
obtain the Shapley-Shubik index (Shapley and Shubik 1954), the Banzhaf indices
(Banzhaf 1965), the Deegan-Packel index (Deegan and Packel 1978), the Johnston
index (Johnston 1978), and the Public Good Index (Holler 1982).

This chapter has been published in Homo Oeconomicus 22(4). Further developments on this
chapter are published in Matthew Braham and Martin van Hees (2009). “Degrees of
Causation.” Erkenntnis 71: 323-344.
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In thumbnail form, a power index assigns to each player of an n-person simple
game—a game in which each coalition that might form is either all powerful
(winning) or completely ineffectual (losing)—a non-negative real number which
purportedly indicates a player’s ability to determine the outcome of the game. This
ability is a player’s power in a game given the rules of the game.

In formal terms, let N = {1,2,...,n} be the set of players. The power set p(N)
is the set of logically possible coalitions. The simple game v is characterized by the
set W(v) C p(N) of winning coalitions. W (v) satisfies ) € W(v); N € W(v); and if
Se€ W(v)and S C T then T € W(v). In other words, v can be represented as a pair
(N, W). It should be noted that v can also be described by a characteristic function,
v:p(n) — {0,1} with v(S) = 1 iff S € W and 0 otherwise.

Weighted voting games are a special sub-class of simple games characterized by
a non-negative real vector (wy,ws,...,w,) where w; represents player i’s voting
weight and a quota of votes, g, necessary to establish a winning coalition such that
0<g< > ey wi- A weighted voting game is represented by [g; wi, wa, ..., wy).

A power ascription in a simple game is made whenever a player i has the ability
to change the outcome of a play of the game. A player i who by leaving a winning
coalition S € W(v) turns it into a losing coalition S\{i} & W(v) has a swing in
S and is called a decisive member of S.

A concise description of v can be given by a set M(v), which is the set of all
S € W(v) for which all members are decisive (i.e. no subset of S is in W(v)).
A member of M(v) is called a minimal winning coalition (MWC). Further, we
denote by #; the number of swings of player i in a game v. A player i for which
1n;(v) = 0 is called a dummy (or null player) in v, i.e. it is never the case that i can
turn a winning coalition into a losing coalition. (It is easy to see that i is a dummy
iff it is never a member of an MWC; and i is a dictator if {i} is the sole MWC).

For illustrative purposes, the Shapley-Shubik index, which is a special case of
the Shapley value for cooperative games (Shapley 1953), measures power as the
relative share of pivotal (‘swing’) positions of a player i in a simple game v. It is
assumed that all orderings of players are equally probable. It is given by:

(s = D)l(n—ys)!

n!

¢i(v) =aer

SewieSs\{i}gw

In contrast, the absolute Banzhaf index for a player i in a game v measures ratio
of the number of swings of i to the number of coalitions in which 7 is a member:

Bi(v) =aer g'n(_v 1)

The normalized or relative Banzhaf index divides #;(v) by the sum of all
swings.

Holler’s (1982) Public Good Index (PGI) measures the share of swings in
MWoCs. It is given by:
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Mi(v)|
27:1 |M./‘(V)‘

where M;(v) denotes the set of MWCs that contain i.

hi(v) =aer

2 Causation and Power

The key idea that the concept of power can be elucidated in terms of causation is
easy to grasp.' Let us begin by recapping the concept of causation. A ‘cause’ is a
relation between events, processes, or entities in the same time series, in which one
event, process, or entity C has the efficacy to produce or be part of the production,
of another, the effect E, such that: (a) when C occurs, E necessarily follows
(sufficient condition); (b) when E occurs, C must have preceded (necessary
condition); (c) both conditions (a) and (b) prevail (necessary and sufficient con-
dition); (d) when C occurs under certain conditions, E necessarily follows (con-
tributory, but not sufficient, condition). In a very rough sense, then, C is a ‘cause’
or ‘causal factor’ of E if C is, or was, relevant or ‘non-redundant’ in some sense of
sufficiency or necessity.”

In circumstances in which we are concerned with outcomes brought about by
agents, i.e. an agent is a ‘condition’ in the sense of an event, process, or entity, we
must elaborate further. If C is an agent, then to say that C is a cause of E is to
postulate that C has an action (or sequence of actions) such that the performance of
these actions under stated or implied conditions will result in £ and would not
result if C would not perform this action (or sequence of actions). That is, in view
of her strategies, C is essential (or non-redundant) for £ under the specified
conditions. This corresponds precisely to the definition of a swing that is given in
Sect. 1, above: if S € W(v) had formed so that the proposal passes (denoted by p),
then if i has a swing in S, then the presence of i in S (or rather i’s choice of the
action which makes her a member of §) can be said to be a non-redundant or
necessary condition of p, i.e. i is a causal factor for p because, ceteris paribus, if
i was not present in S, the outcome p would not have come about, but rather
not-p (rejection of the proposal).

The generic structure of a power index, that of a swing, captures, therefore, the
causal role of a player. This does not, however, imply that any power index
describes the causal factors of an outcome. This insight is the central contribution
of this note. If, for example, we merely restrict our attention to swings as in the

! For a deeper investigation as to why we should elucidate the concept of power in terms of
causation and not vice versa is discussed in Chap. 4 of Mackie (1973).

2 Ttis true that this naive ‘textbook’ presentation of causality is crude and overrides the subtleties
of what a cause or a causal factor is. But it is sufficient for my purposes here. The gamut of views
can be found in the introduction to Sosa and Tooley (1993), Hitchcock (2003), and Pearl (2000).
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Banzhaf indices we are confronted with the fact that for any S € W(v) the con-
dition ‘S\{i} &€ W(v) but SU {i} € W(v)’ is not in general sufficient to provide a
full description of the players who are causal factors for the outcome which
S € W(v) can assure. Consider, for instance:

Example 1 Let N = {a,b,c} and any two player subset can pass the proposal
p. The coalitions {a, b, c} forms.

Which players are causal conditions for p in Example 1? Given that no player
has a swing—if any of the players would unilaterally choose otherwise, holding
the choices of the others constant—p still pertains. As determining the decisive-
ness of a player in this instance clearly fails to yield a conclusion about the role of
the players themselves, are we merely going to say that the coalition {a, b, ¢} or its
members jointly caused p? Is it true that none of the members of {a,b,c} can be
singly ascribed a causal role in bringing about p?

While an answer to these questions—which intuition suggests is negative—may
not seem overly important for the analysis of a priori voting power per se (this is
probably why it has not been discussed in the literature), it can be in other con-
texts. Suppose the outcome of the players’ decision is a war crime for which we
want to attribute responsibility and punishment. Can each player really claim
innocence on the grounds that ‘it was not me because I could not have done it
alone nor have prevented it alone’? If we reject this defence we have to find some
scheme to demonstrate that each player was causally connected to the outcome
otherwise it would be but ‘guilt by association’—itself as morally unacceptable as
allowing people off the hook on grounds of ‘collective causality’. The problem
comes into stark relief with the following example:

Example 2 Let N = {a, b, c,d} and any two player subset consisting of a, b, ¢ can
pass the proposal p. The coalition {a,b,c,d} forms.

Player d of Example 2 is clearly a dummy (or null) player and in so being is
entirely redundant for any instance of p. Thus it is false to conclude that together
with the other members of {a, b, c¢,d} d is jointly causal for p; p’s presence in any
combination of players makes no contribution whatsoever to p pertaining. Here we
have an important fact: i € S € W(v) does not imply that i is a causal condition for
p. In other words, to disentangle the causal conditions for p in Examples 1 and 2
we have to determine who in {a, b, c} and {a, b, c,d} respectively are relevant or
non-redundant for p in the sense that there exists a conjunction of players such that
each player is necessary for p. The natural way to do this is to examine the subsets
of S € W(v) that are just sufficient for p, i.e. the MWCs of S: K C S € M(v). The
members of these subsets are not merely jointly causal, but each are separately
causal conditions for p in the sense of being necessary members of these subsets.
In Examples | and 2, these minimal sets are {a, b}, {a,c}, {b,c}, so we can say
that despite the fact that in both examples no player has a swing, players a, b, and
¢ are causal conditions for p.

The logic of this scheme is that a can be ascribed as a causal condition of
p because (1) a was present in an actual or hypothetical case, (2) together with b (or
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¢) a could bring about (or prevent) p, and (3) a was necessary for the sufficient
condition that brings about p (although the conjunction of a and b is itself not
necessary for p because a conjunction of b and ¢ could also bring about p). Or put
another way, a is a causal condition for p because of the possibility that a was
necessary for p given that a voted in favour of p and either b or ¢ might have decided
otherwise. In other words, when examining the causal condition for social outcomes
the primary unit of analysis is not the individual but coalitions.

Given that (1) W(v) is uniquely determined by N and the set of MWCs and (2) a
player has power (or causal potential) in v if and only if she is a member of at least
one MWC (otherwise she is a dummy or null player) it should not be thought that
ifi € S € W(v) and is a non-dummy in v, then i is causal condition for p. This is
only contingently true. It is true for the case of a one-man-one-vote voting rule as
in Examples 1 and 2, or in which each of the conditions (players) is equally
weighted; it is not true if the game is weighted as described in Sect. 1, above. To
see that a non-dummy in v is not a causal condition in S, consider:

Example 3 Let N = {a, b, c,d} with a vector of weights w = (35,20, 15,15, 15)
in alphabetic order and a quota of 51 for p, i.e. v =[51;35,20, 15,15, 15]. The
coalition {a, b, c} forms.

Although c¢ is a non-dummy in v, ¢ is redundant for {a, b, c} and therefore in
this instance cannot be said to be a causal condition for p. However, if the coalition
{a,b,c,d} had formed in the game of Example 3, ¢ would be a causal condition
because {a,b,c,d} contains a MWC in which ¢ is a member, i.e. {a,c,d}.

Those who are familiar with the philosophical literature on causation will
recognise that the method of ascribing causality that [ have proposed is equivalent
to Mackie’s (1962, 1974) conception of causation. In cases where there are
complex conjunctions of conditions for some event, Mackie says that a cause is ‘an
insufficient but necessary part of a condition which is itself unnecessary but suf-
ficient for the result’ or from the initial letters of the italicized words, an ‘inus’
condition. This is not the place to elaborate, but examining the subsets K C § €
M(v) that contain player i in order to determine if i is a causal condition of
p matches precisely this idea.’

3 Towards a New Power Measure

To complete this sketchy framework for elucidating power and the measurement of
voting power in terms of causation, I want to draw attention to two features of my
argument. Firstly, there is an important difference between making causal ascrip-
tions and measuring power. My analysis has essentially turned on hypothetical cases
of actual causation: that is, in Examples 1-3 I have assumed that a particular winning

3 In the legal theory of causation the inus condition is also known as a ‘necessary element of a
suffcient set’ (ness). See Pearl (2000, p. 314).
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coalition S formed that assured p, and then set out to disentangle who was a causal
factor for p. Making such an ascription is not the same as measurement: that would
be a matter of counting ascriptions. I believe that the counting of causal ascriptions is
what a measure of power is all about. That is, we do not say that i is ‘more causal’
than j when we observe that the number of instances in which i is a necessary part of a
sufficient condition for p is greater than the number of such instances for j (or in
Mackie’s terms, i is an ‘inus’ condition on more occasions than j), but rather that i is
more important or more powerful than j. This suggests a refined interpretation of a
power measure: it is the aggregation of causal ascriptions and captures the relative
importance of a player in causal terms. In a slogan, power is the potential to be causal
in a social world.

Secondly, what is left open is the natural form of an a priori power function that
captures causality. The argument presented here intimates only that if we want to
capture all the causal factors relevant to an instance of an outcome and that this
should be part of a power measure then we must restrict our attention to MWCs for
the simple reason that only MWCs guarantee that we obtain a full description of
the causal factors for any instance of the outcome of a vote. Merely examining the
instances in which i is decisive while saying something about i’s contribution to
the outcome does not tell us anything about the contribution of other players. What
matters for ascribing causal conditions is not simply sufficiency but minimal
sufficiency.*

The problem of constructing a power function in terms of causality is that there
are two natural candidates. The first is to simply count the number of instances that
a player i is a member of an MWC given the definition of the game, i.e. the
quantity |M;(v)|. This is none other than the non-normalized version of the PGI,
also known as the Public Value (Holler and Li 1995). The second candidate is to
count the number of MWCs in each S € W(v) which contain i (the set M;(S)) i.e.
the quantity ) gy, [M:(S)|. This is a new measure altogether, which for sake of
staking out my claim, I denote as the ‘Causal Power Measure’ (CPM). I must leave
the elaboration and investigation of this new measure to another occasion.

Finally, a word or two about the advantage of elucidating power in terms of
causality. It not only enriches our understanding of what a power index measures
but it also provides a conceptual foundation for applying the method beyond the
usual domain of constitutional issues such as equal representation in weighted
voting bodies. A power index based on MWCs says, for instance, something about
the responsibility that decision-makers have. It is a way of giving formal substance
to the idea of the ‘moral community’: the nexus of individuals that can affect the
lives of others by being able, either alone or in concert, to effect alternate states of

* Itis interesting to note here that this causal perspective of power coincides with Holler’s (1982)
argument that when we measure power only MWCs should be considered although this does not
imply that only these coalitions form. See also Marc-Wogau (1962, pp. 221-224) for reasons why
we should only consider ‘minimal sufficiency’ and not simply ‘sufficiency’ when assertions about
causality.
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the world. The individuals who are members of MWCs make up this community
and the more of these MWCs that an individual belongs to in any given game, the
more responsibility she bears.
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