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Foreword from the DPM 2012 Program Chairs

The current volume constitutes the revised proceedings of the 7th Data Privacy
Management International Workshop (DPM 2012), which includes revised ver-
sions of the papers presented at the workshop. The aim of DPM is to promote
and stimulate the international collaboration and research exchange on novel
data privacy topics. This 7th edition of the workshop was co-located with the
ESORICS 2012 symposium in Pisa (Italy). Previous issue for the DPM workshop
were held in 2011 in Leuven (Belgium), 2010 in Athens (Greece), 2009 in Saint
Malo (France), 2007 in Istanbul (Turkey), 2006 in Atlanta (USA), and 2005 in
Tokyo (Japan).

The program of this year’s workshop consisted of the presentation of the 13
accepted full papers (out of 31 submitted papers), and three keynote lecutures.
The accepted papers deal with topics such as location privacy, case studies in
citizens’ privacy, authentication with anonymity, privacy in distributed systems,
privacy policies, or automated privacy enforcement. Each paper was reviewed
by at least three reviewers.

We would like to acknowledge and thank all the support received from the
Program Committee members, external reviewers, and the Organizing Commit-
tee of ESORICS 2012, the General Chair of DPM 2012, Javier López, and the
General Chair of ESORICS 2012, Fabio Martinelli. We would like to warmly
thank Joaquin Garcia-Alfaro for all his support and for the great task he did
as the Publicity Chair of DPM 2012. We want to thank Institut TELECOM
for providing the USB devices with the proceedings of DPM 2012 that were
distributed during the workshop.

Last, but definitely not least, we would like to thank all the authors who
submitted papers, all the attendees, and the three prestigious keynote speakers
who accepted our invitation to give a talk for all the attendants of DPM and
SETOP 2012. Virgil Gligor, who gave a talk entitled “On the Foundations of
Trust in Networks of Humans and Computers;” Chris Mitchell, who gave the talk
“Re-using Existing Security Infrastructures;” and Pierangela Samarati, who gave
a talk on “Supporting User Privacy Preferences in Digital Interactions.”

Roberto Di Pietro
Javier Herranz



Foreword from the SETOP 2012 Program Chairs

Today’s global challenges in security are largely due to sudden paradigm shifts.
Traditional ICT systems are being replaced by a complex global infrastructure,
where continuous, dynamic adaptation and reconfiguration challenge most clas-
sic assumptions of security-by-design. The Research Track of the International
Workshop on Autonomous and Spontaneous Security (SETOP) Workshop, co-
located with the 17th annual European Conference in Computer Security
(ESORICS 2012), aimed to bring together the research community tackling this
challenge.

Each paper was reviewed by at least three independent reviewers from the
international Program Committee, undergoing a thorough and rigorous review
process. Among the many submissions we received, the Program Committee
selected ten papers for presentation in the workshop Research Track. We believe
that these papers provide a unique view of ongoing security research work in
a number of emerging environments that are becoming part of the global ICT
infrastructure, from content-centric to mobile and wireless networks. Also, some
of them cover the key role of run-time enforcement in process and service security.
The workshop keynotes, held in collaboration with the parallel DPM Workshop,
tackled these multifaceted challenges and solutions from various perspectives.

Putting together a successful workshop is always a team effort; therefore, some
acknowledgments are necessary. We would like to thank the key co-organizers of
this workshop, starting from our General Chair Frédéric Cuppens and the col-
leagues who chaired the Industrial Track, Louis Granboulan and Olivier Heen.
Our heartfelt thanks also go to all the authors who submitted to SETOP. The re-
search work presented in this workshop represents a step further toward securing
the global ICT infrastructure.

Ernesto Damiani
Radu State
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Fair Anonymous Authentication

for Location Based Services

Panayiotis Kotzanikolaou1, Emmanouil Magkos2,
Nikolaos Petrakos1, Christos Douligeris1, and Vassilis Chrissikopoulos2

1 University of Piraeus, Department of Informatics,
80 Karaoli & Dimitriou, 18534 Piraeus, Greece
{pkotzani,npetrako,cdoulig}@unipi.gr

2 Ionian University, Department of Informatics,
Plateia Tsirigoti 7, 49100, Kerkyra, Greece

{emagos,vchris}@ionio.gr

Abstract. We propose an efficient anonymous authentication scheme
that provides untraceability and unlinkability of mobile devices, while
accessing Location-Based Services. Following other recent approaches
for mobile anonymity, in our scheme the network operator acts as an
anonymous credential issuer for its users. However, our scheme supports
credential non-transferability, without requiring embedded hardware se-
curity features. In addition it supports fairness characteristics. On one
hand, it reduces the trust assumptions for the issuer by supporting non-
frameability : the issuer, even in collaboration with the LBS provider,
cannot simulate a transaction that opens back to an honest user. On the
other hand, it supports anonymity revocation for illegally used creden-
tials. Our scheme uses standard primitives such as zero-knowledge proofs,
MACs and challenge/responses. We provide formal security proofs based
on the intractability of the Divisible Diffie-Hellman assumption.

Keywords: Anonymity, fairness, non-frameability, non-transferability.

1 Introduction

Ongoing research seeks for efficient and fair solutions that correctly balance
access control and privacy requirements in anonymous authentication [6,9,3].
A basic goal from the point of view of a user, is authenticating to a service,
without revealing the user identity (user untraceability) and without allowing
the linkage of different accesses (transaction unlinkability). Another requirement
for the user is non-frameability, i.e., it should not be possible for anyone, even a
collaboration of entities, to successfully simulate an anonymous access that opens
back to an innocent user. From the point of view of the service provider, a goal
is preventing users from transferring or sharing their credentials with others
(non-transferability), from using a one-show credential more than once (non-
reusability), but also establishing accountability when users behave dishonestly.
In such cases it may be required to trace a transaction (anonymity revocation)
and/or revoke all the anonymous credentials of a user (credential revocation).

R. Di Pietro et al. (Eds.): DPM 2012 and SETOP 2012, LNCS 7731, pp. 1–14, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 P. Kotzanikolaou et al.

In this paper we focus on anonymous authentication of mobile users accessing
Location Based Services (LBS), such as point-of-interest services where a user
sporadically queries an LBS provider to receive a nearby point of interest (e.g.,
[12,15]) or people-locator services, where a watcher asks the LBS provider for the
location of a target (e.g., [14]). Typically, a user is requested to provide privacy-
sensitive information to LBS service providers, such as location and itinerary,
along with identifying information. The provision of both location and identifi-
cation information to the network operator is generally considered acceptable: In
a cell network, the operator already knows location and identity information of
each subscriber in the network layer (using cell information and the IMEI/IMSI
numbers). Otherwise, network connectivity is not possible. This however is con-
sidered acceptable, since the user is contracted with the network operator, who
is subject to legal and regulatory constraints concerning users’ privacy. From
the service provider side, the collaboration with a mobile operator can provide
a major resource of clients. Also the LBS provider can outsource the billing and
accounting to the operator and in this way they can have a mutual economic in-
terest. Evidently however, the provision of privacy-sensitive information to LBS
providers raises privacy concerns, since they may be able to create and mis-
use user profiles. Moreover, LBS providers can be located anywhere world-wide,
making it hard to impose regulatory and audit controls.

An efficient and “fair” anonymous authentication protocol could be trivially
constructed if we considered the network operator as a trusted credential issuer.
An LBS provider would provide access only if the anonymous credential was
validated by the issuer. In case of dishonest behavior the issuer would be able to
revoke the anonymity of a user. This solution however, has two major drawbacks:
First, it is easy for users to transfer their credentials to others (thus violating
non-transferability). Second, it is also easy for the operator together with the
LBS provider, to fabricate transaction data that open to a user (thus violating
non-frameability). In a fair system no entity should be fully trusted.

Our contribution. We propose an efficient anonymous authentication scheme for
LBS services. In our scheme, each anonymous credential is cryptographically
linked to a long-term certified public key of the user and is authenticated by
the network operator. During the user access phase the use of the corresponding
private key will be required, thus preventing a user from transferring credentials
to others. Our scheme achieves fairness without reverting to strong (full-trust)
assumptions: while the issuer in cooperation with an LBS provider are able to
establish accountability and revoke credentials of a misbehaving user, they are
not able to frame legitimate users. The scheme also fulfills other fundamental
requirements of anonymous authentication such as unlinkability and untraceabil-
ity of mobile users from LBS providers. We provide formal security proofs based
on the intractability of the Divisible Computational Diffie Hellman assumption
[1]. Our scheme is efficient for mobile devices, since it requires from the user 5
exponentiations for each credential issuing and 7 for each anonymous access. In
Section 2 we describe the system setup and our threat model. In Section 3 we
present our scheme, while in Section 4 we provide a proof of security. In Section
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5 we review related work in comparison with our scheme and we conclude in
Section 6.

2 Setup and Threat Model

We consider a typical mobile network (such as GSM or UMTS infrastructure),
which includes the mobile operator I and a number of users subscribed with I.
The users may also access LBS services of independent service providers. For
simplicity, we consider a user U and a provider SP , although it is easy to extend
the setup for multiple users and providers. Each user is connected to the network
using a mobile device, identified uniquely by the mobile operator at the network
layer (IMEI/IMSI). In order to prevent the SP from linking the location of U
with its real identity, the operator will act as an issuer of anonymous credentials.
Each user will be able to obtain multiple one-show credentials validated by I for
a particular provider SP , to anonymously authenticate to SP .

Threat model. We consider both external and internal adversaries. An external
adversary may attempt to eavesdrop and intercept the communication between
the system entities in order to trace users, retrieve valid user credentials, or to
obtain information on whether a credential was accepted. To deal with external
adversaries, we assume that the communication channels between U and I and
between I and SP are encrypted and two-way authenticated1. The communica-
tion between U and SP is encrypted and authenticated from SP to U .

Internal adversaries are constructed by malicious (U and SP) and semi-trusted
(I) internal entities. We distinguish the following cases. An authentication ad-
versary Aauth models a malicious user (or collusion of users) and has access to
all the users’ credentials. The goal of Aauth is to transfer a usable credential to
another user or to generate a new valid credential, and is only limited not to
reveal the long-term private key of the user. A tracing adversaryAtrace models a
malicious service provider (or collusion of them), having access to all the secret
information of SP and the history of all the user access instances. The goal of
Atrace is to trace and/or link users by combining all available information. We
emphasize that the issuer is not allowed to participate in Atrace. Also, we assume
that Atrace cannot link/trace users at lower layers (data-link or IP) or by using
application content or context to trace/link users (we leave out of scope query
content attacks). A framing adversary Aframe models a collusion of a malicious
service provider and a semi-trusted issuer. The goal of Aframe is to frame a le-
gitimate user by creating a transaction that opens to the user. I is semi-trusted
since it is allowed to collude with SP in Aframe, but is trusted not to collude
with SP in Atrace. Finally, we assume that all the adversaries are polynomially
bounded and do not have the ability to break the computational assumptions of
the underlying cryptographic assumptions. We also assume that a Public Key
Infrastructure (PKI) for certificate management is already in place.

1 This can be achieved by combining certified signature keys with the TLS protocol.
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Fig. 1. The credential issuing protocol

3 A Fair, Anonymous Authentication Scheme for LBS

Let I denote the network operator responsible to issue, update and revoke anony-
mous user credentials, used to anonymously access an LBS provider SP . We will
use a discrete logarithm setting. Let p, q be two sufficiently large primes such
that q|p−1 and let g be a generator of a multiplicative group G of order p (unless
stated otherwise, all operations are done modulo p). Let skU = u, pkU = gu be
a certified signature key pair of U in a discrete log setting (e.g., an ElGamal
key pair) with the same generator g. Let skI , skSP be the certified signing keys
of I and SP respectively, using any signature scheme. Finally, let s be a secret
service key, shared between I and SP .

3.1 Credential Issuing

The credential issuing protocol is executed between U and I (Fig. 1). Initially U
chooses n random values ρ1, ρ2, ..., ρn ∈R Z∗

p−1 and computes n randomizations
of his/her public key as: ri = (pkU )

ρi ≡ guρi , i = 1, ..., n. Then, U will compute
n zero-knowledge proofs of knowledge that the values ri are correctly formed,
i.e., that they contain U ’s public key gu. An efficient non-interactive proof can
be constructed by using the approach in [11]. Specifically, U chooses a value
mi ∈R Z∗

p−1, computes Mi = (pkU )
mi ≡ gumi , then μi = hash(Mi), where

hash is a cryptographic hash function, and vi = mi + μiρi. For accountability
purposes, U also computes a signature σU over the concatenation of r1, ..., rn.
Finally, U sends to I the values pkU , σU and {ri,Mi, vi}ni=1.

On receiving these, I will first verify the signature σU and then will verify the
zero-knowledge proofsMi, vi for each ri. To do this, I computes Vi = (pkU )

vi and
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Fig. 2. The user access protocol

checks if Vi ≡ Mi · rhash(Mi)
i . If the verifications are successful, I authenticates

each triplet {ri, gvi , Vi} by computing n Message Authentication Codes (MAC)
with the service secret key s (shared only with SP) as: hi = MACs(ri, g

vi, Vi),
i = 1, ..., n. Then, I signs with its private signature key skI the concatenation
of all the values {ri, gvi , Vi}ni=1, and returns to U the credential authenticators
hi. At the same time, I stores, the public key pkU , the signature σU and the
n tuples {Mi, vi, ri, g

vi , Vi, hi}ni=1, to be used for possible accountability and/or
revocation purposes. U verifies the signature σI and stores it along with the
credential values {ri, gvi , Vi, hi}, and the secret random values ρi, and gρi , i =
1, 2, .., n. Note that the values gρi are also secret from the issuer and will be later
used for non-frameability purposes.

3.2 User Access

The registered user will anonymously access the service provider SP , for n un-
linkable transactions, by using his private key skU = u, a different anonymous
credential {ri, gvi , Vi, hi}ni=1 and the corresponding value gρi (Fig. 2).

For each access, U sends a different credential rj , g
vj , Vj , hj to SP . The SP

will first verify if the credential has been already used, by checking whether it
belongs to the list UsedList. If hj ∈ UsedList the access is rejected. Else the
anonymous authentication continues by verifying (with the secret key s) that hj

is a valid MAC. If the credential is valid, the SP wants to be assured that it is
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only used by the legitimate user, who knows the secret key skU that corresponds
to the public key used during credential issuing. To do this, the SP prepares
two challenges C1 and C2, which the anonymous user can respond properly only
if he uses the correct key skU = u. The SP chooses a random number rs and
computes C1 = r rs

j ≡ guρjrs and C2 = V rs
j ≡ guvjrs . The challenge for U is to

remove from C1, C2 the correct user’s private key u, i.e., the one that corresponds
to the public key used to construct rj , Vj during the registration phase.

Note that a misbehaving SP could cheat U by sending a challenge C1 (resp.
C2) that does not include rj (resp. Vj). In that case, the SP would be able

to remove all the exponents from the user’s response, get gu
−1

and link all the
transactions of a user. In order to prevent this, the SP must also prepare zero-
knowledge proofs that the challenges C1, C2 indeed contain the values rj and
Vj respectively. The SP chooses random numbers k1, k2 ∈R Zp−1 and prepares

K1 = r k1

j ≡ guρjk1 and K2 = V k2

j ≡ guvjk2 . Then, the SP computes the hash
values c1 = hash(K1), c2 = hash(K2). Finally, the SP computes the values
z1 = rs ·c1+k1, and z2 = rs ·c2+k2. The SP also signs the challenges C1, C2 along
with the used credential hj using the key skSP as σSP = SIGSP (hj , C1, C2).
The server sends to U the values σSP , C1,K1, z1, C2,K2, z2.

On receiving these, U first verifies σSP , and then verifies that C1, C2 contain

rj and Vj , by checking that rz1j ≡ K1 · Chash(K1)
1 and V z2

j ≡ K2 · Chash(K2)
2 .

If the verifications are successful, U can safely use his/her private key u and

generate the responses: R1 = C u−1

1 and R2 = C u−1

2 , without leaking additional
information. The user U stores σSP (along with hj , C1, C2) in its local store and
sends to SP the responses gρj , R1 and R2.

Finally, the SP will verify that (R1)
r−1
s ≡ gρj and (R2)

r−1
s ≡ gvj , where gvj

is contained in the authenticated credential hj . We note that showing gρj only
during the user access for the verification of C1 provides the non-frameability
property: if gρj was known to I from the registration phase, it would be possible
for I and SP to simulate a user access and frame a user (see Section 4.3 for a
security proof). The second challenge provides non-transferability (see Section
4.4). If the responses are valid, U is allowed to anonymously access the requested
service. The SP will store for future reference the values rs, g

ρj associated to hj

and will add the credential to the UsedList.

Extending the scheme for many LBS providers. This only requires that I shares
a different secret service key s� for each provider SP�.

3.3 Anonymity Revocation and Credential Revocation

Anonymity revocation. If SP has convincing arguments of service abuse for
a particular access, then SP securely transfers the particular instance of the
access protocol {rj , gvj , Vj , hj} to I. From user registration, I has stored in
its database, pkU , σU , {ri, gvi , Vi, hi}, i = 1, 2, .., n. The issuer will first verify
that {rj , gvj , Vj , hj} is indeed a valid credential. Then it will search in its user

database, to find in which user’s Ũ n-dispenser the credential in question is con-
tained. The user Ũ will be identified as the misbehaving user. The user cannot
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deny that the misused credential belongs to him, since during the issuing phase
the user has signed with σU all the values ri used in each credential.

Credential revocation. In order to revoke all the credentials of a user, I manages
a revocation list revList, which contains the credentials that had been issued to
users that are no longer authorized. To revoke a user Ũ , I simply appends to
revList all the n credentials that were issued to Ũ , signs and publishes the list
to SP . The updated list is: revList ← (revList, {ri, gvi , Vi, hi}ni=1). The SP will
reject a user access request, if the credential is in revList. Note that in order
to prevent SP from linking past transactions of a revoked user, the revocation
list should be initialized with random values and then, for each new revoked
credential added, the list should be randomly re-ordered. In this way a curious
SP would not be able to link adjacent values within the revocation list.

3.4 Global Accountability / Non-frameability

Say that SP contacts I for a possible illegal user access and I runs the anonymity
revocation protocol of Section 3.3 in order to reveal the identity of the user Ũ for
a particular anonymous access. However, if I and SP are able to simulate all the
messages of the user, it is possible that they have framed the user Ũ , and thus
the anonymous access scheme cannot provide global accountability. The question
here is how to prove to a legal authority (e.g., a Judge) that it is indeed Ũ who
performed the transaction. For global accountability, the following protocol will
be initiated by the global verifier (Judge). The Judge will ask from the parties
involved, to provide the following: The SP gives the disputed user access instance
(rj , g

vj , Vj , hj), the random value rs used to randomize the challenges and the
responseR1 along with the value gρj , provided by the user during the user access.
The issuer I provides pk

˜U , σ˜U for the user Ũ in question. Finally, Ũ is asked to
provide σI , σSP and the value ρ̃j , that he/she used for the construction of his
j-th credential. The Judge will execute the following protocol:

1. Check whether {rj , gvj , Vj} ∈ σI , (i.e. this is a valid credential signed by I).
2. Check if rj ∈ σ

˜U , (i.e., Ũ has committed to rj during the issuing phase).
3. Check if C1 ≡ rrsj , i.e., rs is the correct random value that was used by

the SP during the generation of the challenges for this user access instance.
Recall that the SP has committed to the values hj , C1, C2 with σSP and
thus will provide the correct random value.

4. Check that (pk
˜U )

ρ̃j ≡ rj , i.e. Ũ cannot lie for ρ̃j , since rj ∈ σU .

5. Check if R
r−1
s

1 ≡ gρj ≡ gρ̃j , where gρj was given to the Judge by the SP and

ρ̃j was given by Ũ .

If the last check is true, then Ũ has performed the user access, since I and SP
could not present the correct value gρj otherwise (see Section 4.3). If the check is
false, this is a framing attempt. Recall that during the issuing phase the user only
provides the proof of correctness that ri contains his public key and not the values
ρi or gρi used in ri = guρi . Finally, note that the signature σSP prevents the
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SP from reusing gρj in order to frame a user. Since the user verifies σSP before
responding to C1, C2, if the SP reused the opened value gρj , the user would
provide two signatures σSP = SIGSP (hj , C1, C2) and σ′

SP = SIGSP (h
′
j , C

′
1, C

′
2),

both linked to gρ̃j and the Judge would be convinced that SP is framed.

3.5 Efficiency Analysis

Computation. The computation cost for the user for the credential issuing is:
5n+ 2 exponentiations i.e. almost 5 exponentiations per credential. The issuer
performs 2n+2 exponentiations. For each anonymous access, the user performs
7 exponentiations and the provider also performs 7 exponentiations. In total, the
user performs 12 exponentiations for each anonymous access. The cost is feasible
for mobile devices. If the user runs the issuing protocol from a typical computer
and then load the mobile device with the issued credentials, then the cost for
the mobile devices can be reduced only to the user access phase.

Bandwidth. Allowing for 128 bytes for public-key operations, 10 bytes for random
number selection and 20 bytes for hashing operations, the communication cost
of the credential issuing protocol (Fig. 1) is, 542n+384, for issuing n credentials.
Similarly, the communication cost during a user access (Fig. 2) is 1566 bytes.

4 Security Analysis

4.1 Preliminaries and Notations

The size of a finite set S is denoted as |S|. The term s ∈R S denotes the as-
signment of a uniformly chosen element of S to a variable s. Let A be a p.p.t
algorithm. Then A(x1, ..., xn) = y means that on input x1, ..., xn, the algorithm
outputs a value that is assigned to variable y. Let E be some event, such as
the result of a security experiment, then Pr[E] denotes the probability that E
occurs. The probability ε(l) is called negligible (in l), if for all polynomials f it
holds that ε(l) ≤ 1/f(l), for all sufficiently large l. In that case, the probability
1− ε(l) is called overwhelming.

Definition 1 (Divisible Computation Diffie-Hellman assumption.). Let
lp ∈ N be a security parameter, G be a group of large prime exponent p ≈ 2lp.
Let g be an element of G of prime order p. Let x, y ∈R Z∗

p and X = gx mod p,
Y = gy mod p and Z ∈R Zp. The DCDH assumption is that every p.p.t adver-
sary ADCDH has negligible advantage (in lp):

AdvADCDH = |Pr[A(p, g,X, Y ) = gx/y]|.

Definition 2 (Decisional Divisible Computation Diffie-Hellman as-
sumption.). Let lp ∈ N be a security parameter, G be a group of large prime
exponent p ≈ 2lp . Let g be an element of G of prime order p. Let x, y ∈R Z∗

p and
X = gx mod p, Y = gy mod p and Z ∈R Zp. The DDCDH assumption is that
every p.p.t adversary ADCDH has negligible advantage (in lp):

AdvADDCDH = |Pr[A(p, g,X, Y, gx/y) = 1]− Pr[A(p, g,X, Y, Z) = 1]|.
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4.2 Proof of Untraceability and Unlinkability

The tracing adversary Atrace (described in Section 2) should not be able to trace
the identity of a user running the anonymous access protocol of Section 3.2.
This implies that the protocol messages generated by a user U , should not leak
information that will allow Atrace to trace U . The only value that could trace the
identity of U , is the long-term public key gu, used during the credential issuing.
Let U be the set of all the users’ public keys. Let πgu

j denote an instance of the
anonymous access protocol, in which the j-th credential of a user U was used.
Since every key gũ ∈ U is publicly known, the goal of Atrace is to decide if, an
anonymous access instance πgu

j is linked or not, with each public key gũ ∈ U.

We formalize anonymous access by a security experiment ExptrA , where Atrace

interacts with an oracle Otrace that takes as input, the public parameters p, g,
the secret key skSP an instance πgu

j of the anonymous access protocol of Section

3.2 and a test public key gũ ∈ U and outputs: b = 1 if gu = gũ or b = 0 if
gu �= gũ.

Now we must define the information learned from each instance πgu

j of the
access protocol (Section 3.2). This information will be given as input to the
adversary. Each user credential used by U contains rj = guρj , gvj , Vj = guvj

and hj . The value hj is a hash of the above and thus does not provide addi-
tional information. During the response, the user also sends guρj and R1, R2.
We examine what information is leaked during this step. The response to the
challenges C1 = guρjrs and C2 = guvjrs does not provide additional information
to the adversary, other than gρj and gvj . This is assured by the proofs of cor-
rectness K1, z1 and K2, z2 respectively. By verifying these proofs, U is assured
that the challenge C1 (resp. C2) is a randomization of guρj (resp. guvj ). Thus
the information learned in each anonymous user access protocol instance of U
is: πgu

j = (guρj , gvj , guvj , gρj ).

Definition 3 (Untraceability of our scheme.). The anonymous authenti-
cation protocol described in Section 3.2 achieves untraceability, if every p.p.t
adversary Atrace has negligible (in lp) advantage:

AdvtrA = |Pr[ExptrA(p, g, skSP , π
gu

j , gu) = 1]− Pr[ExptrA(p, g, skSP , π
gu

j , gũ) = 1].

Theorem 1. The anonymous authentication scheme achieves unlinkability un-
der the Decisional Divisible Computation Diffie-Hellman assumption.

Proof. Assume by contradiction that the advantage of Atrace is non-negligible,
i.e. the adversary can distinguish whether a public key gũ and the access protocol
instance πgu

j given as input to the oracle Otrace are linked. Give to the oracle:
the public parameters g, p, the provider’s secret key skSP , the access protocol
instance of a user πgu

j = (gvj , guvj , gρj , guρj ), and a public key gũ. The oracle

will output b = 1, if the input public key gũ = gu (i.e. it is the public key used

in πgu

j ), and b = 0 otherwise.

Now the adversary Atrace can be used as a subroutine to break the DDCDH
assumption of Definition 2. The adversaryADDCDH will give to the oracleOtrace
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of the adversary Atrace: gvj (as X = gx), guvj (as Y = gy) and gũ (as Z). Now
ADDCDH will check the output b of the oracle to decide the Decisional Divisible
Computational Diffie-Hellman problem with non-negligible probability. If the
oracle Otrace outputs b = 0, then AdvADDCDH can decide that gũ = gx/y. Else
it decides that gũ �= gx/y. ADDCDH can also use gρj as X and guρj as Y with
the same advantage.

It is easy to prove that the protocol also provides unlinkability under the DD-
CDH assumption. In that case, the adversary would take as input two different
protocol instances and a public key. The output b of the oracle would be 1 if the
two protocol instances are linked with the public key and 0 otherwise.

4.3 Proof of Non-frameability

The adversary Aframe (described in Section 2) should not be able to simulate

a user access protocol instance πgu

j , that will open to user’s public key gu, if
the global accountability protocol of Section 3.4 is run. We formalize a framing
attempt by a security experiment Expframe

A , where Aframe interacts with an
oracle Oframe that takes as input: the public parameters p, g, the j-th instance
of the credential issuing protocol (Section 3.1) of the user U , denoted as �gu

j ,
the combined secret information of I and SP (i.e. the private keys skSP , skI
and s and the randomness rs used for the challenges C1, C2) and outputs a valid

user response of the anonymous access protocol πgu

j .

The input information given to Oframe from each instance �gu

j contains gu,
rj = guρj , Mj , vj . Since Mj is only used for the zero knowledge proof of correct-
ness of rj , it does not provide additional information to the adversary. Thus, for

the experiment Expframe
A , the information given to the adversary oracle for each

credential issuing protocol instance is: �gu

j = (gu, guρj , vj). In order to simulate

a user, Oframe must output all the information generated by the target user U ,
during the user access protocol of Section 3.2. Thus the output of the oracle is:
πgu

j = (rj , g
vj , Vj , hj , gρj , R1, R2).

Definition 4 (Non-frameability of our scheme.). The accountability pro-
tocol of Section 3.4 will always trace a simulated framing anonymous access
instance of the protocol of Section 3.2, if every p.p.t adversary Aframe has neg-
ligible (in lp) advantage:

Advframe
A = |Pr[Expframe

A (p, g,�gu

j , skSP , skI , s, rs) = πgu

j ].

Theorem 2. The anonymous authentication scheme achieves non-frameability
under the Divisible Computation Diffie-Hellman assumption.

Proof. Assume by contradiction that the advantage of Aframe is non-negligible.
Aframe gives as input to the oracle, the public parameters g, p, an instance
of the credential issuing protocol of Section 3.1 for a target user U , �gu

j =
(gu, guρj , vj), the private keys skSP , skI and s and the randomness rs used
for the challenges C1 = guρjrs , C2 = guvjrs . The oracle outputs a simulated
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instance of the anonymous access protocol πgu

j = (rj , g
vj , Vj , hj , g

ρj , R1, R2)
= (guρj , gvj , guvj , hj, g

ρj , gρjrs , gvjrs), which is indistinguishable from a protocol
instance run by the real user U .

Now the adversary Aframe can be used as a subroutine to break the DCDH
assumption of Definition 1. The adversaryADCDH will give to the oracleOframe

as input: guρj (as X = gx) and gu (as Y = gy) and vj. The oracle will output

πgu

j as follows: rj = guρj (already given in the input), gvj , Vj = guvj (using the
input values vj and gu), hj (using the key s), gρj , and R1 = gρjrs , R2 = gvjrs ,
(using gρj , gvj and rs). However, the output value g

ρj ≡ gx/y, which contradicts
the DCDH assumption. Note that possible replay attacks based on an previously
received gρj are not possible, due to the use of the signature σSP , as described
in Section 3.4. It is easy to see that the scheme also provides exculpability.

4.4 Proof of Non-transferability

Although the response gρj , R1 of the challenge C1 provides non-frameability,
it does not prevent a user from transferring one or more credentials to a non-
registered user. For example, U could transfer his j-th credential by giving to
another user U ′ the values ρj , (α ·u−1), gρjα, for some α. Then U ′ would be able

to respond C1, by sending to SP the response R′
1 = C

(α·u−1)
1 and gρjα. The

verification would work, the long term private key u would not be revealed and
the credential transfer would be revealed only if the accountability protocol of
Section 3.4 was run. This however is executed only in case of disputes, while
non-transferability should be verified for each anonymous access. To avoid, this,
the second challenge C2 is used. The response R2 is verified against gvj , which
is authenticated with the MAC hj and thus cannot be manipulated.

We formalizea credential transferringattemptbya securityexperimentExpauthA ,
where the adversaryAauth (described in Section 2) interacts with an oracleOauth

that takes as input: the public parameters p, g, all the private information related
with the j-th user credential credj and possible one-way transformations of u, but
not the long-term private key u of the user, and outputs a valid user response of
the anonymous access protocol πgu

j = (guρj , gvj , guvj , hj, g
ρj , R1, R2). The input

information given to Oauth with credj includes the public key gu the credential
guρj , gvj , guvj , the authenticator hj , and the values vj and ρj . The oracle also gets
as input any one-way transformation of the user’s private key u denoted as fα(u),
for every α �= rs, as well as an one-way transformation of α (this will allow Oauth

to simulate the response to the first challenge, without revealing u to Oauth). We
also give to the oracle, the one-way transformation fα(u) = α · u−1 and gα. The
value α ∈R Zp is kept secret from Oauth, since otherwise the oracle could com-

pute u. Thus for the experiment ExpauthA , the input information credj contains:
credj = (guρj , gvj , guvj , hj , ρj , vj, fα(u) =

α
u , g

α).

Definition 5 (Non-transferability of our scheme.). The anonymous au-
thentication scheme of Section 3.2 achieves non-transferability, if every p.p.t
adversary Aauth has negligible (in lp) advantage:

AdvauthA = |Pr[ExpauthA (p, g, gu, guρjrs , guvjrs , credj) = πgu

j ].
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Theorem 3. The anonymous authentication scheme achieves non-
transferability under the Divisible Computation Diffie-Hellman assumption.

Proof. Assume by contradiction that the advantage of Aauth is non-negligible.
The oracle Oauth outputs a simulated instance of the anonymous access protocol
πgu

j = (guρj , gvj , guvj , hj, g
ρ′
j = gαρj , R′

1 = gρ
′
jrs , R2 = gvjrs), which is indistin-

guishable from a protocol instance run by the real user U . Recall that during the
user access protocol the verifier receives both parts of response that verifies the
first challenge C1. It is easy for the oracle to provide guρj , gvj , guvj , hj and gρ

′
j ,

using its input values. This however is not possible for the second response, which
the verifier will accept only if it matches with the value gvj , which is authen-
ticated through hj. Since the advantage of Aauth is non-negligible, we assume
that the oracle’s output contains the correct value R2 = gvjrs . Now ADCDH can
use Aauth as a subroutine to break DCDH assumption. The adversary ADCDH

gives to the oracle Oauth the values C2 = guvjrs (as X = gx), gu (as Y = gy)
and the oracle outputs R2 = gvjrs ≡ gx/y. This however contradicts the DCDH
assumption. It is easy to see that non-transferability also implies unforgeability
and user-coalition resistance.

5 Related Work

Anonymous authentication is an extensively studied field and can be categorized
in two main frameworks. A first line of works is based on Brands [4] and Chaum’s
blind signatures [10], and has been implemented in Microsoft’s U-Prove technol-
ogy [20]. Credentials of this category are inherently one-show (i.e., linkable when
used more than once), however they are suitable in cases where a single creden-
tial needs to be traced or when a credential can only be used once. The second
line of works is based on the framework of Camenish and Lysyanskaya (the CL
framework) [7,8], proposed in [2] in the standard model and extended in [19,22],
while a variation of the technology is implemented as the Idemix system [16].
Credentials of this category are multi-show with built-in unlinkability. Schemes
of this category are inherently less efficient than the Brands’ framework.

Both of these categories of work are focusing on anonymous authentication
systems with a much wider scope than our scheme, which focuses on anonymity
of mobile users from LBS services. The first scheme for mobile anonymity that
makes use of the network operator as the credential issuer is the lightweight
scheme of [23]. This scheme is efficient, since it transforms the RSA-based direct
anonymous attestation scheme [5] to an elliptic curve scheme and pairings. The
scheme of [23] only requires 5 scalar multiplications, which is the computation-
intensive operation in their setting. Our scheme is more expensive but is fea-
sible for mid-range modern mobile devices, since it requires 12 exponentiations
for each anonymous access (including both credential issuing and user access).
However, in the scheme of [23] credential non-transferability is based on the ex-
istence of embedded hardware, which is not required in our scheme. Moreover,
our scheme improves system fairness, by providing user non-frameability.
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Another view of anonymity in LBS is privacy-preserving access control for
LBS services. Two frameworks can be considered in this area: (a) TTP-based
schemes, which adopt a centralized model for privacy in LBSs, where online
and/or offline TTPs are employed for either protecting the location information
of users (i.e., TTP spatial k-anonymity [13], TTP cloaking/obfuscation (e.g.,
[15])), or for protecting the link between location information and user iden-
tity (i.e., identity privacy with simple pseudonyms [14] or multiple, unlinkable
pseudonyms [17,23]). (b) TTP-free solutions: Here trust assumptions are very
weak or completely removed. The category contains client-server architectures
based on the (inefficient) PIR cryptographic primitive (e.g., [12]), where com-
munication takes place between a user and an untrusted LBS provider, as well as
fully-distributed or collaborative settings (e.g., [21]), where trust is distributed
among a set of system peers that form ad-hoc networks and collaborate to achieve
privacy against a set of untrusted entities (i.e., the LBS provider, and/or mobile
peers or even the network operator). The main problems in both frameworks
are the strong assumptions made by most TTP-based schemes and the high
computation and communication costs of TTP-free schemes [18].

6 Conclusions

In this paper we proposed an efficient, secure and fair anonymous authenti-
cation scheme for mobile devices accessing LBS services. As future work, we
plan to transform our scheme into a formal and general-use, fair anonymous au-
thentication scheme, which will provide non-frameability and other fundamental
properties in an efficient manner. We also plan to build a system prototype, and
empirically measure the efficiency of our scheme.
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Abstract. User location privacy is a growing concern in cellular net-
works. It has been recently shown that the paging architecture in GSM
networks leaks user location information. In this paper, we first prove
theoretically that LTE networks also have the same vulnerability. We
then propose a solution making use of a novel signal processing tech-
nique, physical layer identification. The idea is to embed users’ unique
tags onto the downlink paging signal waveforms so that the tags are
stealthy and robust. We show that our scheme not only improves users’
privacy, but also saves system bandwidth.

Keywords: LTE, location privacy, physical layer identification, paging.

1 Introduction

In all cellular networks, mobile stations (MS) mostly run on battery. To prolong
the operational time of the MSs, the network architecture allows them to go into
idle mode after being inactive for a certain period of time. In idle mode, the MSs
do not sustain a connection with the serving base stations (BS). When there is
a need to create a connection with an idle MS, e.g. voice calls, data, or system
information updates, the BS sends out a notification to the MS in the form of
a paging message. The location of an idle MS may have changed since the last
time it was in communication. Therefore, the network maintains a tracking area
for each idle MS. A tracking area consists of several cells. The MS has to report
if it moves out of the assigned tracking area. In general, paging messages are
sent without any confidentiality protection. As a result, everybody can listen to
those messages. The privacy of those who are being paged is provided through
the use of temporary IDs. Those are IDs which only have meaning in the context
of the idle MS and the serving network within the tracking area. Recently, Kune
et al. have shown that despite the use of temporary IDs, the location of a user’s
cellphone in a GSM network can still be leaked [1]. In particular, they show
that an attacker can check if a user’s cellphone is within a small area, or ab-
sent from a large area, without the user’s awareness. As the authors highlighted,
such vulnerability can lead to serious consequences. For example, in an oppres-
sive regime, locations of dissidents are revealed to suppressive agents without
cooperation from reluctant service providers. Another example is that a thief,
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who attempts a break-in, can use the knowledge of the absence of the target to
reduce the threat of encounter.

To perform this location attack, the attacker in [1] requires 2 capabilities:

– Cause paging request messages to appear on the GSM Paging Control Chan-
nel (PCCH)

– Listen on the GSM PCCH broadcast channel

In GSM networks, paging messages are sent on dedicated time-division channels.
The Temporary Mobile Subscriber Identity (TMSI) is used for paging messages.
The idea behind the location attack is that the adversary initiates a connection
request to the user cellphone (this of course assumes that he knows the target’s
number), which results in a paging message being sent in the user’s tracking
area. By observing the paging channel, the adversary obtains a set of possible
temporary IDs for the target user. Repeating this procedure several times, the
adversary collects several sets of possible temporary IDs, from which he can do
set intersection to get the temporary ID associated with the user’s cellphone.
Practical experiments on T-Mobile and AT&T GSM networks show that after
2 or 3 repetitions, the adversary can pinpoint the temporary ID of a user’s
cellphone [1]. To keep the user unaware of the attack, the connection request to
his cellphone has to be terminated before a connection is established, but after
the paging message is sent out. In [1], the authors, through experiments, show
that by calling the target’s number and hanging up within 5 seconds, a paging
message would be sent out, but the user’s phone would not ring. Another way
of achieving this goal is to send “silent SMS”, a controversial method used by
German and French police to track people [4], [5].

After reviewing the paging architecture in LTE and proving that the same
attack is possible in LTE networks, we propose a solution using physical layer
identification tags. Most security measures operate on the bit level and above.
We go further down, to the physical level of electromagnetic transmissions. Our
method does not rely on cryptographic primitives. Addressing the attack, the
mitigations in [1] either require additional control signaling (sending paging mes-
sages out to several tracking areas, changing TMSI more frequently), or intro-
duce delay in response to users’ requests. Our solution requires neither. In fact,
it requires less signaling than the current standard. However, it does require
additional signal processing steps and therefore needs to be incrementally de-
ployed. We want to emphasize that even though the additional signal processing
is not in the standard, it is not computationally expensive. Therefore the ef-
fect on power consumption of the UEs is minimal. Our technique is inspired by
the physical layer authentication scheme in [2], [3]. In those works, Yu et al.
describe a stealthy authentication technique in which the authenticating entity’s
credential is embedded as a watermark in the transmitted physical waveform.
The authenticator detects the presence of the tag in the received waveform, and
decides whether the waveform was transmitted by the legitimate transmitter
or not. We extend this technique to the LTE paging system by assigning to
each user equipment (UE) a unique tag. These tags are superimposed onto the
paging transmitted waveform if the corresponding UEs are paged. The tags are
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transmitted with very low power such that they can only be detected, and not
decoded. By detecting the presence of its tag, a UE learns that it is paged. Be-
cause of the stealth property of the tags, an eavesdropper observing the paging
waveform learns nothing about who are being paged.

The paper is structured as follows. In Section 2, we review the LTE paging
system and show that it has the same vulnerability as the GSM system. Next, in
Section 3, we describe our scheme. In Section 4, we evaluate the performance of
our scheme through simulations. We finish with some conclusions and remarks.

2 LTE Paging System

In this section, we highlight some technical specifications of LTE which allow us
to conclude that the location attack in [1] can be performed in an LTE network.
We will use these details in the analysis of our scheme in subsequent sections.

Control Signaling: In contrast to the GSM architecture, in LTE there is no
dedicated resource for paging. Instead, the paging messages are delivered in the
same frequency band as normal data; and the existence of such paging messages
in each subframe (1ms) is indicated in the control channel. In normal operation
mode, at the beginning of each LTE downlink subframe, there are up to 4 (out of
14) OFDM symbols used to transmit control data. These Downlink Control In-
formation (DCI) messages carry resource allocation information, Hybrid-ARQ,
system information and paging indicator among others. Each control message is
encapsulated in a Physical Downlink Control Channel (PDCCH) message. The
DCI can be targeted to a specific user equipment (UE), or a group of UEs as in
the case of a paging indicator. If the DCI is for a specific UE, the 16-bit CRC
generated for that DCI will be XORed with the last 16 bits of the temporary ID
of the targeted UE (e.g. Cell Radio Network Temporary Identifier C-RNTI). If
the DCI is for a group of UEs, its CRC will be masked with one of the predefined
IDs for group control information. The paging indicator ID, P-RNTI, is FFFE
(in hexadecimal) [8].

UE Decoding: The UEs do not know a priori which PDCCH in the control
region of a subframe is intended for them. Therefore they perform blind decoding,
in which they try all possible sizes of PDCCH. The list of such allowable sizes
can be found in [7]. If after unmasking the CRC of a possible PDCCH message
with either a common ID or the UE’s temporary ID, the CRC check returns true,
then the UE knows that it has successfully decoded a valid PDCCH message. To
reduce the number of PDCCH the UEs have to try to decode, each UE is given
a search space. The search space is all possible starting positions of a PDCCH.
There are UE-specific search spaces and common search spaces. The latter are
locations which all UEs have to try decoding from. Group control information,
including paging indicator, is sent on the common search space. Due to the
requirement that broadcast control information has to reach users with poor
channel conditions, group PDCCH have bigger sizes than other PDCCH, which
allows for lower code rates to be used. Two allowable sizes for these PDCCH are
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72 and 144 resource elements [7]. Resource element is the smallest resource unit
in LTE, comprising of 1 subcarrier in 1 OFDM symbol. All control information
are modulated with QPSK, therefore the paging PDCCH can have either 144 or
288 bits.

The DCI format for paging indicator is either 1A or 1C [7]. Depending on the
system bandwidth (1.4 - 20 MHz), DCI format 1A, and 1C can have 36 - 44, and
24 - 31 bits respectively [10]. This DCI has the location of the paging record in
the data portion of the subframe. The UE decodes that location in the Physical
Downlink Shared Channel (PDSCH) to get the record. The paging record con-
tains a list of IDs of UEs being paged, which can be either System Architecture
Evolution TMSI (S-TMSI) or International Mobile Subscriber Identity (IMSI)
[9]. In normal cases, the temporary ID S-TMSI is used instead of the permanent
ID IMSI. If the UE sees its ID in the list, it knows that it is paged. Figure 1 illus-
trates an example of paging PDCCH and PDSCH positions in an LTE downlink
subframe.

Fig. 1. An example of positions of paging PDCCH and PDSCH in an LTE downlink
subframe. Pilots and other types of physical channels are omitted for clarity.

Attacker Model: We will use an analogous attacker model as [1]. The only
difference is that our attacker is capable of causing paging request messages in
LTE networks and listen on LTE paging channels. While the first capability of
the attacker remains the same as in the original paper, the above procedure
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serves to justify the practicality of the second capability. The attacker can listen
on the control channel, and unmask PDCCH with P-RNTI. Once he decodes a
paging indicator, he can go the specified location in PDSCH to obtain the list
of paged IDs. In [1], Kune et al. use an open source GSM baseband software
implementation [12] to read the TMSI of paged MSs. While an equivalent open
source software for LTE baseband is not available at this moment, it is reasonable
to expect that one will be developed in the future. We therefore conclude that
the same location attack is feasible in LTE, and security measures should be
taken proactively.

3 Privacy-Enhanced Paging Messages

To combat the vulnerability in the LTE paging system described in Section 2, we
propose to use a UE’s temporary ID as an input to create a tag unique to that
UE. If a UE is paged during a subframe, its tag is embedded onto the paging
PDCCH. The only requirement for the tags is that tags from 2 different UEs
are uncorrelated. Here “embed” means that the tag is superimposed onto the
PDCCH QPSK symbols. To be backward compatible with older user equipment,
the content of the paging indicator is left unchanged. A simple scenario where
one old UE (Alice) and one new UE (Bob) are paged in the same subframe is
illustrated in Figure 2. If the tag embedding does not cause too much degradation
to the PDCCH signal quality, Alice is still able to decode the control information
and follow the standard procedure to see if she is paged. Bob, however, can
determine if he is paged just by detecting the presence of his unique tag in
the PDCCH. Therefore he does not need to decode the PDSCH, which saves
battery considering that most UEs which expect paging messages are in idle
mode. Listening on the paging channel, Eve can obtain Alice’s temporary ID,
but she cannot get Bob’s tag. As will be shown later, Bob’s tag is transmitted

(a) (b)

Fig. 2. (a) Simple scenario with one old UE (Alice) and one new UE (Bob) being
paged at the same subframe. The eavesdropper, Eve, can listen on the paging broadcast
channel and analyze the PDCCH waveform; (b) PDCCH and PDSCH paging messages.
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with very low power so that nobody (including Bob) can decode it. Bob, however,
can detect the presence of his tag in the paging PDCCH. Another benefit of this
scheme comes in the form of downlink data bandwidth increase. Since Bob’s
ID is no longer needed to be transmitted in PDSCH, that bandwidth can be
used for data transmission. The new UE capability as well as paging mechanism
can be negotiated with the base station (eNodeB in LTE terms) at connection
establishment. The operations at the eNodeB and UE are shown in Figure 3.

(a) (b)

Fig. 3. Flow charts for (a) eNodeB and (b) User Equipment. Dashed boxes are
additional operations required by the scheme.

To maximize the robustness of the tags, we choose to put a tag symbol on
every paging indicator PDCCH symbol. We use QPSK to modulate the tags.
With this configuration, the tags have the same length as the paging indicator
PDCCH, which is either 144 or 288 bits. During a subframe, multiple tags can be
superimposed on the same PDCCH, corresponding to multiple UEs being paged
at the same time. In LTE standard, the maximum size of the paging record is
16 [9]. In other words, the 3GPP standard leaves room for up to 16 UEs to be
paged during 1 subframe. In subsequent sections, we analyze the performance of
our scheme with respect to the number of simultaneous tags, Nt.
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3.1 eNodeB Operations

Let b be the paging DCI. The PDCCH symbols that encapsulate this DCI are
s = fe(b). Here fe(·) is the encoding function, which includes CRC, convolu-
tional encoding, rate matching, and QPSK modulation. Let ki, i = 1, . . . , Nt, be
the ith paged UE’s ID. Generate the tag ti = g(ki). As mentioned above, the
functionality of the generator function g(·) is to create uncorrelated tags. The
elements of b and ki are in bits; while the elements of s and ti are in QPSK
symbols {±1,±i}. The tags are superimposed onto the PDCCH to create the
transmitted message

x = ρss+
ρt√
Nt

Nt∑
i=1

ti (1)

Let s = (s(1), . . . , s(L)), i.e. there are L QPSK symbols in the PDCCH signal.
For paging indicators, L = 72 or 144. Assuming that each symbol of the PDCCH
signal and of the tag has zero-mean and unit variance, we have

E[s(k)] = 0,E
[
|s(k)|2

]
= 1 for k = 1, . . . , L

E[t
(k)
i ] = 0,E

[
|t(k)i |2

]
= 1 i = 1, . . . , Nt (2)

Since the tags are uncorrelated among themselves and independent of the PDCCH
symbols,

E[sHti] = 0, i = 1, . . . , Nt (3)

E[tHi tj ] = 0, i, j = 1, . . . , Nt, i �= j (4)

In (1), ρs and ρt are system parameters controlling the amount of power allocated
to the signal and the tags, respectively. The power constraint is

ρ2s + ρ2t = 1 (5)

From (1) - (5), we have

E[s] = E[ti] = E[x] = 0

E[|s|2] = E[|ti|2] = E[|x|2] = L, i = 1, . . . , Nt (6)

3.2 User Equipment Operations

Decode DCI. Assuming a frequency selective fading channel, the received sig-
nal at the UEs is

y = Hx+w (7)

where H is a diagonal matrix, with the elements being the attenuations at each
subcarrier frequency. w is thermal noise at the transmitter and receiver circuitry.
In LTE, pilot symbols are transmitted on fixed resource elements to help in
channel estimation at the receivers [6]. There are many techniques that the
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receiver can use to perform channel estimation, e.g. LMMSE [11]. In general,
the channel estimate can be written as

Ĥ = H+ ν (8)

where ν is the estimation error.
Let Ĥ(k), k = 1, . . . , L be the diagonal elements of Ĥ, the receiver estimates

the message symbols as

x̂(k) =
Ĥ(k)∗

|Ĥ(k)|2
y(k)

= x(k) − ν(k)x(k)

Ĥ(k)
+

w(k)

Ĥ(k)
(9)

It then decodes the DCI
b̂ = fd(x̂) (10)

Here fd(·) is the decoding function, which maps QPSK symbols to bits, undoes
rate matching, performs Viterbi decoding, and removes CRC. After unmasking
with the paging ID (FFFE ), the CRC check returns true if the DCI is successfully
decoded.

Tag Detection. The UE regenerates the message symbols from the decoded
DCI, ŝ = fe(b̂), and subtracts it from the received signal to get the residue

r =
1

ρt
(x̂− ρsŝ) (11)

Assuming that the UE performs perfect channel estimation, we have

r =
1√
Nt

Nt∑
i=1

ti +
1

ρt
Ĥ−1w (12)

It then checks for the presence of its tag, t, by performing hypothesis testing on
the statistic

τ = tHr (13)

The hypotheses are

H0 : t is not present in r (null hypothesis)

H1 : t is present in r (alternative hypothesis)

The statistic under null hypothesis:

τ |H0 =
1√
Nt

Nt∑
i=1

tHti +
1

ρt
tHĤ−1w (14)
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Condition on t, the second term in (14) is the sum of L Gaussian random vari-
ables

η2 =
1

ρt
tHĤ−1w =

1

ρt

L∑
k=1

t(k)
∗
w(k)

Ĥ(k)
(15)

The resulting Gaussian random variable has mean zero and variance

σ2
η2

=
1

ρ2t

L∑
k=1

σ2
w

|Ĥ(k)|2
=

1

ρ2t

L∑
k=1

1

γ(k)
(16)

where γ(k) is the SNR of the kth subcarrier.
The first term in (14) can be written as

η1 =
1√
Nt

Nt∑
i=1

tHti =
1√
Nt

Nt∑
i=1

L∑
k=1

t(k)
∗
t
(k)
i (17)

η1 is the sum of NtL i.i.d. symbols from the set {±1,±i}. According to the
Central Limit Theorem, it can be approximated by a Gaussian random variable
with zero-mean and variance σ2

η1
= L.

From (14) - (17), we have

τ |H0 ∼ N
(
0, L+

1

ρ2t

L∑
k=1

1

γ(k)

)
(18)

The statistic under alternative hypothesis: Without loss of generality, let t = t1.
The statistic is

τ |H1 =
1√
Nt

(
|t1|2 +

Nt∑
i=2

tH1 ti

)
+

1

ρt
tH1 Ĥ−1w (19)

Condition on t1, the term inside the parentheses in (19) can be approximated
as a Gaussian random variable with mean |t1|2 = L and variance (Nt − 1)L.
Therefore

τ |H1 ∼ N
(

L√
Nt

,
Nt − 1

Nt
L+

1

ρ2t

L∑
k=1

1

γ(k)

)
(20)

The UE performs a threshold test on τ to determine the presence of its tag in
the residue.

H =

{
H0 if τ ≤ τ0

H1 if τ > τ0
(21)

In making the comparison in (21), we use only the real part of τ . The imagi-
nary parts of τ |H0 and τ |H1 have very similar statistic, and therefore do not
provide much information. By abuse of notation, we still call the real part τ .
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The threshold τ0 is a value between
[
0, L/

√
Nt

]
. The greater τ0 is, the higher

the probability of miss detection; whereas the smaller τ0 is, the higher the prob-
ability of false alarm. We choose τ0 = L/2

√
Nt for good performance in both

criteria. With this choice of the threshold, the probability of missing a tag is

Pm = Φ

⎛⎜⎝ − L
2
√
Nt(

Nt−1
Nt

L+ 1
ρ2
t

∑L
k=1

1
γ(k)

)1/2
⎞⎟⎠ (22)

where Φ(·) is the standard Gaussian cumulative distribution function. To get
an idea of the theoretical performance of the scheme, let us look at a special
case where the channel is flat fading with SNR = 10dB. Assume 10% of the
transmitted power is allocated to tags, i.e. ρ2t = 0.1; and 288 bits are used for
PDCCH message, i.e. L = 144. When 4 users are paged simultaneously, i.e.
Nt = 4, we have Pm = 0.01. So we can see under that condition, the tags are
detected 99% of the time.

4 Simulations

As mentioned in Section 2, the PDCCH messages are designed to be very robust.
In particular, convolutional code with low rate (1/3) is used. In addition, the
paging DCI message can have 24 - 44 bits. Together with a 16-bit CRC, the
size of the message before convolutionally encoded ranges from 40 to 60 bits.
Thus the size of the message after convolutionally encoded ranges from 120
to 180 bits. When the PDCCH size is 144 bits, puncture may occur during
rate matching. When the PDCCH size is 288 bits, redundant encoded bits are
transmitted, which effectively increases the SNR at the receiving UEs. In order
to evaluate the effect of our embedded tags on the probability of successfully
decoding the DCI, we first simulate the DCI decoding performance with respect
to different SNR levels. The result is shown in Figure 4. Here we use the energy
per bit to noise power spectral density (EbNo) as the metric for SNR. Also
shown is BER of the PDCCH message at the same EbNo levels. Figure 4 gives
us a clear intuition of the PDCCH BER requirements for various DCI decoding
performances. For instance, with PDCCH size of 288 bits, we can see that the
probability of unsuccessfully decoding a paging DCI decreases rapidly from 0.4
at EbNo = -1 to 10−5 at EbNo = 5. Thanks to the convolutional encoder, the
BER requires for PDCCH to achieve 10−5 DCI error rate is only 0.03. When
the size of PDCCH is 144 bits, the UEs need an additional 1dB in SNR to get
equivalent performance.

Next we want to see the effect of allocating part of the transmission power
to the tags on the PDCCH BER. As long as the resulting BER conforms to
the requirement obtained above, our scheme will not have negative effect on the
DCI decoding performance. Figure 5 shows the BER of PDCCH message for
various tag powers. We can see that the effect of tag embedment is minimal for
ρ2t ≤ 0.02. When the channel condition is good, e.g. EbNo = 10dB, 20% of the
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Fig. 4. DCI decoding performance as a function of SNR. Here the DCI size is 44 bits.
The PDCCH size is (a) 144 bits, (b) 288 bits

Fig. 5. PDCCH BER for various values of tag power allocation. Here the PDCCH size
is 288 bits, 16 tags are embedded.

power can be allocated to tags, which results in BER of 0.04. Referring back to
Figure 4, this BER corresponds to a DCI decoding error rate of 10−4.

After confirming that we can indeed allocate part of the transmission power to
the identification tags, we evaluate the tag detection performance under various
system settings. In particular, we alter 3 parameters: tag length, tag power and
number of simultaneous tags. We expect the detection performance to increase
with tag length and decrease with number of simultaneous tags. Referring back
to (18) and (20), we see that the variance of the test statistic decreases mono-
tonically with increased tag power, and therefore the detection performance will
increase monotonically with increased tag power. However, we also know that
increasing tag power degrades DCI decoding performance. If that degradation
causes the UEs to fail to decode the paging PDCCH then the tags will be use-
less. Referring to Figure 5, we choose tag power allocation ρ2t = 0.05 to be
conservative.
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Figure 6 shows the probability of detecting that the unique tag for a UE
is present in 2 cases: the UE is being paged, and the UE is not being paged
(misdetection). We can see a clear superior performance when 288-bit PDCCH
is used. Let us consider a rather bad channel condition, EbNo = 2dB, 4 UEs are
paged simultaneously. Figure 6 shows that our scheme still provides tag detection
rate of 90% and false alarm rate of 2% if we use 288-bit PDCCH and allocate
5% of the transmission power for the tags. A natural question would be how
this performance compares to the current paging system’s. Both schemes rely
on the successful decoding of the paging PDCCH. After this stage, our scheme’s
performance ties directly to the detection probability of the tags; whereas the
current scheme’s performance depends on the success of decoding the paging
PDSCH. Since these are apples and oranges, a meaningful comparison can only
be done through experiments. We are certainly interested in pursuing them in
our future work. For now, it is worth noticing that the constellation size and
code rate used for data channels are a lot more aggressive than those used for
control channels. Therefore it is expected that decoding performance of data
channels are worse than that of control channels in the same SNR condition.

(a) (b)

Fig. 6. Probability of tag detection for PDCCH size (a) 144 bits, (b) 288 bits

The idea behind the physical layer identification technique is to make use
of channel noise to obfuscate the tags at the eavesdropper. Assuming that the
eavesdropper, Eve in Figure 2(a), successfully decodes the paging PDCCH, re-
generates the signal s in (1), and subtracts it from her received waveform. What
she has left is the sum of the superimposed tags and the channel noise. Since
the individual tags are modulated as QPSK symbols {±1,±i}, the normalized
sum of multiple tags will have the constellation as in Figure 7. The identity of a
UE’s tag, say Bob’s, is hidden under 2 layers. First, the channel noise limits Eve
to only partial information about the normalized sum of the tags. Second, since
the tags are uncorrelated, the sum of them does not reveal any information about
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Fig. 7. Eavesdropper’s received constellation at SNR = 20dB, Nt = 4

Bob’s tag to Eve. We conclude that Eve has no reliable way of obtaining Bob’s
tag, and thus she cannot perform the location attack described in Section 1.

5 Conclusions

In this paper we have proposed a novel method to page user equipments in
LTE network while protecting their privacy. The proposed method makes use of
physical layer identification tags, which are designed to be robust and stealthy.
Our scheme protects the privacy of paged users by hiding their ID in the trans-
mitted waveforms. Using channel noise to our advantage, the scheme prevents an
attacker from decoding the paged user’s tag. As a result, attacks on the open na-
ture of paging channel, e.g. [1], are no longer a threat. The scheme also provides
bandwidth saving by not requiring the actual user IDs to be transmitted. Here
we analyze our technique specifically for an LTE network; however, our technique
is also applicable to other cellular networks such as GSM, WCDMA, WiMAX.
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Abstract. Electronic Toll Pricing (ETP), a location-based vehicular service, al-
lows users to pay tolls without stopping or even slowing down their cars. User
location records are collected so as to calculate their payments. However, users
have privacy concerns as locations are considered as private information. In this
paper, we focus on user traceability in ETP systems where anonymous location
records are stored by the service providers. Based on user toll payment informa-
tion, we propose a post-hoc analysis of user traceability, which aims at computing
a user’s all possible traces. Moreover, we propose several methods to improve the
effectiveness of the analysis by combining other contextual information and pro-
pose a number of optimisations to improve its efficiency as well. We develop a
prototype and evaluate the effectiveness of the analysis by conducting extensive
experiments on a number of simulated datasets.

1 Introduction

Electronic Toll Pricing (ETP) systems, by collecting tolls electronically, aim to reduce
users’ delay at toll gates and thus to increase the throughput of public transportation
networks. Cars are automatically identified when passing check points. The locations of
the check points and the passing time are collected and stored by toll servers in the form
of location records, which are used to calculate users’ payments afterwards. Nowadays,
the free access to civilian Global Navigation Satellite Systems (GNSS) has upgraded
ETP into a more sophisticated service. Compared to location sensing techniques, e.g.,
number plate recognisers, GNSS positioning covers a much wider area. This leads to
smart pricing and “Pay-As-You-Drive” (PAYD), binding a user’s insurance to the roads
he has actually travelled [1]. Meanwhile, this also causes more privacy concerns as more
user records are collected by the system. For instance, by processing location records,
the toll server can learn users’ home addresses or medical information [2]. User mobility
pattens can also be extracted [3], which are useful to construct user profiles.

In the last few years, protecting location privacy in ETP and PAYD systems has been
widely studied [1, 4–9]. The general idea is to anonymise users’ records and hide the
links among them. In other words, ETP systems do not leak either the owner of a loca-
tion record (unlinkability) or the fact that two records belong to the same user (untrace-
ability). In general, privacy-preserving ETP systems can be divided into two categories
based on whether users’ locations are stored on user devices or the toll server. The first
� This author was supported by the FNR Luxembourg under project SECLOC 794361.
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type of ETP systems, e.g., see [6], where users do not send locations to toll servers, offer
better privacy protection. Whereas, the introduction of sophisticated cryptographic tech-
niques such as zero-knowledge proofs usually imposes heavy computation overheads on
user devices. By contrast, the second type of ETP systems (e.g., see [5, 7]), where loca-
tion records are anonymised, have less computation overheads on user devices and can
also support other applications, e.g., traffic monitoring and control. However, as such
ETP systems focus on protecting a user’s privacy and enforcing correct toll calculation,
we notice that they usually tend to ignore the threats after user payment information has
been calculated or collected by the server. Once users’ payment information becomes
part of the adversary’s knowledge, the claimed user location privacy can be reduced
or even nullified. For example, if in a given user’s collected location records, there is
only one combination of locations which have the same cost as his tolls, then the user’s
privacy is completely broken. In this paper, we focus on a user’s untraceability, which
is considered as a stronger requirement than unlinkability. We describe a user’s trace-
ability by a set of possible traces he might have travelled, and compute or de-anonymise
such sets in a certain period (called a toll session) based on users’ payments and other
available contextual information.

Related Work. De-anonymisation has been applied in many areas, e.g., datasets [10]
and social networks [11, 12]. The idea of de-anonymisation is to find the correlation
of two elements by utilising background information. Narayanan and Shmatikov show
that visitors of a website can be identified by combining their group membership infor-
mation in social networks [11]. They also demonstrate that information from different
data sources can be combined to de-anonymise a user in large sparse datasets [10].

With respect to location privacy, Gruteser et al. explore the technique of multi-target
tracking to link location records of a user [13, 14]. After learning one of a user’s lo-
cations, the user’s whole trace can thus be obtained with a high probability. However,
in the context of ETP, to the best of our knowledge, this paper is the first attempt to
investigate threats on privacy by de-anonymising users’ traces based on toll payments.

Our Contributions. We study the threats on user traceability in the ETP systems col-
lecting anonymised location records. A post-hoc user traceability analysis using user
toll payment information and such anonymised location records is proposed from the
view of the adversary. We show that its effectiveness can be improved by taking into
account additional information which is easily obtained, e.g., maps. For the sake of
efficiency, we propose several optimisations to make the analysis more practical. We
develop a prototype and evaluate the analysis on a number of simulated datasets.

Structure of the Paper. After introducing our framework, the adversary model and
the notion of traceability sets (Sect. 2), we first propose an algorithm calculating users’
traceability sets based on the fact that a user’s trace in a toll session should cost the
same as his toll payment (Sect. 3). Subsequently, we explore two types of contextual
information that can help the adversary to reduce the size of the traceability set. One
is about temporal and spatial constraints between location records (i.e., reachability
and connectivity) while the other concerns users’ repetitive behaviour patterns (i.e., ses-
sion similarity) (Sect. 4). To improve the efficiency of our algorithm, we propose three
optimisations in Sect. 5. The experimental results show that our analysis is effective
(Sect. 6). We conclude the paper in Sect. 7 with some research directions for the future.
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2 Preliminaries

2.1 Formal Framework

Let U be the set of users who register an ETP service and L be the set of all locations
that can be passed by users. In practice, time is always discrete with minutes or seconds
as the minimum unit. We use T to denote the totally ordered set of all discrete time
points whose granularities are determined by applications.

Using a location, in the scenario of ETP, we can identify the corresponding road
segment between two intersections. We call this segment a link and denote it by a pair
〈1, 2〉, where 1 and 2 are the two end locations. When two links shared one end
location, we say they are consecutive. Formally, let k1 = 〈1, 2〉 and k2 = 〈′1, ′2〉
be two links. If 2 = ′1 or ′2 = 1, then they are consecutive, denoted as k1 ∼ k2.
Given a map, we use LK ⊆ L× L to denote the set of all links on it.

A typical anonymised location record collected by toll servers can be abstracted in
the form of 〈, t〉, indicating that a user passed location  at time t. As a user’s location
records transmitted on a link can be easily linked to each other, we consider links as
the smallest units in our further analysis. Thus, instead of location records, we have
link records, e.g., 〈k, te, tx〉 where te denotes the time the user entered k and tx is
the time the user exited k. To calculate users’ tolls, toll servers first assign fees to link
records based on a charging policy. The charging policy can be modelled as a function
f : LK × T → R, calculating the fee of a link according to the time a user entered the
link, e.g., te.

Tracking technologies proposed in the last few years (e.g., see [14, 15]) allow us
to make a further abstraction. As the adversary is able to link a user’s link records
together with a relatively high confidence when the user does not stop his car, these
link records construct a trip. A trip is a sequence of link records a user continuously
transmitted from one place to another. The order between links is determined by their
time stamps. Suppose tr is a trip, denoted by (〈k1, te1 , tx1〉, . . . , 〈kn, ten , txn〉) and
tδ is the minimum stay time of users before travelling on the next link. Then we have
ki ∼ ki+1∧0<(tei+1−txi) ≤ tδ for 1≤ i<n. We use tr.startLink and tr.startTime
to denote its starting link, i.e., k1 and the corresponding entering time te1 of a trip tr.
Similarly, we have tr.endLink = kn and tr.endTime = txn . The length of tr , the
number of links in the trip, is denoted as len(tr). Using link fees, we can calculate the
corresponding fee for a given trip tr, i.e., fee(tr) =

∑
0<i≤len(tr) f(ki, tei). For two

trips tr1 and tr2 with tr1.startTime < tr2.startTime, the distance between them,
i.e., d(tr1, tr2) is computed as the length of the shortest path connecting tr1.endLink
and tr2.startLink . In the following discussion, we fix a toll session and use T R to
represent the set of trips transmitted by all users.

During a toll session, a user’s real trace can thus be represented as a set of his trips
stored in T R. We call this set a trace. Suppose Tru be the real trace of user u in a toll
session. The amount of tolls that u has to pay is costu which equals to

∑
tr∈Tru

fee(tr).

Example 1. Fig. 1 shows a fraction of a map. There are five locations 1, . . . , 5, which
are the positions of five intersections. We also have four links k1, . . . , k4 where ki =
〈i, i+1〉 (i = 1, . . . , 4). Suppose a user moves from 1 to 5 with one-hour stay at 3
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and t�i is the time the user passes i. Then he has two trips with tδ being 30 minutes –
(〈k1, t�1 , t�2〉, 〈k2, t�2 , t�3〉) and (〈k3, t�3 , t�4〉, 〈k4, t�4 , t�5〉).
The notations used in this paper are summarised in Tab. 1.

Table 1. Notations

U set of users
L set of locations
T set of time points
LK set of links
T R set of trips

fee(tr) trip tr fee
costu user u’s toll payment
Tru a trace of user u

d(tr1, tr2) distance between tr1 and tr2

Fig. 1. An example of a user’s trips

2.2 Adversary Model

The adversary has the motivation to obtain users’ travel history (i.e., traces), because
extracting traces is an essential preliminary step towards further data inference, e.g.,
trajectory pattern mining [3], location-based recommendation, car pooling and friend
finder [16, 17]. In this paper, we assume that toll servers are malicious and collude with
the adversary, which makes users’ location records and toll payment information part
of the adversary’s knowledge. This assumption is realistic as the servers may sell their
databases to, e.g., advertising companies, to have additional revenues. In the sequel,
we focus on post-hoc analysis, meaning that the adversary analyses users’ traces after
users’ toll payment information has been calculated and agreed by the users.

Besides, we assume the adversary has access to some common knowledge such as
maps, the maximal speeds of cars, etc. Such information is easy to obtain, and the
adversary can extract further information from it. For example, using maps, for any two
links, the adversary can learn their distance. Such information is useful for the adversary
to reduce their uncertainty on users’ traces.

2.3 Traceability Sets

In the last few years, a number of measurements for location privacy have been pro-
posed (e.g., see [14, 18]). As the adversary’s aim is to trace users, inspired by the notion
of anonymity sets by Chaum [19], we propose traceability sets to measure users’ trace-
ability. A traceability set consists of all traces that are possibly linked to a given user
from the adversary’s point of view, including the user’s real trace. We use ASTR(u) to
denote user u’s traceability set.

Without considering extra information such as maps, i.e., the adversary only has
access to users’ anonymous trips T R and users’ toll payments, the initial traceability
set for a user u in the given toll session can be computed as follows:

ASTR(u) = {Tr ⊆ T R |
∑

tr∈Tr

fee(tr) = costu},

based on the fact that a user’s trace should cost the same as his toll payment.
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3 An Algorithm for Computing Traceability Sets

In this section, we propose an algorithm to construct users’ initial traceability sets,
which is inspired by a solution to the subset sum problem (SSP). The subset sum
problem can be formulated as follows [20]: Given a finite set A, a weight function,
w : A → N, and a constant s ∈ N, determine whether or not there exists a subset
B ⊆ A such that

∑
a∈B w(a) = s. This ‘yes/no’ decision problem has been proved

to be NP-hard [21] and has no polynomial time solution so far. However, to the SSP
with certain restrictions, polynomial time solutions have been proposed in the last few
decades [22]. An optimal solution is proposed by Pisinger [23], which has linear com-
putation time when each element in A is positive and bounded with the same constant.
Let N be the size of A and W be the upper bound. The elements in A are ordered and
then processed one after another. For each value in [s−W, s+W ], the algorithm main-
tains the corresponding dominating subset the summation of whose elements is equal
to the value. The algorithm returns ‘yes’ if s has such a subset. In this way, the size of
the intermediate set remains 2W and the computation complexity is thus O(NW ).

As we have mentioned before, a user’s initial traceability set is composed of the
traces whose cost equals the user’s toll payment and the adversary’s aim is to further
reduce the size of the set. Thus to compute a user’s traceability set is essential for the
adversary. This computation can be reduced to the SSP, thus it is also NP-hard and
the corresponding computation time is exponential in users’ payments. However, in-
spired by Pisinger’s algorithm, we design an algorithm which has a good efficiency.
The trips are non-increasingly ordered according to their fees and processed one after
another. The algorithm maintains an intermediate set to store the subsets of earlier trips
which are possible to construct a trace using the further trips to be processed. Simi-
lar to Pisinger’s algorithm, the size of this intermediate set determines the number of
operations needed. Therefore, we should keep it as small as possible to accelerate the
computation of traceability sets.

More specifically, we take the following heuristics: (1) if the cost of the trips in
a subset is larger than the user’s payment, then the subset is removed as all fees are
positive and the cost will never be reduced to the user’s payment; (2) if the future trip
with the minimum fee is added into a subset and the total cost of the resulted subset
is larger than the payment, the subset can also be removed; (3) if all future trips are
added into a subset and the new subset’s cost is still less than the payment, then it is
also removed. Alg. 1 shows the algorithm in more details.

The set U is the intermediate set which consists of all plausible subsets up to the
current trip and initially it only consists of the empty set. For any trip in T R, before
adding to a subset S ∈ U , the algorithm checks the plausibility of U first with heuristics
(2) and (3) (line 12). Note that restFee is the cost of the future trips that have not been
processed and minFee is the minimum fee among all trips. After the trip is added, if
the cost of the new subset equals costu, the set is added to the result ASTR(u). It is
added into the set T when the corresponding cost is smaller than costu and removed,
otherwise. At the end of each loop, U is updated by unionising T and restFee is sub-
tracted by the trip’s fee. After obtaining ASTR(u), the adversary starts to reduce it by
using additional contextual knowledge, which is discussed in the following section.
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Algorithm 1. An algorithm to build an initial traceability set for a user u.

1: FUNCTION: buildTraceSet
2: INPUT: T R, costu
3: OUTPUT: ASTR(u);
4: sort(T R, non-increasing);
5: minFee = mintr∈T R fee(tr);
6: restFee =

∑
tr∈T R fee(tr);

7: ASTR(u) = ∅;
8: U ← {∅};
9: for all tr ∈ T R do

10: T = ∅;
11: for all S ∈ U do
12: if restFee +

∑
tr′∈S fee(tr′) < costu ∨minFee +

∑
tr′∈S fee(tr′) > costu then

13: U = U/{S};
14: else
15: if fee(tr) +

∑
tr′∈S fee(tr′) = costu then

16: ASTR(u) = ASTR(u) ∪ {S ∪ {tr}};
17: else
18: if fee(tr) +

∑
tr′∈S fee(tr′) < costu then

19: T = T ∪ {S ∪ {tr}};
20: end if
21: end if
22: end if
23: end for
24: U = U ∪ T ; restFee = restFee − fee(tr);
25: end for
26: return ASTR(u);

4 Reducing Traceability Sets

Once the adversary explores more information, he can improve the post-hoc analysis of
a user’s traceability by reducing the traceability sets.

4.1 Reachability and Connectivity

A user’s real trace in a toll session has certain constraints among trips, which can be
used to remove traces in his traceability set. We discuss two of such constraints – reach-
ability and connectivity.

Both of the constraints benefit from maps, which are easy to obtain, especially after
free high-precision maps such as Google maps become accessible to ordinary users.
Given two positions, the adversary can compute the distance between them. Combining
with users’ maximum speed, we have the first constraint – reachability between trips.
Intuitively, given two trips, if along the moving direction, users cannot move to the
starting point of the later trip from the ending point of the earlier trip even with his
maximum speed, then the later trip is considered not reachable from the earlier one. We
use maxSpeedu to denote the maximum speed allowed by user u’s vehicle. Recall that
d(tr1, tr2) is the distance between two trips.
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Definition 1 (Reachability). Let tr1 and tr2 be two trips in T R and tr1.endTime <
tr2.startTime. We say tr2 is reachable for user u from tr1 (denoted as tr1 � tr2) if
and only if

tr2.startTime − tr1.endTime >
d(tr1, tr2)

maxSpeedu

.

This relation is reflexive, transitive but not symmetric because the connection between
two trips may be unidirectional.

The second constraint is connectivity which is defined on two successive trips. Two
trips are successive if in a trace, there are no other trips started between their starting
time. For any two successive trips, they are connected if the earlier trip’s ending point
coincides with the other trip’s starting point. In practice, due to the errors from position-
ing devices, even two positions from a static user may be different. Furthermore, it is
possible that some vacant time exists between two trips before the first location record
of the later trip is sent to the server. Therefore, we introduce a tolerance parameter dδ
to indicate the maximum distance allowed between two connected points.

Definition 2 (Connectivity). Let tr1 and tr2 be successive trips and tr1.endTime <
tr2.startTime. We say tr1 is connected to tr2 (denoted as tr1 → tr2) if and only if

d(tr1, tr2) < dδ.

In practice, we cannot expect any two successive trips are connected because the tolling
road sections are not always connected. Therefore, we define a metric called connection
rate to measure the proportion of connected trips in a user’s trace. Given a trace Tr , its
connection rate cr(Tr ) can be calculated as follows:

cr(Tr ) =
|{〈tri, trj〉 | tri ∈ Tr , trj ∈ Tr s.t. tri → trj}|

|Tr |−1
.

Let c be the pre-defined minimal connection rate. Making use of the above two con-
straints, i.e., trip reachability and connectivity, the adversary can further reduce a user
u’s traceability set ASTR(u) to

{Tr ⊆ T R|(∀{tri,trj}⊆Trtri � trj ∨ trj � trj) ∧ cr(Tr) > c ∧
∑

tr∈Tr

fee(tr) = costu}.

4.2 Session-to-Session Similarity

Users tend to have regular mobility patterns, which has been greatly discussed in the lit-
erature (e.g., see [2, 3]). This implies that a user’s traces in different sessions should also
have some similarity. Our aim is to show how the adversary can explore the similarity
between toll sessions to reduce his uncertainty on users’ traces. As users’ daily activi-
ties are fixed to some extent, the places they linger are also fixed and in fact contained
among the starting links and the ending links of trips. Since users’ real stay places occur
repetitively from session to session, this makes them have higher occurrence frequen-
cies in sessions compared to other places. Our idea is to rank traces in a traceability set
based on links’ similarity degrees determined by their occurrence in sessions.

Given a link k, we say that k has appeared in a trace Tr denoted as k∈Tr if there
exists a trip tr ∈ Tr such that tr.startLink = k ∨ tr.endLink = k.
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Definition 3 (A Link’s Similarity Degree). Let ASTR1, . . . ,ASTRn be a user u’s
traceability sets in n sessions and k be a link appearing in at least one trace in any
traceability set. The similarity degree for the link k (i.e., sim(k)) is measured as:

sim(k) =| {ASTRj |∃Tr ∈ ASTRj s.t. k∈Tr}| .

It is easy to see that 1 ≤ sim(k) ≤ n. For a traceability set, we can evaluate the sim-
ilarity degree of each trace in it by the average similarity degree of the links appearing
in the trace as follows:

S(Tr ) =
∑

�k∈Tr sim(k)

|Tr | .

For the traces in a traceability set, the adversary can thus have an approximate dis-
tribution over them based on their similarity degrees. This distribution represents the
probabilities of the user to travel on each trace in the set. Given a user u and ASTRi,
we use pu(Ti = Tr) to denote the probability of trace Tr being u’s real trace in session
i, which is computed as follows:

pu(Ti = Tr) =
S(Tr )∑

Tr ′∈ASTRi
S(Tr ′) .

This distribution enables the adversary to have a better guess on the user’ real trace.

5 Improving Efficiency of the Post-hoc Analysis

From the above discussion, we can see that the initial traceability set is essential for the
subsequent analysis. Although in Alg. 1, we have used the methodology of dynamic
programming to improve its efficiency, Alg. 1 is still time-consuming as the computa-
tion complexity remains exponential in users’ payments. Recall that we can keep the
intermediate set U in Alg. 1 as small as possible to reduce the calculation time. Along
this direction, we propose three optimisations – on the fly trip non-overlapping detec-
tion (OTF), weak user first (WUF) and parallel traversing (PTR).

OTF. This optimisation explores a relation between trips – non-overlapping. Intuitively,
as users never travel at two trips at the same time, in a trace, any two trips should be
generated one after another and their travel periods should not overlap.

Definition 4 (Non-overlapping). Let tr1 and tr2 be two trips in T R. Trip tr1 and tr2
do not overlap (denoted as tr1 ∗ tr2) if and only if:

tr1.endTime ≤ tr2.startTime ∨ tr2.endTime ≤ tr1.startTime.

This relation is irreflexive and symmetric, but not transitive.
From the definitions of reachability and non-overlapping, we can see for any two

trips tr1 and tr2, if tr1 � tr2 then tr1 ∗ tr2 as the time interval between two reach-
able trips can never be negative. However, compared with reachability check, non-
overlapping detection is more efficient as only the simple comparison between time
stamps is involved. Whereas, the distance between two trips has to be calculated to
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verify reachability, which is time-consuming especially in the case when the number
of trips is large. Therefore, due to its efficiency, we add non-overlapping as another
condition when deciding whether to add a new subset into the intermediate set or the
traceability set (line 15 and 18).

WUF. As mentioned before, the time to compute a user’s traceability set will become
unacceptable when his payment is big.1 However, if users with small fees (called weak
users) are processed first, then users with large payments can be processed based on
the trip set with weak users’ traces removed. A smaller input T R in Alg. 1 thus results
in less computation time and less memory consumption. Moreover, if we calculate a
user’s traceability set starting from the weakest user, a set of partitions of the trip set is
obtained, each of whose blocks corresponds to a user’s trace. A user’s traceability set
can then be constructed by all his traces occurring in those partitions. Alg. 2 gives more
details of this calculation.

Algorithm 2. Weak user first Algorithm.

1: PROCEDURE WUF
2: INITIAL: ∀u ∈ U ,ASTR(u) = ∅;
3: INPUT: T R, P = (u1, . . . , un)
4:
5: AS = buildTraceSet(T R, costu1);
6: for all Tr ∈ AS do
7: ∀i > 1,AS(i)old = ASTR(ui)
8: WUF(T R/Tr , (u2, . . . , un));
9: if ∃i ≤ n,AS(i)old �= ASTR(ui) then

10: ASTR(u1) = ASTR(u1) ∪ {Tr};
11: end if
12: end for
13: return;

Users are first ordered in a sequence P according to their payments where users
with smaller payments are put in front of the sequence. The algorithm takes T R and
sequence P as input and its termination implies the accomplishment of the calculation
of all users’ traceability sets. Users’ traceability sets are initially set empty. The weak-
est user u1’s traceability set AS is first calculated based on our algorithm discussed in
Sect. 3 (line 5). Then for each trace Tr ∈ AS, we update the rest of the users’ trace-
ability sets by recursively calling the algorithm but with the set of trips not contained in
Tr . The increment of one of the other users’ traceability sets indicates that Tr is a trace
that can be included in a partition of T R. It is also added into ASTR(u1) (line 7-11).
When all traces in AS of the weakest user have been tested, all users’ traceability sets
are computed and the whole algorithm terminates.

PTR. In Alg. 1, for each trip in T R, the set U is traversed sequentially from the begin-
ning to the end (line 11 in Alg. 1) and updated at the end of the loop. So the computation
time grows linearly with the size of U , which increases exponentially in the number of
trips processed. However, we find the order of the subsets in U has no impact on the

1 In some extreme cases, the algorithm may run out of the memory.
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update of U at line 24. This observation allows us to process multiple subsets in U at
the same time and leads to a parallel implementation.

Let {c1, . . . , ck} be the set of available processors with shared memory, where k is
the number of processors. At the beginning of each loop (line 9 in Alg. 1), we split the
intermediate set U evenly into sets U1, . . . , Uk. Processor ci is then assigned with Ui,
executes the operations at line 11-24 with Ui as input and returns the updated Ui as
output, denoted as U ′

i . Afterwards, we update U as
⋃

i∈{1,...,k} U
′
i , which will be used

in the next loop. Although ideally we can accelerate the algorithm by around k times,
due to communication and task scheduling overhead we cannot achieve this in practice.

6 Experimental Results

We have conducted experiments to evaluate our analysis. First, we evaluate the optimi-
sations and show that their combination has the best performance. Then we evaluate the
methods to reduce users’ traceability sets.

Setting of the Experiments. The experiments are performed on synthetic datasets gen-
erated by SUMO, a tool simulating urban mobility [24]. Users travel in Luxembourg
city with an area of 51.46 km2. There exist public real trajectory databases such as
the one in [25, 26], but we cannot perform comprehensive analysis, e.g., similarity and
connectivity due to the lack of user profiles and the incompleteness of location records.
Furthermore, as our purpose is to test the effectiveness of the proposed post-hoc analy-
sis, synthetic mobility databases are sufficient.

For each user, we automatically generate a profile including his places of interest
and whether he has kids. Users’ daily activities are generated based on such profiles by
adding some randomness. SUMO takes such activity sequences as input and produces
users’ real traces according to factors such as real-time traffic and vehicle types. In
general, the datasets used in our experiments consist of the trips of 50 users for 10 days,
with each day as a toll session. On average, a user’s real trace on a specific day has about
five trips. The minimum stay time tδ is set to 30 minutes. We implement a prototype
in Python and run the experiments on a computation cluster of nodes with 12 2.26GHz
Intel Xeon Cores, sharing 24GB memory.

Efficiency of the Optimisations. We start with evaluating the optimisations. Fig. 2
shows the computation time used to construct users’ traceability sets based on datasets
belonging to different number of users. We have four settings in terms of whether opti-
misations OTF, WUF and PTR are implemented. If no optimisations are implemented,
in about 12 hours, the algorithm can only handle 10 users while using the optimisation
OTF the algorithm can compute the traceability sets for 14 users. The improvement by
WUF is more obvious. A dataset with 16 users is analysed. In our prototype, we sim-
plify PTR by splitting the intermediate set (i.e., U in Alg. 1) only when its size first
reaches 60,000 instead of in every loop due to the restriction of Python. This does not
give us the best efficiency but still saves more than half of the computation time further.
In the following experiments, we use the algorithm with all optimisations implemented.

Effectiveness of the Reducing Methods. We proceed to show the performance of the
reducing methods as discussed in Sect. 4. We start with reachability and connectivity.
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Fig. 3. Session-to-session similarity

Both of these two methods need to calculate the distance between successive trips.
However, reachability is verified for each pair of successive trips while connectivity
check relies on connection rates that can only be obtained after all pairs have been
processed. Thus, we can perform reachability check first to reduce total check time.
This is because the traces violating reachability can be immediately removed and there
is no need to check connectivity on them any more. As in our datasets, users are always
simulated to start the next connected trip from the ending link of the previous trip, thus
the parameter dδ is set to zero.

Tab. 2 summarises the results of running our algorithm on datasets with increasing
sizes. Reachability check and connectivity check with connection rates 0.3 and 0.7 are
executed sequentially. We use reduction rate to measure the number of traces removed
from initial traceability sets by each check in addition to the previous one. We use ‘#init-
Trace’ to denote the number of traces in the initial traceability sets (without performing
any checks), and ‘#Trace’ and ‘#Reduc’ to represent the number of traces left and the
reduction rate after each check. Specifically, using reachability check, the proportion of
removed traces stays around 15% when the number of users is larger than 14. Connec-
tivity check removes most of the redundant traces. When the connection rate is 0.3, an
average of 65% of the traces are removed while the connection rate of 0.7 will further
reduce 13.5% of the traces on average. Although a large proportion of traces can be
removed, we can see that more traces are calculated when the datasets have more users.
This also leads to more remaining traces. Thus, we can conclude that when more users
are involved in an ETP system, it provides better privacy protection to users.

To show the effectiveness of session similarity, we fix a user and put him in groups
with increasing sizes. We compare the size of his traceability set in a session. The sim-
ilarity degree is calculated based on ten toll sessions. Let Tr real be the user’s real trace
in the given session. Tab. 3 shows the size of the user’s traceability set and the cor-
responding posterior probabilities of his real trace. Fig. 3 depicts the changes of the
real trace’s probability before and after session similarity is explored by the adversary.
Session similarity does reduce the adversary’s uncertainty about the real trace. For in-
stance, the real trace has a probability 60% in 4 traces which is much larger than the
uniform probability 25% (see the column where the number of users is 16). It is also
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Table 2. Effectiveness of reachability and connectivity analysis

#user #initTrace
Reachability Connectivity 0.3 Connectivity 0.7

#Trace %Reduc #Trace %Reduc #Trace %Reduc

4 17 17 0% 8 53% 4 24%
6 48 48 0% 16 67% 5 23%
8 99 97 2% 25 73% 7 18%
10 1501 1387 8% 180 80% 14 11%
12 9801 9043 8% 943 83% 49 9%
14 12757 11726 8% 1175 83% 53 9%
16 234167 195750 16% 13706 78% 246 6%
18 1158788 975397 16% 61753 79% 712 5%
20 3800390 3276691 14% 189302 81% 3378 5%
22 6085206 5269807 13% 282897 82% 4268 5%

Table 3. Effectiveness of toll session similarity

#User=10 User=12 #User=14 #User=16 #User=18 #User=20

#Trace 1 2 2 4 4 9
pu(T = Tr real ) 100% 82% 82% 60% 56% 27%

clear that the datasets with more users provide better privacy protection as the size of
the traceability set grows from 1 to 9 when the group size increases from 10 to 20.

7 Conclusion and Future Work

In this paper, we presented a post-hoc analysis of users’ traceability based on toll pay-
ment information within ETP systems with central toll servers collecting anonymous
travel records. As far as we know, this has not been addressed in the literature.

We first proposed an algorithm based on Pisinger’s solution to the subset sum prob-
lem to compute traceability sets. Then we presented methods to reduce the sizes of
traceability sets using reachability and connectivity of trips. Subsequently, we specified
how to utilise users’ mobility pattern among toll sessions, i.e., session-to-session simi-
larity, to reduce the adversary’s uncertainty about users’ real traces. To improve the effi-
ciency, we have developed three optimisations. We have also implemented a prototype
to evaluate the effectiveness of our analysis on simulated user traces. The experimental
results have shown that the post-hoc analysis is effective to trace users.

There are still several ways to improve our work. First, the design of mobility datasets
has limitations. For instance, users have a fixed set of places of interest in different
sessions. This simplifies our calculation especially when checking connectivity. The
influence of similarity between user profiles is another future work. The results can help
a user to choose groups which offer him better privacy protection. Other information can
be used to further improve the effectiveness of our analysis as well, e.g., the frequency
of paths taken to a public place. So far, the prototype is only implemented to show how
effective the analysis is. We plan to further improve its efficiency.
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Abstract. An authenticated encryption (AE) scheme is a better way
to simultaneously provide privacy and authenticity. This paper presents
a new and efficient two-pass AE scheme, called SCAE, which is differ-
ent from previously proposed ones based on number theoretic problems
such as factoring and discrete logarithm problem or block ciphers. The
proposed scheme is based on coding theory and is the first AE scheme
of this type. Its security is related to the hardness of the regular syn-
drome decoding problem. The security requirement of privacy and that
of authenticity are also proved. Additionally, the performance of SCAE
is comparable to that of the other efficient schemes from the theoretical
point of view. A software or hardware implementation of the proposed
scheme is left open as future work to show its speed in practice.

Keywords: Authenticated encryption scheme, Provable security,
Syndrome decoding.

1 Introduction

Authenticated encryption (AE) schemes are symmetric cryptographic primitives
that provide simultaneous privacy and authenticity (integrity) protection for
transmitted data. They are used in popular internet protocols like SSL [19] (or
TLS [15]). The input of an authenticated encryption is the plain text, the secret
key, and some public information, called nonce. Its output consists of the cipher
text, and MAC tag, both are transmitted over an unsecured public channel to
the receiver, which has to verify the validity of this tag, being confident that
the plain text is authentic. In general, authenticated encryption systems can
be classified into two main categories: one-pass and two-pass modes. The former
provides both privacy and authenticity only in one step, while the latter requires
two steps to achieve these properties.

There exist many methods to construct AE schemes. A traditional approach
is the generic composition paradigm which consists in combining an encryption
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algorithm and a message authentication code (MAC). A detailed analysis of
such constructions is given in [8]. Such constructions are two-pass modes and
make use of two separate secret keys and hence they are however quite slow. In
addition to the previous approach, several attempts have been made to design
authenticated encryption schemes directly from dedicated block ciphers. Notable
examples in this direction include the works [24,23,26,33]. Most of these propos-
als are one-pass schemes and have been patented, causing serious problems in
their usage. For that reason, novel two-pass modes have been appeared such as
CCM [37], EAX [9], CWC [25] and GCM [2]. Like the generic compositions,
such proposals process the plain text in two stages but they require only one
key instead of two independent keys. However, these proposals are inefficient as
generic compositions. In addition to the previous methods, there exist a new
recently-developed approach to achieve AE schemes by using stream ciphers as
underlying primitives, for example Helix [17] and SOBER [31]. The AE schemes
based on this approach actually are apparently very fast compared with the pre-
vious one, but their security is a matter of opinion, because designing provably
secure and efficient stream ciphers remains a big challenge, as reported during
the eSTREAM project [1].

As far as we know, the most provably secure authenticated encryption schemes
proposed come with a rigorous proof of security via a reduction the underlying
cryptographic primitive, and there exists no reduction to the well-known prob-
lems. Therefore, it is desirable to have provably secure AE constructions, whose
security is grounded on hard problems. One of such problem is the decoding of
random linear codes, called also the syndrome decoding (SD) problem. Unlike
the number-theoretic problems such as factoring and discrete logarithm prob-
lem [35], this problem is NP-complete [10] and is believed to resist quantum
algorithms (certainly for properly chosen parameters). The fastest algorithm [6]
for solving this problem has an exponential running time. In addition to that,
SD-based systems enjoy the benefits of having fast encryption and decryption
algorithms; they only use simple operations like shifts and XORs making them
one of the promising candidates for post-quantum cryptography [11].

Our Contribution. The present work presents an efficient and provably secure
two-pass authenticated encryption scheme, called SCAE, based on coding the-
ory. To the best of our knowledge it is the first proposal of this type. Its design
is inspired from the sponge approach and its security depends on the hardness
of the regular syndrome decoding problem. Furthermore, the security proofs for
SCAE are simple and straightforward. The security requirement, privacy and
authenticity, are proved. Additionally, the proposed scheme enjoys nice compu-
tational properties. Its performance is comparable to that of the other efficient
schemes. Different parameters are also proposed for SCAE allowing a trade-off
between performance and security.

Outline. Section 2 introduces notations and basic facts about code-based cryp-
tography. Section 3 briefly explains related work. Our proposed authenticated
encryption scheme, called SCAE, is described in detail in Section 4. Its security
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proofs are given in Section 5. A short performance comparison between SCAE
and some other AE proposals, as well as concrete parameters for SCAE are pre-
sented in Section 6. Finally, Section 7 concludes and gives some future work.

2 Coding Theory Background

This section introduces notations and some backgrounds from coding theory.

2.1 Notations

|x| : the length in bits of a string x.

wt(x) : the Hamming weight of a string x,defined as the number of its non-null coordinates.

x� : the transpose of a string x.

x ‖ y : the concatenation of two strings of x and y.

X ‖ Y : the concatenation of two matrices Xand Y.

x⊕ y : the bitwise XOR of two strings x and y,having the same size.

x
$←− S : choosing an element x from a finite set S at random and assigning it to x.

Wn,w : the set of binary strings having length n and weight w.

〈z〉l : the l-bit representation of z.

dz : the decimal value of the binary string z.

2.2 Linear Codes

In general, an [n,w, k] binary linear code C is a k-dimensional subspace of an
n-dimensional vector space over a finite field F2, where k and n are positive
integers with k < n. Elements of Fn

2 are called words and elements of C are
called codewords. The integer b = n − k is called the co-dimension of C. The
weight of a word x, denoted by w = wt(x), is the number of non-zero entries
in x. If the quotient n/w is a power of two, then a word x of length n and
weight w is called regular if it consists of w blocks of length n/w, each with a
single non-zero entry. The sum of two regular words is called a 2-regular word.
A generator matrix G of C is a k × n matrix whose rows form a basis of C, .i.e.
C = {x ·G : x ∈ F

k
2}. A parity check matrix H of C is an b× n matrix, which is

defined by C = {x ∈ F
n
2 : H · x� = 0} and generates the code’s dual space.

2.3 Some Hard Problems

The security of the most code-based cryptographic primitives is related to the
hardness of the following problems.

Problem 1 (Syndrome decoding (SD)): Given a b × n random binary matrix
H, a binary vector y ∈ F

b
2, and an integer w > 0, find a word x ∈ F

n
2 of weight

wt(x) = w, such that H · x� = y.
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This problem is proven NP-complete in [27] and decades of research in coding
theory indicate that it is hard in the average case [5]. A special case of this
problem is called the regular syndrome decoding (RSD) problem, which only
has solutions in the set of regular words. This is proven NP-complete in [3], and
reads as follows.

Problem 2 (Regular Syndrome Decoding (RSD)): Given a b×n random binary
matrix H, a binary vector y ∈ F

b
2, and an integer w > 0, find a regular word

x ∈ F
n
2 of weight wt(x) = w, such that H · xT = y.

Problem 3 (2-Regular Null Syndrome Decoding (2-NRSD)): Given a b × n
random binary matrix H, a binary vector y ∈ F

b
2 ,and an integer w > 0, find a

2-regular word x ∈ F
n
2 of weight wt(x) ≤ 2w, such that H · xT = 0.

This problem has also been proven to be NP-Complete in [3]. All currently known
algorithms to solve the above problems have an exponential running time. The
most efficient one is recently presented in [6].

The most famous systems based on the SD problem, are the McEliece and
Niederreiter cryptosystems [27,29], which are equivalent from the security point
of view. The Niederreiter cryptosystem uses a parity check matrix of size instead
of a generator matrix. Its plaintext domain is Wn,w, while F

r
2 forms its cipher

text space. If plain texts contain some random padding bits, then the system is
called the randomized Niedderreiter cryptosystem [30]. This variant is the major
ingredient of our construction described later.

3 Related Work

The construction presented in this work is inspired from the sponge construc-
tion [20]1. This construction is a mode of operation, which uses random trans-
formations or permutations and a padding rule to design a mapping that takes
strings of variable length input and returns strings of variable length. This map-
ping, called a sponge function, is used to construct cryptographic primitives such
as hash functions [13,4,22], pseudo-random number generators [12], and authen-
ticated encryption schemes [14]. The main idea behind the sponge construction
is to iteratively apply the underlying permutation or random transformation
(denoted here F ), to a internal state of length b bits, called the width, which is
composed of the c-bit capacity and the r-bit bitrate (b = c+ r). All the bits of
the initial state are set to some fixed value.

In the context of cryptographic hash functions, the hashing process is de-
picted in Figure 1 and consists of two phases: the absorbing and the squeezing
phase. After applying an appropriate padding rule and splitting the message P
into r-bit chunks, i.e. P = (P1, P2, · · · , Pl), the absorbing step consists in iter-
atively processing all r-bit message chunks Pi by combining them (usually by
XOR) to the bitrate part of the internal state and then applying the underlying
permutation or transformation. Then it follows the squeezing phase, where the
bitrate parts are (may be successively extracted and) returned as blocks hi of

1 See http://sponge.noekeon.org/

http://sponge.noekeon.org/
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Fig. 1. A graphical illustration of the sponge-based hashing

the final hash value of length �, interleaved with applications of the permutation
or transformation. The number of hash blocks is determined by the user.

4 A Code-Based Authenticated Encryption

4.1 Formal Definitions

Before describing our proposal, we introduce the following definitions.

Definition 1. An authenticated encryption (short AE) scheme consists of three
algorithms Π = (G; E ;D) described as follows. Let K, M, and N be three finite
sets defining the key, the plain text, and the nonce space, respectively.

1. The key generation algorithm G is a randomized algorithm that takes as argu-
ment the empty set ∅ and outputs a keyK fromK; we denote this process as

G(∅) = K ∈ K.

2. The encryption algorithm E is a deterministic algorithm that takes a secret
key K, a nonce N and a plaintext pair M as input and returns a ciphertext
C and a tag T ; for the sake of convenience we write EK(·, ·) = E(K, ·, ·). This
process can be expressed as

EK(N,M) = E(K,N,M) = (C, T ).

3. The decryption algorithm D is a deterministic algorithm that takes a tuple
(K,N,C, T ) as input and returns a plaintextM or a fail symbol ⊥ indicating
that T is not valid and therefore the transmitted message has been modified.
As before we denote D(K, ·, ·, ·) = DK(·, ·, ·). This procedure is defined by

DK(C, T,N) =

{
M if T is valid

⊥ otherwise

The authenticated encryption scheme is said to be correct if DK(EK(N,M),
T,N)=M .



48 M. Meziani and R. El Bansarkhani

Definition 2. An authenticated encryption scheme with associated data
(AEAD) is an AE scheme, which takes an extra data (called header) H as input
together with a secret key K, a nonce N and a plaintext pair M , and produces
a ciphertext C and a tag T . Its formal definition is similar to that stated above.

4.2 The Proposed Protocol: SCAE

In what follows, we describe a construction for an authenticated scheme based
on coding theory, called SCAE, which stands for Sponge-like Code-based Au-
thenticated Encryption scheme.

The key idea behind our construction is to use the randomize-then-combine
paradigm, introduced by Bellare and Micciancio [7], inside the sponge-like con-
struction in order to obtain a code-based authenticated encryption scheme. Un-
like sponge construction, a counter is used to modify the c-bit part using XOR
operation during the encryption/decryption process.

Parameters. Consider five positive integers n, w, c and r satisfying n
w = 2α

for some α > 0, and b = w · α = r + c. To use our scheme one has to specify a

random binary matrixA of size b×n. Let K = {0, 1} b
2 be the set of possible keys.

Given these parameters, one defines an encryption function E : K × {0, 1}b →
{0, 1}b, where each E(K, ·) = EK(·) is a one-to-one transformation over {0, 1}b.
Formally, for a random secret key K ∈ K, we first define

f(y)=

w⊕
i=1

Ai[d〈yi〉α ], y = (y1, · · · , yi, · · · , yw)∈{0, 1}b s.t. 〈yi〉α∈{0, 1, . . . , 2α−1}, (1)

where Ai[j] ∈ F
b for j ∈ {0, 1, . . . , 2α − 1}, are the columns of a random binary

matrix A of size b × n. The integer values d〈yi〉α indicate which columns of A
have to be combined using the bitwise XOR-operator.

Fig. 2. An graphical illustration of the core function f used to build EK
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Fig. 3. A schematic diagram of the proposed authenticated encryption scheme

Now we define our encryption functions as

EK(z) = f((K|z1)⊕ f(z2|K)), z = (z1, z2) ∈ {0, 1} b
2 × {0, 1} b

2 . (2)

Remark 1. We emphasize that the function f is similar to that of the mapping
g firstly introduced in [21] and recently modified in [28].

Description of SCAE: A graphical illustration of SCAE is shown in Figure 3
including the following conditions on nonces and tags.

Nonces. Like other authenticated encryption schemes, our proposal uses
a nonces N of length r bits, which is required for the encryption and de-
cryption process. Each nonce should be non-repeating and selected by the
party who want to encrypt. Every new message is associated with a single nonce.

Tags. The tag is an c-bit string and consists of a number of unknown ”local”
tags having the same length. By trivial means, it implies that the probability to
forge a valid ciphertext has to be 2−c.

Our construction consists of the following steps:

• Key Generation: Select randomly a secret key K of length b/2 bits from K,
and binary random matrix A of size b× n to construct the encryption func-
tion EK(·) defined by equation (2). The key K is then secretly transmitted
to two parties who want to encrypt and decrypt in order to authenticate
their messages, while the matrix A is made public.

• Encryption: To encrypt a plaintext M ∈ {0, 1}∗ using key K ∈ {0, 1} b
2

and nonce N ∈ {0, 1}r, obtaining a ciphertext C and a tag T , do the

following. Let � = � |M|
r �, and denote M = (M1, · · · ,M�) the message to be

encrypted. If |M�| < r then prepend one ”1” followed by r − |M�| zeros to
M� to obtain an r-bit block. As in the sponge construction, initialize the
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Input: M = (M1, · · · ,M�) , N , K
Output: C = (C1, · · · , C�) , T
(I, J) ← EK(0b) // |I| = r, |J | = c
C0 ← N
for i ← 1 to �

do

{
(L,Bi) ← EK (Ci−1 ⊕ I ‖ 〈i〉c ⊕ J)
Ci ← L⊕Mi

(L,B�+1) ← EK (C� ⊕ I ‖ 〈�+ 1〉c ⊕ J)
T ← B1 ⊕B2 ⊕ · · · ⊕B�+1

Fig. 4. The SCAE encryption algorithm

Input: C = (C1, · · · , C�) , T , N , K
Output: M = (M1, · · · ,M�) or ⊥
(I, J) ← EK(0b) // |I| = r, |J | = c
C0 ← N
for i ← 1 to �

do

{
(L,Bi) ← EK (Ci−1 ⊕ I ‖ 〈i〉c ⊕ J)
Mi ← L⊕ Ci

(L,B�+1) ← EK (C� ⊕ I ‖ 〈�+ 1〉c ⊕ J)
T ′ ← B1 ⊕B2 ⊕ · · · ⊕B�+1

if T ′ = T
then Output M = (M1, · · · ,M�)
else Output ⊥

Fig. 5. The SCAE decryption algorithm

system with 0b at the beginning. Compute (I, J) = EK(0b) with |I| = r
and |J | = c. For i = 1, · · · , �, produce ciphertexts Ci as follows: C0 = N ,
(L,Bi) = EK (Ci−1 ⊕ I ‖ 〈i〉c ⊕ J), and Ci = L ⊕ Mi, where |L| = r and
|Bi| = c. Then compute (L,B�+1) = EK (C� ⊕ I ‖ 〈�+ 1〉c ⊕ J). Finally,
compute a tag T = B1 ⊕ B2 ⊕ · · · ⊕ B�+1. The ”local” tags B1, · · · , B�+1

are never made directly visible to the attacker, but only their XOR-sum is
returned. Figure 4 algorithmically illustrates the encryption procedure.

• Decryption and verification: Given C = (C1, · · · , C�), T and N , the re-
ceiver knowing the secret key K executes the following in order to re-
cover plaintext M = (M1, · · · ,M�). First compute (I, J) = EK(0b) with
|I| = r and |J | = c. Then for i = 1 to �, do the following: C0 = N ,
(L,Bi) = EK (Ci−1 ⊕ I ‖ 〈i〉c ⊕ J), and Mi = L ⊕ Ci, where |L| = r and
|Bi| = c. Then compute (L,B�+1) = EK (C� ⊕ I ‖ 〈�+ 1〉c ⊕ J). To verify
whether the received tag T is valid, compute T ′ = B1 ⊕ B2 ⊕ · · · ⊕ B�+1.
If T and T ′ match, then accept the plaintext M = (M1, · · · ,M�), otherwise
output a fail symbol ⊥ indicating that the message is not authentic. The
whole decryption/verfication process is presented in Figure 5.
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Extending SCAE into SCAE with Associated Data (SCAE-AD): The
above described construction can be easily converted into SCAE with Associated
Data (SCAE-AD). This can be achieved by applying the generic conversions
proposed in [34]. The main idea in [34] briefly works as follows: the first step
consists in constructing an SCAE scheme with arbitrary length nonces (denoted
here SCAE+) from the original SCAE by using a collision resistant hash function
h : {0, 1}∗ → {0, 1}r, whose output length is r bits. The security of SCAE+

is directly reducible to the security of SCAE. The second step is to convert
the resulting SCAE+ into SCAE-AD by replacing (N,H) in SCAE-AD by the
combination N ‖ H in SCAE+. As pointed out in [34] the only problem in this
conversion is to find a collision hash function outputting hash values of length r
bits. To fix this issue, one can use, for instance the SHA-3 finalist Keccack hash
function [13], to produce the desired hash length.

5 Security Analysis of SCAE

This section discusses the security analysis of our SCAE from both theoretical and
practical points of view.We first give the formal definitions of privacy and authen-
ticity, then we state the main assumptions needed to prove the security of SCAE.

5.1 Security Notions

An authenticated encryption is designed to provide two security goals: pri-
vacy and authenticity. Following the security model in [32], these notions
are formally defined as follows. An adversary A as a probabilistic algo-
rithm having access to an encryption oracle EK(·, ·) selects nonce-message
pairs (N1,M1), · · · , (N q,M q) and obtains the corresponding ciphertexts Ci =
(Ci, T i) = EK(N i,M i), i = 1, · · · , q. The adversary must be nonce-respecting
meaning that it is not allowed to repeat a nonce in its queries to the encryption
oracle, i.e., N i �= N j, for all i �= j. In order to attack the privacy notion, A
is either given access to the real encryption EK(·, ·), or to a fake oracle O(·, ·),
that take as input (N i,M i) and output random ciphertexts O(N i,M i) having
the same length as the real ciphertexts (Ci, T i) = EK(N i,M i). The attacker
has to make a distinction between both oracles. Formally, this can be defined as
follows. An authenticated encryption Π is said to be ε-privacy secure, if for all
nonce-respecting adversaries A, it holds

Advpriv
Π = Pr[K

$←− K|AE(·,·)
K (·) = 1]− Pr[AO(·,·) = 1] ≤ ε (3)

In an authenticity attack, the adversary A first asks queries (N1,M1), · · · ,
(N q,M q), obtains the corresponding ciphertexts Ci = (Ci, T i) = EK(N i,M i),
and finally constructs a ciphertext C and a nonce N . It is said to successfully
forge if C /∈ {C1, · · · , Cq} and DK(C) is valid. This can be formulated as fol-
lows. An authenticated encryption Π is said to be ε-authenticity secure, if for all
nonce-respecting adversaries A, it holds

Advauth
Π = Pr[K

$←− K|AEK(·,·) outputs a forgery] ≤ ε (4)
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5.2 Cryptographic Assumptions

We state our complexity assumptions below.

Assumption 1: For properly chosen parameters (n,w, b) there is no polynomial
time algorithm which can distinguish the underlying b× n binary matrix from a
random matrix of the same size with non-negligible probability.

The second assumption states that it is hard to solve an instance of the
(regular) syndrome decoding problem when the parameters (n,w, b) are chosen
properly.

Assumption 2: The Regular Syndrome Decoding problem with parameters (n,w, b)
is hard for every polynomial time algorithm.

Remark 2. The first assumption is trivially fulfilled as we use random linear codes,
rather restricted families like Goppa codes for an efficient decoder is known, and
whose parity check (or generator)matrices can be distinguished from random ones
as demonstrated in [16]. These two assumption have been used as a basic build-
ing block of security of several code-based schemes such as Fisher-Stern’s pseudo-
random number generator [18], and Stern’s identification scheme [36].

Next we specify some properties that the core encryption function EK fulfils.

5.3 Some Properties of EK

The underlying encryption function enjoys some interesting features:

1. Security reduction. Consider the encryption function EK defined earlier.

EK(x) = f((K|x1)⊕ f(x2|K)), x = (x1, x2) ∈ {0, 1}
b
2 × {0, 1}

b
2 , K ∈ {0, 1}

b
2 .

We want to show that EK(x) for some x ∈ {0, 1}b can be rewritten as
A · y�, where y is an unknown regular word derived from x and K. To
this end, let A = A1| . . . |Aw, where Ai is a binary random submatrix of
size b × 2α. For y = (y1, . . . , yw), f(y) =

⊕w
i=1 Ai[d〈yi〉α ]. Thus, we can

associate y with a value t whose decimal notation is (t1, . . . , tw) such that
ti = (yi + 1)+ (i− 1)2α. The reverse transformation of y to t is obtained by
ti ≡ yi− 1 (mod 2α), for i = 1, · · · , w. By doing so, one can straightforward
check that A·t� = f(y). Since EK is a function of f , we conclude that EK(x)
can be rewritten as product of A by a regular word sx,K coming from x and
K, i.e., EK(x) = A · s�x,K . Hence the hardness of inverting x → EK(x) is
reducible to the hardness of solving an instance of the regular syndrome
decoding problem. As shown in [28], the running time of all the best-known
algorithms (including the fastest one proposed recently in [6]) for inverting
f (and also implicitly EK) is still exponential.

2. Pseudorandomness.Here, we want to show that the function EK , whereK
is random, is pseudorandom, meaning that its outputs are indistinguishable
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from random string. To do so, it is sufficient to prove that the output f(x)
is pseudo-random for some uniformly random input x. This indeed follows
from the fact that x → f(x) can be regarded as A · y�x , where yx is random
regular word corresponding to x, as shown previously. Consequentially, if
some fixed part of yx is made random then we obtain an instantiation of the
randomized Niederreiter’s system [30]1, where the plaintext space is the set
of all regular words of length n and weight w. Thus, as in [30], assuming
that the above assumptions hold, we conclude that the ciphertexts f(x), for
some randomized input x, are pseudorandom. Therefore the function EK is
also pseudorandom, as it calls f as subroutine.

5.4 Security Arguments

Now we present theorems showing that our protocol is secure in the sense that it
provides the privacy and authenticity property. For doing so, as explained before
we consider a chosen plaintext scenerio attacks, where an nonce-respecting adver-
sary A chooses q queries of nonce-message pairs (N1,M1), · · · , (N q,M q), where

M i = (M i
1, · · · ,M i

�i
), N i = Ci

0 for i = 1, · · · , q and t =
q∑

i=1

�i, and gets the corre-

sponding ciphertexts (C1, T 1), · · · , (Cq, T q), with Ci = (Ci
1, · · · , Ci

�i
). Further-

more, we call an ”inner” collision for SCAE each pair of inputs (X i
k−1, X

j
k−1) that

are equal, i.e., X i
k−1 = Xj

k−1, where 1 ≤ i < j ≤ q, k ∈ {1, · · · ,min{�i, �j}}, and
X i

k−1 is defined byX i
k−1 = (Ci

k−1⊕I, k⊕J). By definition, we haveX i
k−1 = Xj

k−1

implies Ci
k−1 = Cj

k−1.
Based on this definition, we now state the following Lemmas, which will help

us to prove the security of our proposal.

Lemma 1. Let denote EK(x) = (y, z), and EK(x′) = (y′, z′), where x, x′ ∈
{0, 1}b, y, y′ ∈ {0, 1}r, and z, z′ ∈ {0, 1}c. The probability to have y = y′ provided
that x �= x′ is approximately equal to 2−

r
3.3 .

Proof. As mentioned above, EK(x) can be rewritten as product of a b×n random
binary matrix A by a regular word sx,K coming from x and K, i.e., EK(x) =
A · s�x,K . Having x �= x′ such that y = y′ can be interpreted as a solution of an
instance of the 2-NSRD problem with parameters (n,w, r). As shown in [3], the
success probability to find this solution roughly amounts to 2−

r
3.3

�

Lemma 2. For the authenticated encryption SCAE based on the function EK(·),
the probability to produce an inner collision by a nonce-respecting adversary mak-

ing q queries is upper bounded by (q−1)t

2
r

3.3
.

Proof. It is clear that for k = 0 there is no inner collision due to Ci
0 = N i �=

N j = Cj
0 (nonce-respecting assumption). Hence, we consider k ≥ 1. We want to

prove that if X i
k−1 �= Xj

k−1, then Pr[X i
k = Xj

k] ≤ 2−
r

3.3+1. Indeed, we have

1 The proofs given for the randomized Niedderreiter’s cryptosystem are inspired
from [18] under the same assumptions we use in this paper.
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Pr[Xi
k = Xj

k] = Pr[Ci
k = Cj

k]

= Pr[Li ⊕ Mi
k = Lj ⊕ Mi

k]

= Pr[(Li ⊕ Mi
k = Lj ⊕ Mi

k) ∩ (Mi
k = Mi

k)] + Pr[(Li ⊕ Mi
k = Lj ⊕ Mi

k) ∩ (Mi
k = Mi

k)]

= Pr[Li = Lj ] + Pr[(Li ⊕ Mi
k = Lj ⊕ Mj

k) ∩ (Mi
k = Mj

k)]

= Pr[Li = Lj ] + Pr[(Li ⊕ Lj = Mi
k ⊕ Mj

k) ∩ (Mi
k = Mj

k)]

where Li and Lj are defined by (Li, Bi
k) = EK

(
X i

k−1

)
and (Lj, Bj

k) =

EK

(
Xj

k−1

)
. Since X i

k−1 �= Xj
k−1, applying Lemma 1 delivers

Pr[Li = Lj ] ≈ 2−
r

3.3

On the other hand, the term Li⊕Lj is approximately uniformly distributed over
{0, 1}r. Thus the probability to successfully get Li ⊕ Lj = M i

k ⊕M j
k is at most

1
2r . i.e.,

Pr[(Li ⊕ Lj = M i
k ⊕M j

k) ∩ (M i
k �= M j

k)] ≤ 2−r

Consequently, we obtain

Pr[X i
k = Xj

k] ≤ 2−
r

3.3 + 2−r ≤ 2−
r

3.3+1

Furthermore, there exit (q−1)t
2 triples (i, j, k) with 1 ≤ i < j ≤ q and k ∈

{1, · · · ,min{�i, �j}}. Thus the probability to find at least a colliding triple is less

that equal (q−1)t
2 · 1

2
r

3.3
−1 = (q−1)t

2
r

3.3

�

From the previous Lemma we derive the following theorems.

Theorem 1 (Privacy property). The SCAE scheme based on the function
EK(·) is ε-privacy secure, against all nonce-respecting adversaries, where ε =
(q−1)t

2
r

3.3
, i.e.

AdvprivSCAE ≤ (q − 1)t

2
r

3.3
(5)

Proof. If there exist no inner collisions, then all the inputs of EK(·) are distinct,
and due to the pseudo-randomness property of EK(·), the corresponding outputs
are indistinguishable from random bit sequences. That means, the distribution
of the outputs from the ”real” encryption and the fake oracle are equal, and
to differentiate the two oracle, a nonce-respecting adversary has to find an in-

ner collision, which occurs with a probability upper bounded by (q−1)t
2r+1 . This

demonstrates our claim.
�

The next theorem states the security argument of our proposal regarding the
authenticity property.
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Theorem 2 (Authenticity property). The SCAE scheme based on the func-
tion EK(·) is ε-authenticity secure with respect to all nonce-respecting adver-

saries, where ε = (q−1)t

2
r

3.3
+ 1

2c , i.e.

AdvauthSCAE ≤ (q − 1)t

2
r

3.3
+

1

2c
(6)

Proof. It is sufficient to prove that without having inner collisions the upper
bound of success probability of forging a plaintext is 1

2c . We will use the same
notations as before. By construction, an adversary is given the following system
of linear equations defined over {0, 1}c⎧⎪⎪⎪⎨⎪⎪⎪⎩

T 1 = B1
1 ⊕B1

2 ⊕ · · · ⊕B1
�1

T 2 = B2
1 ⊕B2

2 ⊕ · · · ⊕B2
�2

. . . . . . . . . . . . . . .

T q = Bq
1 ⊕Bq

2 ⊕ · · · ⊕Bq
�q

Where T i are known, while Bi
k (i = 1, · · · q; k = 1, · · · �i) are unknown and

uniformly distributed independent numbers in {0, 1}c because of the pseudo-
randomness of EK and the absence of inner collisions. In addition to that,
the values Bi

1 are statistically independent because all N i are different (nonce-
respecting assumption), and therefore all q equations are linearly independent. In
a forgery attack, an adversary is said to be successful if he could build (N,C) and
a tag T with N = C0 and C = (C1, · · · , C�) meeting the following conditions:

C �= Ci, ∀i ∈ {1, · · · , q} (7)

T = B1 ⊕B2 ⊕ · · · ⊕B� (8)

In order to prove the claimed theorem it is sufficient to show that the equa-
tion (8) is linearly independent from all the equations given above. As a result,
the value of T should be a random number in {0, 1}c, and therefore the proba-
bility to correctly guess it equals to 1

2c . This amount to proving that the sum of
equation (8) with any subsystem derived from the above equations will certainly
contain a set of unknowns variables Bk or Bi

k. We have to consider two cases:

– If X0 �= X i
0, ∀ 1 ≤ i ≤ q, then B1 will not vanish and thus the claimed

assumption holds.
– For the sake of simplicity, suppose that X0 = X1

0 . In this case, we get
C0 = C1

0 , which implies B1 = B1
1 (by construction). Consequently, the sum

of T with T 1 (denoted by S) becomes

S = T ⊕ T 1 = (B2 ⊕ · · · ⊕B�)⊕ (B1
2 ⊕ · · · ⊕B1

�1). (9)

In general, if Xk = X1
k for some k, the values Bk = B1

k will be disappeared
from S. In the contrary case, to determine S, we have to count the number
of Bk and B1

k provided that Xk �= X1
k by defining the following set:

Λ = {Xk s.t. Xk �= X1
k}2≤k≤� ∪ {X1

k s.t. Xk �= X1
k}2≤k≤�1 (10)
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By doing so, the equation (9) becomes S = T ⊕ T 1 =
⊕

λ∈Λ λ.
Obviously the set Λ is non-empty because C �= Ci, and therefore for i > 1
adding T i to S will insert a value T i

1 , which cannot be canceled out. This
proves our claim about the linear independence of the equation (8) from all
the equations listed above.

�

6 Performance and Comparison

Estimated Cost for Evaluating EK . Computing EK(x) for some x ∈ {0, 1}b
requires two evaluations of the function f plus one XOR-operation. The
evaluation of f can be done only by XORs. Indeed each call of f needs w − 1
XORs of bit strings of length b bits, which in total results in (2w − 1)b binary
xor-operations to calculate EK(x). This quantity does not depend on n. So for
small values of w and b we will theoretically get a high performance in our
construction. For instance, using w = 32, and b = 256, one evaluation of EK

requires about 214 binary operations. Note that one can decrease the number of
binary operations needed to evaluate EK by xoring w

2 columns of matrix A in
advance. Actually, the knowledge of K (by the communicating parties) allows to
compute the XOR-sum of w

2 columns selected from sub-matrices Aw
2
, . . . , Aw,

respectively. That implies that, the overall complexity for evaluating EK

becomes (3w2 − 1)b instead of (2w − 1)b. In addition, this complexity could
be further decreased in practice due to the incremental property of the core
function f . If an input x is slightly modified to a new input x′, then it should
be quickly to produce the output of the modified message x′. This is done
by computing the new output, z′, from the old output value z in contrast to
conventional functions that have to recompute the the new output, z′, from
scratch, which requires a longer time.

A Short Comparison with Some Other AE Schemes. Table1 gives a
brief overview on basic features of SCAE compared to some other proposals. As
we can see, in particular, the theoretical cost (measured by the number of the
underlying function calls) required to handel a |M |-bit plaintext approximately

amounts to � |M|
b �+2. As a result, SCAE runs at the same speed as OCB mode,

and only is a bit slower than remaining schemes. Furthermore, SCAE possesses
smaller and correlated tags and nonces, allowing a trade-off between the security
and the performance in contrast to OCB, EAX, and GCM.

Concrete Parameters. The main parameters of SCAE depend on α and w be-
cause of b = wα, n = w2α, and b = r + c. Adjusting these two parameters allows
to trade off performance versus security. As shown earlier, the security of SCAE
is related on the hardness of two problems: the RSD and the 2-NRSD problem.
Inverting the core function f implies solving an instance of RSD with parameters
(n,w, b), while the level of privacy and authenticity is related to the hardness of
solving an instance of RSD with parameters (n,w, r) and the parameters c. As
a result, to get good privacy and authenticity, we have to carefully select α and
w. Table 2 presents different parameters for our proposal including the tag size,
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Table 1. A comparison of basic characteristics of SCAE with some other schemes. The
input size of the underlying block cipher or pseudo-random function (PRF) is equal to
b bits while the tag length is c bits with c < b. The cost is given in terms of the number
of the underlying block cipher or PRF calls. In order to get a reasonable comparison,
the costs given here for EAX, OCB, and GCM modes do not include the cost to process
the associated data (AD).

With AD Tag size Nonce size repeating nonce Verify-Then-Decrypt Cost
c (bits) r (bits)

EAX [9] yes ≤ b any no yes � |M|
b
� + 1

OCB [33] yes ≤ b b no no � |M|
b
� + 2

GCM [2] yes ≤ b any yes no � |M|
b
� + 1

SCAE no ≤ c ≤ b− c no no � |M|
b

�+ 2

Table 2. Some concrete parameters for SCAE. The security levels are estimated ac-
cording to the best known attack [6] .

Parameters Tag size Nonce/Block size # Queries # Blocks Upper bound Upper bound Complexity of
(n,w, b) c (bits) r (bits) q t for priv. for auth. solving
b = r + c ≈ qt

2
r

3.3
≈ qt

2
r

3.3
+ 1

2c
RSD(n,w, b)

16 240 210 216 ≈ 2−46 ≈ 2−16

(8192, 32, 256) 32 224 210 232 ≈ 2−25 ≈ 2−25 90
64 192 210 230 ≈ 2−18 ≈ 2−18

16 368 210 216 ≈ 2−85 ≈ 2−16

(8192, 48, 384) 32 352 220 232 ≈ 2−64 ≈ 2−32 120
64 320 220 264 ≈ 2−12 ≈ 2−12

16 496 240 216 ≈ 2−94 ≈ 2−16

(8192, 64, 512) 32 480 240 232 ≈ 2−73 ≈ 2−32 200
64 448 240 264 ≈ 2−31 ≈ 2−31

the nonce/block, and the upper bounds for privacy and authenticity as a function
of the number of queries and blocks. Note that the upper bound on the plaintext
length for SCAE is r(2c − 3) bits, which approximately gives 2c blocks .
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7 Conclusion

In this paper, we presented a new two-pass authenticated encryption scheme,
called SCAE, based on linear codes. This is the first proposal of this type. The
security of the scheme is based on the hardness of a variant of the syndrome
decoding problem. The privacy and authenticity properties are proved in the
sense of information-theoretical context. In addition to that, the performance of
our proposal is comparable to that of the other existing work, such as OCB and
EAX, from the theoretical point of view. A software or hardware implementation
of the proposed scheme is left open as future work to show its speed in practice.
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Abstract. Innovation in sensors and pattern recognition technologies impacts 
on our society. Recent improvements in capturing techniques allow for the ap-
plication of high-resolution contactless image sensors to the lifting of latent fin-
gerprints, potentially replacing classical contact based techniques such as pow-
dering and sticky tape lifting in the future. This technology might help police 
authorities to identify criminals, but it also poses privacy concerns due to its 
ability to capture large amounts of fingerprints. Therefore, one has to give spe-
cial consideration to data privacy management. One way of promoting data pri-
vacy could be to determine the age of fingerprints in advance and to not capture 
fingerprints left at times irrelevant for a crime. Another way could be to deter-
mine the age of fingerprints in parallel to the investigation and securely delete 
fingerprint data as soon as it is found to be of age different to the crime. To this 
end, we explore the possible future technology of fingerprint age determination 
and its use for data privacy protection in a repressive application scenario at the 
crime scene as well as a preventive one at the airport. This will be analyzed 
from a technical-legal point of view in order to promote legal criteria of the 
German and European privacy and data protection laws. 

Keywords: Data protection, data minimization, fingerprint age determination, 
privacy by design, digital fingerprint collection, legality of technology. 

1 Introduction 

Data privacy protection is an essential requirement in many countries for working 
with personal data [1]. Especially the capturing, storage and processing of latent fin-
gerprints, which is a widely accepted technique in the scope of criminal investiga-
tions, is subject to many laws and regulations. In recent years, common fingerprint 
enhancement and lifting techniques have been extended and might even be replaced 



62 R. Merkel et al. 

in the future by modern contactless optical and non-invasive capturing devices, allow-
ing for higher resolutions and faster, semi-automated fingerprint acquisition [2-3]. 
Such new techniques impact the practical police work in many different ways. One of 
the major advances of such new contactless scanners can be seen in the age determi-
nation of fingerprints, specifying the time a print has remained on an object before 
being lifted by a forensic expert. Recent work [4-5] has shown promising tendencies 
to finally solve this long researched challenge. The method would add very important 
information to the investigation of crimes, while at the same time offers numerous 
new possibilities to enhance the privacy protection of fingerprints in daily police 
work, in comparison to previous manual lifting, storing and processing methods. 

In general, police work is divided into two types: repressive and preventive (see 
Article 70 of [6]). Repressive police work describes the investigation of committed 
crimes and contactless fingerprint lifting techniques might be applied here by deter-
mining the age of a fingerprint from a crime scene prior to its complete capture, al-
lowing for a pre-selection of traces. Preventive application scenarios are designed to 
prevent crimes and are represented here using the example of an airport luggage 
handling use case [7]. It proposes the identification of suspicious luggage directly 
before being loaded onto the aircraft using age determination. If the age of a print is 
younger than the check-in time of the luggage owner, the print can be considered 
suspicious and the luggage is investigated in more detail. Contactless fingerprint 
scanners might allow for the acquisition of such large amounts of prints in the near 
future and therefore would enable the general application of preventive scenarios. 

The contribution of this paper can be seen in the following points: 

• We investigate the implications of contactless, non-invasive fingerprint age de-
termination to promote data protection laws using the example of Germany and 
the EU. 

• We distinguish between two exemplary use cases, which are a repressive crime 
scene investigation and a preventive airport luggage handling scenario [7] and 
discuss the different implications of such cases. 

• We introduce possible methods to use fingerprint age determination for the signif-
icant enhancement of data privacy management of latent fingerprints and discuss 
their limitations. 

• We point out where additional laws are required to adjust the legal system to the 
new technological advances, especially for preventive application scenarios. 

The remainder of this paper is structured as follows: In section 2, a brief overview 
over current age estimation proposals and the general potential of such technique in 
the near future is given, followed by a summary of existing legal aspects of classical 
fingerprint lifting techniques concerning data privacy (section 3). Section 4 gives an 
overview over common principles for the work with personal data and the design of 
new technologies, derived from the German data protection law [8]. Privacy im-
provements, which might be achieved using age estimation of fingerprints, are sug-
gested and discussed in section 5 and are put into context of the data protection prin-
ciples of section 4. Section 6 concludes the paper and summarizes subjects of future 
work. 
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2 Current Proposals and General Possibilities of Fingerprint 
Age Determination 

The age of a latent fingerprint might be described as the time which has passed from 
the initial application of the print until its lifting by forensic experts. The determina-
tion or at least estimation of such age can provide many benefits to a forensic investi-
gation, such as the determination of the sequence in which certain events took place 
or the sequencing of overlapped fingerprints [9]. However, most important  
are its implications to the realization of data protection laws, since the age of a finger-
print provides information whether the print is related to a certain time period of in-
terest (e.g. the time of a crime). Fingerprints laid at other times should not be lifted or 
identified. 

Solving the challenge of determining a fingerprints age is therefore very attractive 
to forensic investigators since several decades and substantial efforts were made to 
solve it, such as [10-14]. Despite such efforts, no reliable age estimation schemes 
could be developed. Main reasons seem to lie in the complex network of influences 
on the aging process (e.g. sweat composition, environmental impact, different surfac-
es, application characteristics or scan settings), which lead to a high variability in the 
aging tendency [4]. Furthermore, the often contact-based lifting techniques (e.g. 
sticky tape lifting) and pre-treatment with different substances (such as powdering, 
ninhydrine bathing or cyanoacrylate fuming) often destroy or at least heavily alter the 
fingerprint in a physical way as well as change its chemical composition. Such me-
thods prevented the creation of time series, which can capture a fingerprint in regular 
intervals over a certain time period and would enable the systematic investigation of 
characteristic changes when aging. 

In recent years, significant improvements were achieved in the area of non-
invasive image sensors, such as surface measurement devices, microscopes or spec-
troscopes. Such improvements create a new potential for the age determination, since 
they allow for a systematic investigation of fingerprint changes when aging using 
time series. Chemical changes are investigated in [15-16] using spectroscopy, com-
plemented by the examination of changes in the fingerprint image contrast using a 
Chromatic White Light (CWL) sensor [4], leading to a first classification of finger-
prints into two well defined time classes. Additional time classes, features and images 
sensors are also possible and are currently investigated. 

Taking into account that the presented conditions are based on first investigations 
and that many more aging features, image sensors and fusion approaches are currently 
explored, we assume the following conditions to be possible already or realistic for 
the near future (but are not yet applied to practical crime scene investigations): 

1) The age estimation of latent fingerprints (full, partial or smeared) with the mini-
mum scan settings of a measured area of 4 x 4 mm and a dot distance of 20 µm is 
already possible to a certain extend [4], leading to a classification accuracy of  
70 - 80% for a separation of fingerprints into those younger as or older than  
five hours. Such settings can depict approximately 9 - 11 fingerprint ridges  
with a maximum length of about 4 mm and are therefore not sufficient for an  
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identification of the print, according to dactyloscopic experts from our research 
partner from the  State Police Office. In the near future, such age estimation ap-
proach is expected to be applicable to specific, application-dependent time inter-
vals with an increased accuracy (which is unlikely to reach 100%, but provides a 
certain degree of reliability). 

2) The capturing time of a single fingerprint is less than three minutes in [4]. Due to 
the creation of time series of ten temporal samples, with a time offset of one hour, 
the total processing time is approximately 10 hours. However, such procedure is 
not optimized yet and age estimation times of a few minutes up to a few hours are 
expected in the near future, with the ability of several fingerprints being processed 
in parallel (according to [4], up to 20 fingerprints can be processed in parallel at 
this point in time using a single capturing device, if they can be fitted to the mea-
surement table).  

3) Fingerprint age estimation was performed in [4] for an indoor crime scene and the 
fingerprint aging behavior was investigated for ten different surfaces in [4] and [5] 
(glass, veneer, scissor blade, car door, mobile phone, socket cover, smooth furni-
ture surface, 5 Euro-Cent coin, CD-case and hard disk platter). In the near future, 
application scenario specific age estimation approaches are expected, determining 
the age of fingerprints under specific environmental conditions (e.g. indoor vs. 
outdoor) and for different surface types. 

4) Time spans of up to 24 hours were examined in [4] for the age estimation. How-
ever, preliminary tests show changes in the fingerprint contrast over at least one 
year and possibly longer, which might be used in future work to estimate a finger-
prints age also for several weeks, month or years. 

5) Additional image sensors capturing physical as well as chemical fingerprint traits 
are currently investigated and are expected to lead to a combined age estimation 
approach. Consequently, age estimation should not be seen as a sensor specific 
technique, but rather as independent from the underlying contactless fingerprint 
scanner. 

3 Existing Legal Aspects of Classical Fingerprint Lifting  
and Processing 

This section describes the existing legal aspects of protecting personal data, which 
apply to all types of fingerprint lifting techniques, from common methods of chemical 
or physical enhancement and subsequent sticky tape lifting or photographing to mod-
ern high-resolution, contactless capturing devices. It furthermore applies to all types 
of applications, in repressive as well as preventive scenarios. The specific legal re-
quirements for data protection in the police sector are different from country to coun-
try. However, the results presented in this paper for the Federal Republic of Germany 
are also useful for other European countries since there are common legal traditions in 
the European Union (EU). 

In Germany, the Data Protection Act [8] is the most important law protecting the per-
sonality of citizens. Furthermore, article 1(1) and 2(1) of the German constitution [6] 
proclaim the so-called right to “informational self-determination”. Whenever there is a 
deep impact on the personality of individuals, one has to apply the legal principles of the 
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Data Protection Act in a strict way. In particular, the Act is divided into three parts: a 
general part, one for the public sector and one for the private sector. The police is part of 
the public sector. In its general part and the specific parts the Act defines the principles of 
data protection. For our assessment, the following principles of the Data Protection Act 
are relevant: system suitability (§ 4), use limitation (§§ 13 and 14), data security (§ 9), 
transparency and accountability (§§ 4, 4d - 4g, 6 and 19 - 21), data minimization (§§ 3a 
and 6a), false hit rate (§§ 3a, 6a and 20) as well as distinction between individuals (§ 3a). 

Concerning other European countries, there are similar data protection requirements. 
The EU has recognized the “right to data protection” in Article 8 of the European Fun-
damental Rights Charter [17]. There is a European law on this fundamental right planned, 
which will harmonize the police law in a few years’ time. Currently, there is a draft law 
on data protection in the police sector [18]. This law specifies the same principles as the 
German Data Protection Act: system suitability (Article 7), use limitation (Article 4(b)), 
data security (Article 27), transparency and accountability (Articles 10 - 16 and 18), data 
minimization (Article 19), false hit rate (Articles 4(d), 9 and 19) as well as distinction 
between individuals (Articles 5 and 6). This law is comparable to the German Data Pro-
tection Act and will harmonize the law across the EU. Therefore, the results in this paper 
do not only apply to Germany, but also to other EU countries. 

For fingerprint scanning devices, technology designers have to apply the principles of 
the data protection laws in a strict way because the devices pose several specific risks for 
the fundamental rights. Fingerprints contain sensitive data about an individual’s health and 
ethnic origin and they are uniform personal identifiers that can be used to connect several 
databases. There is a risk of statistic errors when comparing biological characteristics as 
well as erroneous operation of the fingerprint system by police officers and other 
operators. Senior police officers could urge parliaments to pass laws to use the system for 
punishing minor offences or taking measures against non-criminals like witnesses, contact 
persons, etc. This risk is often referred to as function creep. Apart from that, there is also 
the risk of procuring and using a scanning system of a producer who only pretends to have 
applied the data protection principles. There is also the risk of attacks on the fingerprint 
system which belongs to the field of IT security. Finally, the technology designers need to 
apply the data protection principles in a strict way to prevent disproportionate follow-up 
police measures, such as arresting individuals without reasonable suspicion. 

Whenever a police uses technology that poses specific risks for fundamental rights, 
the law requires the legislator to enact a legal basis that gives the police specific 
instructions on how to use such technology, concretizing the Data Protection Act. In 
the scope of this paper, we discuss two examples of such regulations for the Federal 
Republic of Germany. This is sufficient because the specific regulations are of rather 
legal interest and have only few impact on the technology design. The main impact 
can be seen in the legal principles outlined earlier, which are comparable to those of 
other EU countries. The examples of regulations used in this paper are the German 
Code of Criminal Procedure [19] and the different state police laws of Germany (e.g. 
[20]), which regulate the collection of personal data. While the federal government of 
Germany is responsible for the instructions concerning repressive police work, the 
federal states are responsible for the respective preventive part. This requires two 
different types of laws regulating the use of fingerprint scanners, one for its use at the 
crime scene, and another one for its use at the airport. 
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For the repressive scenario of lifting fingerprints at crime scenes, §§ 163(1) and 161 of 
the German Code of Criminal Procedure [19] are relevant, which state: “The authorities 
and officers of police service must explore crimes and give orders […] to prevent the 
affair from becoming obscure,” respectively, “the public prosecutor has the power […] to 
conduct on his own or make authorities and officers of the police service conduct 
investigations of all kind.” However, it is important to mention that the legal basis needs to 
be specified. §§ 163(1) and 161 do not give specific details about the semi-automated, 
contactless capture of fingerprints. This is due to the fact that the legislator enacted §§ 
163(1) and 161 considering classical, manual methods of fingerprint collection. Hence, it 
is unclear whether or not §§ 163(1) and 161 are specific legal bases on how to use 
contactless fingerprint scanners. However, both paragraphs do not only allow, but also 
require police officers to acquire all information relevant for the investigation of the crime. 
This applies also to the age of fingerprints, if it provides additional information for solving 
the crime and if the corresponding evaluation methods exist. 

For the specific instructions concerning preventive police work, the police laws of 
the 16 federal states regulate the collection of personal data. For example, the police 
law of Hesse provides in § 13(1) [20]: “The police authorities may collect personal 
data to fulfill their tasks if it is necessary to prevent a danger […]”. The use of 
fingerprint scanners in a preventive airport scenario seems to have no legal 
regulations in place at the moment. It might therefore be necessary in the future to 
enact police laws concerning the fingerprint collection at airports. Such rules need to 
be designed very carefully, to be consistent to the constitutional laws. In case of non-
conformity, they might be cancelled by constitutional courts. 

In order to remove any doubts about the legality of new contactless fingerprint 
lifting techniques in a repressive as well as a preventive application, it is significant 
for technology designers and police authorities to consider the general data protection 
principles described in the Data Protection Act. For fingerprint scanners, this means 
that the design of a scanner and the related systems as well as the organization of the 
police department and the data management should promote such principles. 

4 Principles of Data Protection Laws for the Design of Systems 
Acquiring and Processing Personal Data 

As mentioned in the previous section, the data protection laws are relevant for the use 
of contactless fingerprint scanners and for their legality it is crucial to promote these 
laws by technology and application design and data privacy management. The data 
protection laws share common principles, which are specified in the Data Protection 
Act and are outlined in this section. Such principles apply to repressive and 
preventive applications in the same way in respect to German as well as European 
laws. They will serve as the basis for assessing to what extent the use of age 
determination might improve the legality of contactless fingerprint scanners used at 
crime scenes and airports. 

System suitability: The first data protection principle is that the system needs to be 
able to achieve the stated goal, which is, identifying criminals. To do so one has to 
consider the technical possibility as well as the economic reasonability. Concerning 
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the technical possibility, one has to focus on the actual performance of the fingerprint 
scanner. This means that the fingerprints have to be available to the police when they 
need them and to the right police department(s). 

Use limitation: Another data protection principle is that the system needs to limit the 
data use to the stated purpose. This criterion disables the legislator to permit 
secondary uses of the IT systems procured for the fight against crime. With biological 
characteristics such as fingerprints there are specific risks of secondary use. On one 
hand, one can gain health and ethnic data from fingerprints [21]. These types of data 
are subject to special protection by the law, such as Article 8 of the European Data 
Protection Directive [1]. On the other hand, the fingerprints can be used as identifiers 
to connect several databases that are used for different purposes to a personality 
profile. In this case, the captured data would be used as so-called uniform personal 
identifier, which is prohibited according to the case law of the German Federal 
Constitutional Court and is subject to strict regulation of the European data protection 
law. This means that the fingerprint scanner should prevent fingerprints from being 
used as uniform personal identifiers and from gaining health and ethnic data from 
them. 

Data security: The system needs to be secured by technological means considering 
access control and the state of the art of cryptography. This is also a new requirement 
of Art. 27 of the Directive Proposal for Police Data Protection [18] (it enshrines a list 
of access controls as legal requirements). This means that the fingerprint system 
should be secured against attacks and other unauthorized access. 

Transparency and accountability: Another data protection principle is transparency 
and accountability. On one hand, the system needs to be designed in a way that 
enables courts and supervisory authorities to understand when and which police 
department used certain data in the past. On the other hand, the system user needs to 
demonstrate that he has taken measures to ensure compliance with the data protection 
principles. Furthermore, the user must implement mechanisms for auditors to verify 
the effectiveness of these measures. It means that the fingerprint scanning system 
needs to be able to log when and where fingerprints are scanned and who collects 
them. Furthermore, the system operator needs to be able to demonstrate the source 
and other information to ensure that the technology design required by the law and its 
actual realization correspond. 

Data minimization and “data frugality”: The system has to be designed in a way that 
unneeded personal data is not collected or is pseudo-/anonymized. This principle of 
data minimization, more precisely, “data avoidance and data frugality” is laid down in 
§ 3a of the Federal Data Protection Act. This principle removes or at least reduces all 
the specific risks (of using sensitive data, uniform identifiers, function creep, IT 
security, and follow-up measures). The principle of data minimization includes the 
requirement to reduce the number of false hits and to limit the hits or matches to 
dangerous persons and criminals. 

The principle of data frugality obliges the data controller to design and select 
technology, which is oriented towards the goal of processing no personal data or as 
little personal data as possible (so far, all fingerprints found at a crime scene are lifted 
for analysis). In particular, the provision lays down that minimization should be 
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achieved by means of “pseudo-/anonymization as far as this is possible and the effort 
involved is reasonable in relation to the desired level of protection.” According to § 
3(6) of the Data Protection Act, anonymization is defined as “changing personal data 
in a way that they can no longer, or only with a disproportionately large amount of 
time, costs and work be assigned an identified or identifiable natural person.” 
Although it refers to anonymi-“zation” instead of anonymi-“ty”, the provision does 
not mean that one can only de-personalize data after having them already collected 
and stored. It is clear that also the collection of personal data falls within the scope of 
the principle of data frugality. Hence, the goal is also to enable starting a transaction 
anonymously [22].  

False hit rate: As a part of data frugality, the system needs to be designed in a way 
that false hits are reduced. Hence, people are more likely to be treated as nonsuspects. 

Distinction between individuals: As another element of data frugality, the system 
must distinguish between individuals so that the hits or matches are reduced to 
dangerous persons and criminals. One has to distinguish between people having 
committed minor offences and serious crimes, between suspects and nonsuspects as 
well as between people suspected on the basis of mere assumptions and facts. The 
police focus is to identify serious criminals and should not expose any other person 
that is known to the police to follow-up measures. 

The principles of data protection promote fundamental rights, in particular, the 
right to informational self-determination as well as privacy and data protection. In 
addition, it promotes human dignity if fingerprints are used as uniform identifiers by 
state authorities for treatment of data subjects as mere “objects”; the special 
protection of sensitive data (Article 8 Data Protection Directive [1]) such as health 
and ethnic information contained in fingerprints; as well as the right to travel and the 
freedom of movement, in case that subjects are tracked and continuously monitored in 
different places. Finally, they promote property as a fundamental right (in case of 
confiscation), the right to innocence until proven guilty (if the system or its design 
suffer from errors), the right to judicial review (in non-transparent systems), and the 
prohibition of arbitration (in case of unspecified purpose of use). 

5 Privacy Improvements Using Fingerprint Age Determination 

Using the data protection principles as a benchmark, we discuss in this section to what 
extent the use of fingerprint age determination might improve the data protection and 
data privacy management of contactless captured fingerprints in respect to the two 
defined scenarios. Many legal implications of fingerprint age determination follow 
directly from the conditions under which age determination schemes operate or might 
operate in the near future, as described in section 2. 

One of the most important advantages of the age determination of fingerprints us-
ing contactless scanning devices can be seen in the fact that age determination can be 
performed without creating the possibility of identification. If the minimum scan set-
tings of a measured area size of 4 x 4 mm and a dot distance of 20 µm as described in 
section 2 are used, the captured fingerprint images are comprised of approximately 9 - 
11 ridge lines, each with a length of a maximum of 4 mm, which is inadequate for 
identification. Therefore, fingerprint age determination can be seen as a technique not 
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capturing personal data being protected by the Data Protection Act. This creates the 
possibility of a fingerprint selection prior to its complete capturing and can therefore 
improve the privacy protection in different ways. 

System suitability: Concerning the data protection principle of system suitability, age 
determination can enhance the suitability of a fingerprint scanning application by 
providing additional information about the estimated time a fingerprint was left. Such 
information can be used for a more specific selection of only relevant fingerprints, in 
a repressive application scenario (only fingerprints laid at the approximated time of 
the crime are of relevance) as well as a preventive scenario (only fingerprints laid at 
suspicious times are of interest, e.g. a fingerprint applied to a piece of luggage after 
check-in might be suspicious [7]). Furthermore, such a pre-selection of fingerprints 
supports the economic reasonability, since fewer fingerprints have to be captured in 
the following detailed scan. A limitation of the age determination might be the 
required time, which is estimated in section 2 to be a few minutes up to a few hours in 
the near future. Such capturing time seems to be reasonable for crime scenes, where 
common enhancement techniques (such as ninhydrine bathing or cyanoacrylate 
fuming) also require a certain processing time. However, in a preventive luggage 
handling scenario at airports, luggage cannot be scanned for minutes or even hours 
before being loaded onto an aircraft, requiring very short age estimation times. 

Use limitation: The secondary use of scanned fingerprints for other purposes poses a 
threat for both repressive as well as preventive application scenarios. Since a 
fingerprint cannot be identified during age determination, a secondary use is limited 
to a significant extent. Furthermore, since the captured area size and resolution is 
smaller than in a complete fingerprint scan, also the extraction of health and ethnic 
information is significantly limited in comparison to a full captured fingerprint. 
Several studies, e.g. from Buković et al. [23], Gupta et al. [24] and Sangita et al. [25] 
have investigated the correlation of specific ridge patterns (such as loop, whorl or 
arch) to certain diseases, such as ovarian cancer, bronchial asthma or pulmonary 
tuberculosis. When determining the age of a fingerprint trace, the captured area is in 
most cases too small to identify the general ridge pattern of the print, effectively 
preventing the extraction of such health-related information. This is a great advantage 
in comparison to the lifting of complete fingerprints. It can therefore be concluded 
that the risk of a secondary use of age determination scans is significantly smaller 
than in the case of (contactless or contact based) lifting of the full fingerprint. 
However, the general possibility of a secondary use of captured fingerprints with 
common as well as modern lifting techniques has not been subject to very detailed 
investigations so far and therefore remains an issue for future work. 

Data security: Data security is a general issue for all personal captured, stored or 
processed data at police authorities, in repressive as well as preventive scenarios. Age 
information of fingerprints is non-identifiable and therefore has an inherent protection 
against misuse. However, we recommend applying exactly the same security measures 
used for the capture, storage and processing of all other fingerprint data. 

Transparency and accountability: Age determination can be seen as a well suited tool to 
ensure transparency and accountability, if the accuracy is sufficiently high. For example, 
in a repressive application scenario, a police officer might be required by the technical 



70 R. Merkel et al. 

design of a fingerprint storage database to specify the time interval of relevance to his 
investigation. Only fingerprint traces left within such time interval will be handed to him. 
Secure logging might furthermore provide the means for courts or supervisory authorities 
to understand which fingerprints where used by which police officer and which time 
intervals were requested. In a preventive application at airports, suspicious time periods 
should be specified in advance and all fingerprints not falling into such time period 
should automatically be skipped by the capturing device. An exemplary secure log can 
provide transparency to what time periods are specified as being suspicious. 

Data minimization and “data frugality”: The most significant advantage of 
fingerprint age determination can be seen in the realization of the data frugality 
principle, which is one of the most important principles of data privacy protection. No 
mechanism can protect fingerprints better than not capturing them. In a repressive 
application, currently all fingerprints found at crime scenes are lifted, investigated and 
the corresponding people identified. A prior age determination would limit such 
lifting and identification to people who have been at the crime scene during the time 
of the crime and can therefore effectively prevent the identification of people not 
being involved in the crime, even if they have been at the scene (see fig. 1). Such 
method would pose a major improvement to the realization of the Data Protection 
Act, since it can prevent the identification and false accusation of people having been 
at the crime scene but not being involved in the crime, which is a very important issue 
considering the temporal imprisonment or loss of reputation of such people when 
falsely accused. 

 

Fig. 1. Data minimization improvements using fingerprint lifting with age determination in 
comparison to classical fingerprint lifting (prints were generated using SFinGe [26]) 

The method can be formalized by dividing time into the three disjunctive intervals 
TbC (time before crime), ToC (time of crime) and TaC (time after crime), where 
TbC < ToC < TaC. During age determination, a latent fingerprint is assigned to a time 
interval AoF [t1,t2|t1≤t2], with a probability of correctness PoC (AoF [t1,t2]). For each 
fingerprint found at the crime scene, the age interval AoF of the print is determined. If the 
intersection of the fingerprint age interval and the time of the crime is not empty 
(i.e. AoF ∩ ToC ≠ ∅), the full fingerprint needs to be captured and identified, because it is 
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related to the time of the crime. In case the intersection is empty (i.e. AoF ∩ ToC = ∅), 
the fingerprint has been left before or after the time of the crime and should therefore be 
discarded. However, the probability of correctness PoC indicates that a certain probabili-
ty of error PoE exists when determining the age of a fingerprint (PoE = 1 - PoC). There-
fore, the severity of crime SoC needs to be balanced against the probability of error PoE. 
In case the crime is of great severity (SoC is high) and the value of PoE exceeds a certain 
threshold, additional fingerprints might have to be captured as well, to minimize the risk 
of missing relevant traces. 

Lifting fingerprints for preventive purposes is a very strongly debated topic. The lift-
ing and identification of the fingerprints of large amounts of people is an ethically ques-
tionable process, which is forbidden by the constitution for most cases. Fingerprint age 
determination can successfully prevent the lifting and identification of large amounts of 
fingerprints while still allowing for a preventive analysis of them. The age determination 
of large amounts of fingerprints is not critical, since no identification is possible. The age 
of a fingerprint can then be compared to specific time intervals and fingerprints laid at 
suspicious times can be further investigated, while all others are not lifted at all. Concern-
ing the introduced luggage handling scenario at airports, fingerprints laid after check-in 
might be a result of tampering with the luggage and can therefore be considered suspi-
cious. The capturing and further investigation of such fingerprints is legally justified and 
can be used to effectively prevent crimes.  

False hit rate: Fingerprint age determination trivially decreases the false hit rate in 
a repressive as well as a preventive application, since many prints can be excluded 
prior to a full fingerprint scan. However, also the accuracy of the age determination 
needs to be considered, if fingerprints are excluded from further investigations on the 
basis of their age. At the moment, the accuracy of the age determination is not yet 
high enough to be applicable in practice. First results have shown accuracies of 70 – 
80% for distinguishing fingerprints into those younger as or older than five hours [4]. 
However, taking into account that the age determination is a challenge, which has 
been researched since many decades, the improvements made in recent years are quite 
remarkable. It is therefore expected that the performance of age estimation schemes 
will rise significantly in the near future. 

Distinction between individuals: Age determination of fingerprints supports the 
distinction between individuals being at a certain place at the time of a crime 
(repressive scenario) or at a suspicious time (preventive scenario) from those being 
at such places at other points in time. A pre-selection of potential suspects by time is 
very effective, however, cannot be used alone for identifying dangerous people or to 
distinguish between minor offences and serious crimes. Therefore, additional 
information needs to be taken into account, such as the type of object the fingerprint 
is found on (e.g. a murder weapon vs. a stolen pack of cigarettes in a repressive 
application or a fingerprint on a bag containing weapons vs. a fingerprint on a bag 
containing daily items). If such additional information indicates a minor offense or 
even and error in the age estimation, the full fingerprint should not be captured. 

From the fact that all of these data protection principles are promoted, it follows 
that applying age determination also promotes the German Code of Criminal 
Procedure, which focuses mainly on repressive application scenarios. According to 
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the exemplary chosen paragraphs §§ 163(1) and 161, police officers are obliged to 
“conduct investigations of all kind” to “prevent the affair from becoming obscure”. 
This implies a capture of all important traces without delay, including a fingerprints 
age. So far, criminal experts decide at the crime scene, which traces have to be 
captured and which are irrelevant for the investigation. Also, they decide which 
aspects of the trace are examined, which are often mutually exclusive (e.g. the DNA 
contained in a fingerprint might be captured, altering the fingerprint and preventing 
the capture of its ridge pattern). Such selection leads in most cases to a certain loss of 
information and even errors, which is comparable to abstraction processes in digital 
forensics (see also [27]). In such case, the forensic expert decides, which information 
is preferred. With classical acquisition techniques, the age information of fingerprints 
is an example of such loss, since age estimation is not possible after lifting the print. 
Using contactless fingerprint scanners, the age of a trace can be performed in addition 
to lifting the print and therefore extends the amount of information available. 

Determining the age of fingerprints prior to their lifting might introduce a delay of 
a few minutes up to a few hours (see section 2). However, it also allows for a pre-
selection, which saves time and resources when lifting prints. Furthermore, classical 
contact-based enhancement techniques (e.g. ninhydrine bathing or cyanoacrylate fum-
ing) and manual processing require a substantial amount of operational steps and 
processing time. It is therefore expected for most cases that a future contactless age 
determination does not take more time than the classical enhancement techniques. In 
addition to such use of age estimation for a very strong data protection, also adaptive 
methods might be used, e.g. for large crime scenes with a high amount of fingerprints. 
In such case, fingerprints might be lifted from the crime scene and processed in the 
usual manner, while an age determination is performed in parallel. Once prints are 
determined to be of ages different from the specific time interval under investigation, 
the fingerprint data is erased immediately in a forensically secure way. Such method 
would offer a compromise between a maximum data privacy protection and time 
constraints for large crime scenes. 

In case of a preventive application, no regulations exist so far. The emerging tech-
nology of automated contactless fingerprint acquisition devices enables the preven-
tive investigation of large amounts of fingerprints. To avoid misuse of such tech-
niques, new regulations are required in the near future. The legislator has to design 
these future police laws carefully, to avoid cancellation by the constitutional courts. It 
is decisive whether or not fingerprint scanning devices have sufficient safeguards for 
the protection of data privacy in place. Since age determination is such a safeguard, 
this technology is a factor that can help to justify the use of contactless fingerprint 
scanner at airports with future police laws. 

6 Conclusion and Future Work 

In this paper, we proposed the usage of non-invasive fingerprint age determination  
to improve data privacy management in police work, in respect to a repressive as well 
as a preventive application scenario. Taking the upcoming use of contactless finger-
print scanners as well as current data protection laws of the Federal Republic of Ger-
many and the EU into account, we summarized legal design requirements for new 
technology capturing personal data. Proposing and discussing new methods for the 
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privacy-enhanced capture of fingerprints, we showed how contactless new fingerprint 
scanners can be used for police work while at the same time increasing the data priva-
cy protection by means of age estimation. We have furthermore shown that the use of 
age determination might even be demanded by the requirement of the law to asses all 
available information and can be used either prior to lifting fingerprints (maximum 
privacy protection) or in parallel to the investigation with subsequent deletion of print 
data being determined as not belonging to the crime (maximum time efficiency). 

We conclude that incorporating age estimation approaches into the design of mod-
ern fingerprint scanners as well as into forensic procedures improves data privacy 
management and is decisive for compliance of such devices with the law in repressive 
application scenarios. We furthermore point out that age estimation improves data 
privacy management and is decisive for a privacy-conform usage of latent fingerprints 
in preventive applications. However, almost no regulations exist in this field, requir-
ing an increased attention of the legislative authorities and a design of new laws. 

Forensic methods are in the process of significant changes. Contactless fingerprint 
scanners are about to be implemented in daily police work, requiring additional laws, 
guidelines and policies. A very important requirement for future work can therefore 
be seen in the data privacy conform design of such new systems and the inclusion of 
age estimation schemes into them. Furthermore, laws have to be designed to legiti-
mate and regulate the use of such new devices, especially concerning the emerging 
possibility of preventive fingerprint acquisition. Concerning age estimation tech-
niques, further improvements of capturing time and accuracy are the most important 
requirements. 
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Abstract. This paper relates our venture to solve a real-world problem
about official language minorities in Canada. The goal was to enable
a form of linkage between health data (hosted at ICES – a provincial
agency) and language data from the 2006 census (hosted at Statistics
Canada – a federal agency) despite a seemingly impossible set of legal
constraints. The long-term goal for health researchers is to understand
health data according to the linguistic variable, shown to be a health
determinant. We first suggested a pattern of tripartite interaction that,
by design, prevents collection of residual information by a potential ad-
versary. The suggestion was quickly set aside by Statistics Canada based
on the risk of collusion an adversary could exploit among these entities.
Our second suggestion was more involved; it consisted in adapting dif-
ferential privacy mechanisms to the tripartite scheme so as to control
the level of leakage in case of collusion. While not being rejected and
even receiving enthousiastic interest per se, the solution was considered
an option only if other simpler (but also less promising) alternatives are
first, and methodically ruled out.

1 Introduction

1.1 The Context

Research in population health consists in studying the impact of various factors
(determinants) on health, with the long-term objective of yielding better policies,
programs, and services. Determinants of health are many, and researchers of
Official Language Minority Communities (OLMCs) focus specifically on those
related to speaking an official language in a minority context, such as English
in Quebec, or French in the rest of Canada. (The setting for our study is the
case of Francophone minorities in Ontario where English is the predominant
official language.) Investigations of this type require, at the very minimum, the
possibility of associating health data to linguistic information, whether at an
individual or community level. Unfortunately, the largest health databases in
Ontario, held at the Institute for Clinical Evaluative Sciences (ICES), do not
include a linguistic variable to date.
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High-quality language variables from the 2006Census exist at Statistics Canada
(SC). Linking to the Census variables in the context of a punctual study is possi-
ble, and has already been done in Manitoba [1], but every such operation needs to
satisfy a prescribed review and approval process [2]; it must also take place over a
limited time, and requires to move the external data to be linked (health data, in
our case) from its original source to SC, which may not be achievable repeatedly.

We are interested in finding ways to exploit linguistic data from the 2006 Cen-
sus on a regular and automated basis, by enabling its linkage to ICES health data
in a dynamic way. It must be clear that we do not consider here a traditional type
of linkage, in which data from both parts are matched to produce a somewhat
larger amount of information of an individual nature (whether nominatively or
anonymously). The linkage we consider is intrinsically transient and aggregated:
it consists in allowing ICES to learn interactively how many Francophones are
present in a given sample of individuals. This simple operation, referred to as
a count query, can reveal a powerful building block to answer more complex
questions about OLMCs, as we will see. Count queries are actually a particu-
lar type of tabulation, an operation already practiced at SC but that requires
a manual process of verification. Turning it into something automated poses a
number of challenges that we address here. A preliminary version of this paper
also appeared in a technical report by the same authors [3].

We are concerned with ensuring privacy for both health and linguistic data.
We suggested two possible mechanisms to enable dynamic count queries. The
first consisted in a circular workflow between the three involved entities: health
researchers, ICES, and SC. The workflow is initiated by the researcher through
the submission of health criteria to ICES. A representative sample of individuals
matching these criteria is then generated and sent to SC, which performs the
count query. The result of the query is finally returned to the researcher. The
privacy in this mechanism comes from the fact that the researcher does not know
the sample details, SC does not know the health criteria that were used to gener-
ate that sample, and ICES does not know the final answer. This however assumes
that no additional exchange of information occurs between the entities (no col-
lusion). In particular, the assumption that ICES and the health researchers do
not collude was rejected by SC, which considers by policy anything external as
one and a single entity.

The second solution we proposed strives to prevent colluded attacks by means
of adding noise to the queries answers. We found basic techniques in early lit-
erature on differential privacy [4, 5, 6, 7, 8, 9, 10, 11] that fitted well our needs
(more recent works have been done, but these seminal papers essentially con-
tained all we needed). Differential privacy is concerned with understanding the
precise impact of adding noise in privacy data analysis. We adapted these re-
sults to characterize what leakage is precisely at play in our scenario, and what
parameters are involved in the tradeoff between leakage and utility. These re-
sults allowed us to make the point that using census data was technically fea-
sible, which was well received by the SC establishment (and the subject of a
talk we gave at their annual event: the Health Data Users Conference 2011). Of
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particular interest to them was the genericity of the approach and its potential to
enrich provincial health databases more systematically with the range of federally
available census data. After a short preamble introducing the main assumptions
and basic problem, this paper describes both solutions and their applicability.

1.2 Assumptions

For the sake of clarity, we will make three assumptions. These assumptions will
be used recurrently in the document, and relaxed (or discussed) in Section 4.
They are:

1. The language of an individual can be fully described by a Boolean value
{Franco,Anglo}. (This over-simplistic view is erroneous, since language is
a multi-dimensional variable.)

2. The census data comprises this variable relative to each individual. (In fact,
the unit of census is the household, not the individual.)

3. It is possible to generate, from the ICES database, a representative sample
of individuals matching a given set of health criteria. (From our discussions
with ICES representatives, this seems to be a fair assumption.)

1.3 Count Queries

Given a sample of individuals s, and a property p, a count query q(s, p) consists
of counting the number of individuals in s that satisfy p. We consider the basic
count query illustrated on Figure 1.

Statistics
Canada

Requester

q(s = , p = {lang = Franco})

#Francophones in s

Fig. 1. A basic count query

As such, a sample of individuals is sent to SC, and SC answers back with
the number of Francophones in that sample. To illustrate the potential of this
simple query, let us consider the following questions:

1. In Ontario, what is the average angioplasty rate among Francophones? (vs.
Anglophones)

2. In Ontario, what is the hospital utilization rate for 65+ seniors with type-2
diabetes? (Francophones vs. Anglophones)

As far as language is concerned, the use of count queries can answer these ques-
tions. In the first case, ICES would generate a representative sample of individu-
als having undergone angioplasty, then ask SC for a count query in that sample.
By normalizing the resulting answer over the more general ratio of Francophones
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in Ontario (which is known), one can answer the initial question. We can apply
a variation of this method to the second example, by using several samples
in various ranges of utilization rates by 65+ diabetic patients. Hence, a single
mechanism (count query) on a single variable (language) seems sufficient – as
far as SC is concerned – to answer a variety of OLMC-related questions.

The problem: A malicious use of count queries, if unsupervised, could make it
possible to identify the language of a given individual (say, Madame x). Consider
the following attack: making a query with a sample s1 that does not contain
x; then making a second query with the same sample, plus x (see Figure 2).
Obviously, if answer(s2) > answer(s1), then Madame x is Francophone.

s1 = , then s2 =

x

Fig. 2. Identifying the language of an individual by successive queries (basic example)

Even though language is supposedly not as ’sensitive’ as other classes of infor-
mation (e.g. health or income), SC’s policy in regard of residual information is
absolutely strict. Solutions to this problem are not trivial, even though one may
think it suffices to prevent this particular scenario. More complex adversarial
strategies could actually be designed. Our first solution avoids the problem by
means of dataflow itself; while the second acknowledges the risk and character-
izes what tradeoff is at play between leakage and utility with the addition of
noise.

2 First Mechanism: Tripartite Interaction

The first (and simplest) mechanism aims at providing guaranties at the data
workflow level. It consists of a tripartite interaction between researchers, ICES,
and SC; each entity obtaining and contributing only the minimal amount of
information required to carry out the count query. The workflow is depicted on
Figure 3, and can be summarized in three chronological steps:

1. Researchers issue a set of criteria related to a research question (e.g., angio-
plasty rates, or hospital utilization rate in a 65+ type 2 diabetes population);

2. ICES generates a sample of individuals responding to the criteria and sends
it directly to SC;

3. SC executes the language query on the generated sample, and answers di-
rectly to the researchers.
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ICES

Stats Can.

Researchers

Health criteria (1)

Sample (2)

Answer (3)

Fig. 3. Privacy by means of tripartite interaction

This scheme protects privacy by combining the three following facts:

1. SC does not know what health criteria the sample is associated with;
2. Health researchers do not know what sample is generated;
3. ICES does not know the result of the language query.

Privacy of ICES health data results from statements 1 and 2, whose combina-
tion implies that ICES remains at all times the only entity capable of associating
individuals with the queried health criteria. Similarly, the combination of state-
ments 2 and 3 implies that SC remains the only entity capable of associating a
sample of individual with the number of Francophones within; such an associ-
ation being necessary to collect residual information (and thus perform attacks
like the one in Figure 2).

3 Second Mechanism: Noisy Count Queries

The first mechanism having been set aside by SC due to the possibility of iden-
tifying an individual’s language if ICES and the health researchers collude as a
single entity, we have proposed a more elaborate mechanism whereby random
noise is added to the answers, as illustrated on Figure 4.

Statistics Canada ICES/Researchers

Sample

#Francophones

Fig. 4. Noisy count queries

As we will see in this section, this mechanism involves the interplay between
three parameters: 1) the magnitude of the noise, 2) the level of statistical leakage
tolerated by SC, and 3) the number of queries that can be performed (before
shutting down the service). We have characterized this interplay mathematically,
based on seminal results on differential privacy.
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3.1 Overview of the Principle

What makes possible an attack like that of Figure 2 on page 78, and more gener-
ally the accumulation of residual information on individuals, is that the presence
or absence of these individuals inside the sample does impact the answer. Sup-
pose the exact answers for s1 and s2 are respectively 586 and 587 (i.e., Madame
x is Francophone) and consider adding or removing a small random number to
the answer before returning it – we call it perturbing the answer with some noise.
The resulting answers for s1 and s2 may be for example 589 and 584, or 583 and
587, or 585 and 585. Clearly, these answers do not leak Madame x’s language,
and still, they are meaningful to a researcher.

There exist different types of noise, the most common of which are binomial,
Gaussian, or Laplacian noises (named after the distributions from which the
random number is drawn). As we will see, Laplacian noise has good properties
that makes it an appropriate choice in our case. We consider perturbing the
answer by adding a random number drawn from a Laplace distribution (see
the example on Figure 5). This distribution can be considered at various scales,
depending on how sharp or flat the probabilities are concentrated around the
true result.

number

probability

0

(a) Laplace distribution

answer

probability

exact result

(b) Resulting probability of answer

Fig. 5. Addition of Laplacian noise

Intuitively, performing a small number of noisy queries will not leak much
individual information, whereas repeating a similar operation many times could
eventually leak something substantial. In fact, every query does leak a small
amount of statistical information, the quantity of which depends on the noise
magnitude (scale of the Laplace distribution).

Consider again the example with s1 and s2, and two different scenarios, where
noise is added according to a small scale or a large scale, respectively. The
resulting probabilities of answers are represented on Figure 6. In a worst-case
scenario, assume the requester already knows the correct answer for s1, and is
querying the system with s2. It eventually obtains a random answer, say n.

Figure 6 shows intuitively how the leakage depends on the noise scale. On the
left, with an arbitrary small scale, answer n is approximately 6 times more likely
if Madame x is Francophone. Thus, obtaining answer n indirectly implies that
Madame x has ∼85.7% chances to be Francophone. With the larger scale, on the
right, answer n is about 1.3 more likely to occur if Madame x is Francophone,
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n

Small scale

n

Large scale

Fig. 6.Different magnitudes of noise. The black and red curves in each picture represent
the probability of answer if Madame x is non-Francophone or Francophone, respectively.
The vertical bar represents a possible (and arbitrary) answer n.

inducing “only” a belief of ∼56.5% that she is Francophone. A convenient prop-
erty of Laplacian noises is that the ratio between both curves does not depend
on the exact position of n. If you choose n further right, zoom in and measure
again the ratio, it remains the same. The left side of the curves behaves sym-
metrically; as for the middle section between both peaks, it exhibits a varying
ratio, but its value necessarily remains smaller than those on the right and left
sides.

It is therefore possible to bound the amount of leakage such a query induces
by choosing a desired noise magnitude. Now, one should keep in mind that while
larger magnitudes of noise mean safer data, they also mean less accurate answers
to the researchers. There is actually a tripartite tradeoff between noise, utility,
and the number of queries that the system can hold.

3.2 Detailed Principle

Private data analysis research is at the confluence of cryptology, statistics, and
database systems. It focuses on statistical exploitation of privately held data
by means of dedicated mechanisms. Adding noise to a query is one of these
mechanisms, referred to as output perturbation. This topic has seen a resurgence
of interest in the past five years, mainly due to a conceptual shift in the definition
of privacy.

Differential privacy: Access to a statistical database should not enable one to
learn anything about an individual, given that its data is in [the tested sample],
that could not be learnt otherwise.

This definition should be understood as follows. Consider that we know that
1) Madame x underwent an angioplasty, and 2) 60% of angioplasty patients are
Francophones (from a count query at SC). The subsequent belief that Madame x
has 60% chances of being a Francophone should not be considered as a leakage
over Madame x’s language, because the same belief could have been inferred
with or without her being in the tested sample. (Such information is precisely
what OLMC researchers attempt to learn.)
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Based on this definition, a new line of research was developed [4, 5, 6, 7, 8]
around the question of how to limit the amount of information one can learn
– leakage – about a specific individual that cannot be learned by means of an
encompassing sample. The neighbor-sample setting discussed previously repre-
sents a worst-case scenario in this regard because the difference between both
outputs can be attributed to a single individual; the leakage generated in this
setting is therefore considered as an upper bound on the risk the database is more
generally exposed to.

Relation between Noise and Leakage. Let us first imagine that only one
query is performed over the whole lifetime of the system. (The extension to
multiple queries is rather straightforward and discussed in a second step.) The
main result from the field of differential privacy is to teach us how to generate
the noise so as to observe a desired bound on the leakage, assuming this bound is
expressed using the ’neighbor-sample’ setting. Concretely, once this bound (let
us note it param) is decided upon, differential privacy tells us how to generate
the noise so as to ensure that

P [answer(s1) = n]

P [answer(s2) = n]
≤ param (1)

for any neighbor samples s1, s2 and any possible answer n. The scale of the noise
is then determined based on param and on the sensitivity of the considered
query; in our case, a count query. (The differential privacy framework is very
general and applies to other types of queries; we will discuss some of them later
in this document.)

Sensitivity: The sensitivity of a query, noted Δq, is defined as the maximal
difference in output that two neighbor samples can induce. Two neighbor samples
in our case cannot induce a difference larger than 1; thus, the sensitivity of count
queries is 1. Note that the sensitivity does not depend on the size of the sample.
This may appear counter-intuitive, but is actually consistent with generating
the noise irrespective of the sample size.

The formula: The main result from [8], subsequently simplified in [4], tells us
that differential privacy is guaranteed with a given leakage bound ’param’ if the
noise added to each answer is generated according to a Laplace distribution of
scale

b = (Δq)/log(param) (2)

This is usually written Noise ∼ Lap(0, b), where the first parameter simply
indicates that the noise will be centered on the true result.

Number of queries: This formula composes very well in the case of a sequence of
queries. Indeed, the above papers tell us that, in order to maintain the same level
of leakage for a sequence of queries, it suffices to generate the noise as if that
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sequence was a single query whose sensitivity is the count of all the sensitivities.
When all queries are of a same type, this comes to considering the scale

b = (#qΔq)/log(param), (3)

where #q is the number of queries in the sequence and Δq is the sensitivity of
every individual query. A convenient consequence is that the database holder
can think of choosing ’param’ irrespective of the number of queries.

Choosing the Leakage Parameter. A minimum of leakage is necessary for
utility. If for instance param = 1, which implies that the probability of answer
must be exactly the same for any neighbor samples s1 and s2, the problem
that arises is that any non-neighbor pair of samples can be indirectly connected
through a chain of neighbor samples. By transitivity, choosing param = 1 there-
fore implies that the sample has no impact on the answer, which is nonsense.
How to choose param is context-specific, and generally not discussed in the
above papers. We explore this question in the context of language queries at
Statistics Canada.

Belief: From the point of view of SC, the easiest way to formulate an ’acceptable’
level of leakage is to specify the maximal belief allowed on the language of an
individual. Say, for example, that this limit is 80% (i.e., we should never believe
that Madame x has more than 80% chances to be Francophone or Anglophone).

Worst case: We are interested in determining what value of param should be
chosen under the worst possible assumptions (mostly unrealistic). These assump-
tions are:

1. The adversary has no interest in health research; its only purpose is to learn
Madame x’s language.

2. The adversary has sufficient access in order to waste all the ’capital’ of
queries offered by SC in that sole purpose.

3. The adversary is able to build samples in which the language of each indi-
vidual but Madame x is known.

4. SC applies no filter on the queries.

Consider the same attack scenario as discussed in Section 3.1, based on two
neighbor samples s1 and s2 (the second being equal to the first, plus Madame
x). Because of point 3, the adversary already knows the exact answer for s1,
and can therefore use all the credit of queries to play and replay s2. Assume it
eventually gets a final answer n. Whether n corresponds to an average, a count,
or any other combination of all the answers does not matter: differential privacy
tells us that this answer cannot be param times more likely for s2 than for s1,
which is the only thing that matters here.

Three cases are considered, depending on the position of n with respect to the
two probability peaks: if n is on the right of the right peak, then Madame x is
parammore likely to be Francophone than non-Francophone; and symmetrically,
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if n is on the left of the left peak, she is param more likely to be Anglophone.
In the middle section, she could be up to param more likely – but not more, as
already discussed – to be either. Let us assume that n is on the right of the right
peak, while keeping in mind that the following reasonning applies symmetrically.
This implies that

P [x is Francophone]

P [x is not Francophone]
≤ param

=⇒ P [x is Francophone]

1− P [x is Francophone]
≤ param

. . .

=⇒ P [x is Francophone] ≤ param/(1 + param) (4)

This formula can be used to decide what value of param corresponds to the
maximal belief allowed by policy; in the case of our 80%-example above, this
corresponds to param = 4. We now combine Equations 3 and 4 to represent the
3D tradeoff between maximal belief, noise scale, and number of queries allowed.
A meaningful cut of this volume is shown on Figure 7(a).

(a) Tradeoff between noise scale, number of queries,
and maximal belief (multiply by 100 for percentage).

−100 −50 0 50 100

Lap(0, 5)

Lap(0, 10)

Lap(0, 20)

Lap(0, 30)

(b) Examples of noise scales.

Fig. 7. Choice of parameters

The right picture (Figure 7(b)) represents several examples of noise scales.
Essentially, it gives the intuition that the precision of an answer deteriorates
quickly with the scale parameter. How this affects the quality of the results for
a researcher depends on how large the samples are. If samples are large (say,
larger than 10000), then a scale of 30, or even 50, may not be a problem. If, on
the other hand, the samples sizes are in the order of 1000, then any scale larger
than 20 or 30 will induce meaningless answers. (This also depends on the specific
question investigated and how deep it involves the language determinant.)

To close this illustrative discussion, let us consider that researchers require a
scale no larger than 30, and SC tolerates a maximal belief of 80%, the tradeoff
on Figure 7(a) tells us that up to ∼50 queries are still possible. This is not a lot,
but keep in mind that this tradeoff represents a totally unrealistic worst-case
scenario, where a single adversary can (and decides to) play all the credit of
queries on a single sample, in which the language of all individuals but Madame
x’s is already known.
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3.3 Discussion

What could be the consequences of relaxing some of the worst-case assump-
tions listed above? A first observation is that in our case, the researchers do not
generate the samples directly; they do it through health criteria that are submit-
ted to ICES (e.g. Figure 3), and the content of these samples is not known to the
researchers. This implies that Assumption 3 is mostly unrealistic, and a given
noisy answer will actually correspond to possibly more than two exact results.
Further mathematical investigations are required to understand these implica-
tions precisely, but we can reasonably think that it would drastically lower the
leakage that a query can possibly generate.

Another important aspect is to determine whether SC considers the couple
ICES/researchers to be itself the adversary, or to be the potential victim of an
external adversary. Put differently, does SC fear a direct misuse of the system,
or a leak in data resulting from a normal-use? This point is crucial because the
samples played in the context of a normal use are likely to generate much less
leakage (intuitively, to the extent of a different order of magnitude).

As a third observation, Statistics Canada could easily filtrate the queries (As-
sumption 4) to prevent large intersection between the samples, and thereby
drastically reduce the potential leakage of query combinations. Again, further
mathematical investigation could be appropriate to explore, e.g., the correspon-
dance between the size of intersection and the leakage. We believe that although
difficult in the general case, this type of characterization remains reasonably fea-
sible in the particular case of language-based count queries. We will contribute
towards this direction if the option is concretely considered.

In regards to all these considerations, it is not senseless to believe that the
number of possible count queries could actually jump to several thousands, while
keeping the leakage below any reasonable level, e.g., much lower than a belief of
80%. If unfortunately these somewhat optimistic observations are not considered
by the involved players (desiring to stick to the worst-case model), then there will
still be a way to satisfy all the parts. The solution would consist in deploying a
non-bounded service, in which the cumulated leakage is progressively computed
as the queries are performed, and the service is shutdown when the leakage has
reached a given threshold.

4 Relaxing the Three Initial Assumptions

Language: We assumed heretofore that the language of an individual could be
described by a boolean value {Franco,Anglo}. Language is actually more subtle
and requires looking at several aspects. In particular, the census data at SC
includes the following variables: Mother tongue (for 100% of the population);
Knowledge of official languages, Knowledge of non-official languages, First official
language spoken, Language spoken at home, and Language of work (for 20% of
the population). Also, some of these variables may include other options than
French and English, as well as a possible combination of several languages. It is
clear that a mere count query cannot precisely render the ratio of “Francophones”
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in a given sample; at the most it could for example count the number of persons
who report French as mother tongue and not English (the census form allows to
report several mother tongues). Fortunately, the differential privacy framework
can easily be applied to more complex queries such as histograms, at the price
of a slightly higher sensitivity per query [4].

Linkage technicalities: So far, we have assumed that a correspondence was tech-
nically feasible between an individual and its language variables at Statistics
Canada. In fact, the unit of census is not the individual, but the household.
Both the short-form and the long-form census comprise a nominative field, but
this field is apparently optional and is known to contain, occasionally, some ex-
otic answers like ’Mickey Mouse’. Three options are possible here: 1) Assume
that the persons living in a same household share similar language profiles, and
then build the query samples based on postal addresses; 2) Rely on the cleaning
operation that is currently performed on the census data at Statistics Canada,
and which recently allowed to reach the level of 15% of records linkable nomi-
natively (all from the long-form subset); or 3) Set up a complementary linkage,
housed at SC, between the census data and the minimal amount of administra-
tive data allowing to associate insurance numbers with the corresponding census
records. (Note that this represents only a subset of what was done for Manitoba
as part of a larger linkage including health data directly at SC [1].)

Generation of the samples at ICES: Health information is highly-sensitive, and
ICES has a strong policy of confidentiality in this regard (see [12]). Concretely,
the database held at ICES is sanitized by replacing all nominative information by
anonymous identifiers. Whether these identifiers can technically and lawfully be
reversed to the original information is a question we are starting to investigate. It
is likely that ICES maintains somewhere a private table with such associations.
Thus, we believe that it is at least technically feasible. Such an operation should
however be considered with utmost care. The feasibility also depends on what
level of trust ICES grants to SC, even though SC does not need to know what
health data is associated with a query (this is actually one of the advantages
of the proposed mechanism). If need be, the body of research on cryptography
techniques can be explored and leveraged. For instance, recent encryption meth-
ods have been proposed for the specific problem of querying databases using
confidential inputs and criteria [13], that is in our case, preventing SC to learn
what sample a given query is about.

5 Concluding Remarks

While not being rejected and even receiving enthousiastic interest per se, our
second solution based on differential privacy was judged too difficult to deploy
in the short term. Since other options exist that involve different (though less
accurate) linguistic data, we were advised to explore these alternatives first and
consider our solution only once the quality of these alternatives is shown insuf-
ficient for OLMC studies. In particular, efforts are being carried out at ICES to
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receive linguistic information from Ontario’s Ministry Of Health And Long-Term
Care (MOHLTC). Unfortunately, this information corresponds to the language
individuals select for correspondence with the Ministry, which has potential for
several biases and is not considered as reliable by OLMC researchers (in addition
to being unidimensional). We are currently running an independent project to
assess the quality of this variable, which, in case of negative results, will justify
the deployment of stronger solutions like the one proposed here.
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Abstract. In today’s digital society, electronic information is increasingly shared
among different entities, and decisions are made based on common attributes. To
address associated privacy concerns, the research community has begun to de-
velop cryptographic techniques for controlled (privacy-preserving) information
sharing. One interesting open problem involves two mutually distrustful parties
that need to assess the similarity of their information sets, but cannot disclose
their actual content. This paper presents the first efficient and provably-secure
construction for privacy-preserving evaluation of sample set similarity, measured
as the Jaccard similarity index. We present two protocols: the first securely com-
putes the Jaccard index of two sets, the second approximates it, using MinHash
techniques, with lower costs. We show that our novel protocols are attractive in
many compelling applications, including document similarity, biometric authen-
tication, genetic tests, multimedia file similarity. Finally, we demonstrate that our
constructions are appreciably more efficient than prior work.

1 Introduction

The availability of electronic information is increasingly essential to the functioning
of our communities and, in numerous circumstances, data needs to be shared between
parties without complete mutual trust. This naturally raises commensurate privacy con-
cerns with respect to the disclosure, and long-term safety, of sensitive contents. One
interesting problem occurs whenever two or more entities need to evaluate the simi-
larity of their information, but are reluctant to disclose data wholesale. This task faces
three main technical challenges: (1) how to identify a meaningful metric to estimate
similarity, (2) how to compute a measure of it such that no private information is re-
vealed during the process, and (3) how to do so efficiently. We denote this problem
as Privacy-preserving Evaluation of Sample Set Similarity and we motivate it below,
vis-à-vis a few relevant applications.

Document Similarity: Two parties need to estimate the similarity of their documents
(or collections thereof) – in many settings, documents contain sensitive information
and parties may be unwilling, or simply forbidden, to reveal their content. For instance,
program chairs of a conference may want to verify that none of submitted papers is
also under review in other conferences or journals, but, naturally, they are not allowed
to disclose papers in submission. Likewise, two law enforcement authorities (e.g., the
FBI and the local police), or two investigation teams with different clearance levels,
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might need to share documents pertaining suspect terrorists, but they can do so only
conditioned upon a clear indication that content is relevant to the same investigation.

Iris Matching: Biometric identification and authentication are increasingly used due
to fast and inexpensive devices that can extract biometric information from a multitude
of sources, e.g., voice, fingerprints, iris, and so on. Clearly, given its utmost sensitiv-
ity, biometric data must be protected from arbitrary disclosure. Consider, for instance,
an agency that needs to determine whether a given biometric appears on a govern-
ment watch-list. As agencies may have different clearance levels, privacy of biometric’s
owner needs to be preserved if no matches are found, but, at the same time, unrestricted
access to the watch-list cannot be granted.

Genetic Paternity/Ancestry Testing: Advances in DNA sequencing technologies will
soon yield ubiquitous and low-cost full sequencing of human genomes [9]. This will
stimulate the deployment of algorithms that perform, in computation, various genomic
tests, such as genetic paternity and ancestry testing. Since individuals tied by parent-
child or ancestry relationships carry almost identical genomes, an attractive technique
to establish such ties is to measure the genomes’ similarity. However, it is well-known
that (human) genomic information is extremely sensitive, as a genome not only uniquely
identifies an individual, but it also reveals information about, e.g., ethnic heritage, dis-
ease predispositions, and many other phenotypic traits [12].

Multimedia File Similarity: Digital media, e.g., images, audio, video, are increasingly
relevant in today’s computing ecosystems. Consider two parties that wish to evaluate
similarity of their media files, e.g., for plagiarism detection: sensitivity of possibly unre-
leased material (or copyright issues) may prevent parties from revealing actual contents.

All examples above exhibit some common features: neither party can reveal its infor-
mation in its entirety. What they are willing to reveal is limited to a metric that assesses
their similarity. This paper presents the design of efficient cryptographic techniques for
privacy-preserving evaluation of sample set similarity. Such techniques do not only ap-
peal to examples above, but to any setting where parties need to evaluate similarity of
sets, independently of their nature. It is relevant to a wide spectrum of applications,
for instance, in the context of privacy-preserving sharing of information and/or recom-
mender systems, e.g., to privately assess similarity of social network profiles, social
interests, network traces, attack logs, healthcare information, and so on.

1.1 Technical Roadmap and Contributions

Our first step is to identify a metric for effectively evaluating similarity of sample sets.
While several measures have been proposed, such as, cosine similarity (for vectors),
Hamming and Levenshtein distances (for strings), Euclidean, Manhattan, or Minkowski
similarity (for geometric objects), Pearson coefficient (for statistical data), we focus on
a well-known, widely used, measure: the Jaccard Similarity Index [15]. It quantifies the
similarity between two sets A and B, and is a rational number between 0 and 1. Ex-
perimental and analytical results indicate that high values of the Jaccard index capture
well the informal notion of “roughly the same” [4] and can be used, e.g., to find near
duplicate records [32] and similar documents [4], for web-page clustering [29], data
mining [30], and genetics [11,26]. As sample sets can be relatively large, in distributed
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settings, an approximation of the index is oftentimes preferred to its exact calculation.
To this end, MinHash techniques [4] are used to estimate the Jaccard index, with re-
markably lower computation and communication costs (see Sec. 2.1).

In this paper, we define and instantiate a cryptographic primitive geared for privacy-
preserving evaluation of sample set similarity. We design two efficient protocols, al-
lowing two interacting parties to compute (resp., approximate) the Jaccard index of their
private sets, without reciprocally disclosing any information about their content (or, at
most, an upper bound on their size). Our main cryptographic building block is Private
Set Intersection Cardinality (PSI-CA) [13], introduced in Sec. 2.2. Specifically, we use
PSI-CA to privately compute the magnitude of set intersection and union, and derive
the value of the Jaccard index. As fast (linear-complexity) PSI-CA protocols become
available, this can be done efficiently, even on large sets. Nonetheless, our work shows
that, using MinHash approximations, one can obtain an estimate of the Jaccard index
with remarkably increased efficiency – i.e., reducing the size of input sets, thus, the
number of (costly) cryptographic operations.

Privacy-preserving evaluation of sample set similarity is appealing in many real-
world scenarios. We focus on document similarity and show that privacy is attainable
with low overhead, while we defer to the extended version of the paper [3] for other
applications, such as, iris matching and multimedia file similarity. Our experiments
demonstrate that our generic technique – while not bounded to specific applications – is
appreciably more efficient than state-of-the-art protocols that only focus on one specific
scenario, while maintaing comparable accuracy. Finally, in the process of reviewing
related work, we identify limits and flaws of some prior results.

Organization. The rest of this paper is structured as follows. Next section introduces
building blocks, then Sec. 3 presents our construction for secure computation of Jaccard
index and an even more efficient technique to (privately) approximate it. Then, Sec. 4,
presents our constructions for privacy-preserving document similarity evaluation. The
paper concludes in Sec. 5. (Note that the extended version of the paper [3] also includes
constructions for privacy-preserving similarity evaluation of irises and multimedia con-
tents, as well as a very fast protocol to privately approximate set intersection cardinality,
that additionally hides set sizes.)

2 Preliminaries

2.1 Jaccard Similarity Index and MinHash Techniques

Jaccard Index. One of the most common metrics for assessing the similarity of two
sets (hence, of data they represent) is the Jaccard index [15]. It measures the similarity
between two sets A and B as J(A,B) = |A ∩ B|/|A ∪ B|. High values of the index
suggest that two sets are very similar, whereas, low values indicate that A and B are
almost disjoint. The Jaccard index of A and B can be rewritten as a mere function of
the intersection: J(A,B) = |A ∩B|/(|A|+ |B| − |A ∩B|).
MinHash Techniques. Computing the Jaccard index incurs a complexity linear in set
sizes. Thus, in the context of a large number of big sets, its computation might be rela-
tively expensive. In fact, for each pair of sets, the Jaccard index must be computed from
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scratch, i.e., no information used to calculate J(A,B) can be re-used for J(A,C). (That
is, similarity is not a transitive measure.) As a result, an approximation of the Jaccard
index is often preferred, as it can be obtained at a significantly lower cost, e.g., using
MinHash techniques [4]. Informally, MinHash techniques extract a small representa-
tion hk(S) of a set S through deterministic (salted) sampling. This representation has a
constant size k, independent from |S|, and can be used to compute an approximation of
the Jaccard index. The parameter k also defines the expected error with respect to the
exact Jaccard index. Intuitively, larger values of k yield smaller approximation errors.
The computation of hk(S) also incurs a complexity linear in set sizes, however, it must
be performed only once per set, for any number of comparisons. Thus, with MinHash
techniques, evaluating the similarity of any two sets requires only a constant number of
comparisons. Similarly, the bandwidth used by two interacting parties to approximate
the Jaccard index of their respective sets is also constant (O(k)).

There are two strategies to realize MinHashes: one employs multiple hash functions,
while the other is built from a single hash function.1

MinHash with Many Hash Functions. Let F be a family of hash functions
that map items from set U to distinct τ -bit integers. Select k different functions
h(1)(·), . . . , h(k)(·) from F ; for any set S ⊆ U , let h(i)

min(S) be the item s ∈ S with
the smallest value h(i)(s) . The MinHash representation hk(S) of set S is a vector

hk(S) = {h(i)
min(S)}ki=1. The Jaccard index J(A,B) is estimated by counting the num-

ber of indexes i-s, such that that h(i)
min(A) = h

(i)
min(B), and this value is then divided

by k. Observe that it holds that h(i)
min(A) = h

(i)
min(B) exactly when the minimum hash

value of A ∪B lies in A ∩B.
This measure can be obtained by computing the cardinality of the intersection of

hk(A) and hk(B), in the following way. Each element ai of the vectorhk(A) is encoded
as 〈ai, i〉. Similarly, 〈bi, i〉 represents the i-th element of vector hk(B). An unbiased
estimate of the Jaccard index between A and B is given by:

sim(A,B) =

∣∣{〈ai, i〉}ki=1 ∩ {〈bi, i〉}ki=1

∣∣
k

(1)

As discussed in [5], if F is a family of min-wise independent hash functions, then each
value of a fixed set A has the same probability to be the element with the smallest hash
value. Specifically, for each min-wise independent hash function h(i)(·) and for any set

S, we have that, for any sj , sl ∈ S, Pr[sj = h
(i)
min(S)] = Pr[sl = h

(i)
min(S)]. Thus, we

also obtain that Pr[h
(i)
min(A) = h

(i)
min(B)] = J(A,B). In other words, if r is a random

variable that is 1 when h
(i)
min(A) = h

(i)
min(B) and 0 otherwise, then r is an unbiased

estimator of J(A,B); however, in order to reduce its variance, such random variable
must be sampled several times, i.e., k � 1 hash values must be used. In particular, by
Chernoff bounds [7], the expected error of this estimate is O(1/

√
k).

Approximating (Jaccard) Similarity of Vectors without MinHash. If one needs to
approximate the Jaccard index of two fixed-length vectors (rather than sets), one could

1 This paper focuses on the former technique, thus, we defer the description of the latter to the
full version of the paper [3], which also overviews possible MinHash instantiations.



EsPRESSo: Efficient Privacy-Preserving Evaluation of Sample Set Similarity 93

use other (more efficient) techniques similar to MinHash. Observe that a vector
−→
S

can be represented as a set S = {〈si, i〉}, where si is simply the i-th element of
−→
S .

We now discuss an efficient strategy to approximate the Jaccard index of two vectors
A = {〈ai, i〉}ni=1, B = {〈bi, i〉}ni=1 of length n, without using MinHash. The approach
discussed here incurs constant (O(k)) computational and communication complexity,
i.e., it is independent from vectors’ length of the vectors being compared. First, select
k random values (r1, . . . , rk), for ri uniformly distributed in [1, n], and compute Ak =
{〈ari , ri〉}ki=1 and Bk = {〈bri , ri〉}ki=1, respectively. The value δ = |Ak ∩ Bk|/k
can then be used to assess the similarity of A and B. We argue that δ is an unbiased
estimate of J(A,B): for each α ∈ (Ak ∪ Bk) we have that Pr[α ∈ (Ak ∩ Bk)] =
Pr[α ∈ (A ∩ B)] since α ∈ (A ∩ B) ∧ α ∈ (Ak ∪ Bk) ⇔ α ∈ (Ak ∩ Bk). We also
have Pr[α ∈ (A ∩B)] = J(A,B), thus, δ is indeed an unbiased estimate of J(A,B).

The above algorithm implements a perfect min-wise permutation for this setting:
since elements (r1, . . . , rk) are uniformly distributed, for each i ∈ [1, k] any element in
A and B has the same probability of being selected. As such, similar to MinHash with
many hash function, the expected error is also O(1/

√
k).

2.2 Cryptography Background

Private Set Intersection Cardinality (PSI-CA) is a cryptographic protocol involving
two parties: Alice, on input A = {a1, . . . , aw}, and Bob, on input B = {b1, . . . , bv},
such that Alice outputs |A ∩B|, while Bob has no output. In the last few years, several
PSI-CA protocols [13,31,20,10] have been proposed, that are secure in different security
models and under different assumptions. We choose the protocol in [10] as it achieves
communication and computation complexity linear in set sizes. As a result, throughout
this paper, we use the PSI-CA construction from [10], which is secure, in the presence
of semi-honest adversaries, under the DDH assumption in the Random Oracle Model
(ROM). It requires O(|A| + |B|) offline and O(|A|) online modular exponentiations
in Zp with exponents from subgroup Zq . (Offline operations are computed only once,
for any number of interactions and any number of interacting parties). Communication
overhead amounts to O(|A|) elements in Zp and O(|B|) – in Zq . Assuming 80-bit
security parameter, |q| = 160 bits and |p| = 1024 bits. (PSI-CA from [10] is reviewed
in the extended version of this paper [3].)

Adversarial Model: We use standard security models for secure two-party computa-
tion, which assume the adversary to be either semi-honest or malicious.2 As per defi-
nitions in [14], protocols secure in the presence of semi-honest adversary assume that
parties faithfully follow all protocol specifications and do not misrepresent any infor-
mation related to their inputs, e.g., size and content. However, during or after protocol
execution, any party might (passively) attempt to infer additional information about
other party’s input. Whereas, security in the presence of malicious parties allows ar-
bitrary deviations from the protocol. Security arguments in this paper are made with
respect to semi-honest participants.

2 Hereafter, the term adversary refers to protocol participants. Outside adversaries are not con-
sidered, since their actions can be mitigated via standard network security techniques.
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3 Privacy-Preserving Sample Set Similarity

3.1 Private Computation of Jaccard Index

We now present our first construction for privacy-preserving computation of Jaccard
Index. We consider two parties, Alice and Bob, on input sets A and B, respectively.
We show that parties can efficiently compute J(A,B) in a privacy-preserving manner
using protocol illustrated in Figure 1 below.

Privacy-preserving computation of J(A,B)

(Run by Alice and Bob, on input, resp., A,B)

1. Alice and Bob execute PSI-CA on input, resp., (A, |B|) and (B, |A|)
2. Alice learns c = |A ∩B|
3. Alice computes u = |A ∪B| = |A|+ |B| − c
4. Alice outputs J(A,B) = c/u

Fig. 1. Proposed protocol for privacy-preserving computation of set similarity

Complexity. The cost of protocol in Figure 1 is dominated by that incurred by the un-
derlying PSI-CA protocol. As we select the PSI-CA construction of [10], which incurs
linear communication and computational complexities, overall complexities of protocol
in Figure 1 are also linear in the size of sets. If we were to compute the Jaccard in-
dex without privacy, asymptotic complexities would be same as our privacy-preserving
protocol – i.e., linear. However, given the lack of cryptographic operations, constants
hidden by the big O() notation would be much smaller.

Security. Our main security claim is that, by running the protocol in Figure 1, parties do
not reciprocally disclose the content of their private sets, but only learn similarity com-
puted as the Jaccard index and the size of the other party’s input (hence, the cardinality
of set intersection and union). Therefore, security of protocol in Figure 1 relies on that
of the underlying PSI-CA instantiation (DDH in ROM). In particular, Alice and Bob
do not exchange any information besides messages related to the PSI-CA protocol. For
this reason, a secure implementation of the underlying PSI-CA guarantees that neither
Alice nor Bob learn additional information about the other party’s set (thus, we omit
detailed formal proofs to ease presentation).

Performance Evaluation. Our technique for secure Jaccard index computation can
be instantiated using any PSI-CA construction. Nonetheless, to maximize efficiency,
we choose the one in [10]. To assess the practicality of resulting construction, proto-
col in Figure 1 has been implemented in C (with OpenSSL and GMP libraries), using
160-bit random exponents and 1024-bit moduli to obtain 80-bit security.3 We assume
|A| = |B| = 1000 and set items to be hashed using SHA-1, thus, they are 160-bit. In
this setting, protocol in Figure 1 would incur (i) about 0.5s total computation time on
a single Intel Xeon E5420 core running at 2.50GHz and (ii) 276KB in bandwidth. We

3 Source-code implementation of all protocols is available upon request.
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omit running times for larger sets since, as complexities are linear, one can easily derive
a meaningful estimate of time/bandwidth for any size.

We also implement an optimized prototype that further improves total running time
by (1) pipelining computation and transmission and (2) parallelizing computation on
two cores. We test the prototype by running Alice and Bob on two PCs equipped with
2 quad-core Intel Xeon E5420 processors running at 2.50GHz, however, we always use
(at most) 2 cores. On a conservative stance, we do not allow parties to perform any pre-
computation offline. We simulate a 9Mbps link, since, according to [24], it represents
the current average Internet bandwidth in US and Canada.

In this setting, and again considering |A| = |B| = 1000, total running time of pro-
tocol in Figure 1 amounts to 0.23s. Whereas, the computation of Jaccard index without
privacy takes 0.018s. Therefore, we conclude that privacy protection, in our experi-
ments, only introduces a 12-fold slowdown, independently from set sizes.

Comparison to Prior Work. Performance evaluation above does not include any prior
solutions, since, to the best of our knowledge, there is no comparable cryptographic
primitive for privacy-preserving computation of the Jaccard index. The work in [28]
is somewhat related: it targets private computation of the Jaccard index using Private
Equality Testing (PET) [21] and deterministic encryption, however, it introduces the
need for a non-colluding semi-honest third party, which violates our design model.
Also, it incurs an impractical number of public-key operations, i.e., quadratic in the
size of sample sets (as opposed to linear in our case). Finally, additional (only vaguely)
related techniques include: (i) work on privately approximating dot product of two vec-
tors, such as, [27,18], and (ii) probabilistic/approximated private set operations based
on Bloom filters, such as, [18,19]. (None of this techniques, however, can be used to
solve problems considered in this paper.)

3.2 Private Estimation of Jaccard Index Based on MinHash

The computation of the Jaccard index, with or without privacy, can be relatively ex-
pensive when (1) sample sets are very large, or (2) each set must be compared with a
large number of other sets. Thus, MinHash techniques, introduced in Sec. 2.1, are often
used to estimate the Jaccard index, trading off an expected error with appreciably faster
computation. We now show how to privately approximate the similarity of two sample
sets combining MinHash and PSI-CA. Our construction is general and does not assume
any specific instantiation, given that it is a multi-hash MinHash.

Recall, from Sec. 2.1, that Jaccard index can also be approximated as sim(A,B) =

|{〈ai, i〉}ki=1 ∩ {〈bi, i〉}ki=1|/k, where ai = h
(i)
min(A) and bi = h

(i)
min(B). Therefore,

privacy-preserving estimation of the Jaccard index, using multi-hash MinHash, can be
reduced to securely computing cardinality of set intersection above. The resulting pro-
tocol is presented in Figure 2 below.

It is easy to observe that, compared to the Jaccard index computation (Sec. 3), the use
of MinHash leads to executing PSI-CA on smaller sets, as it holds k � Min(|A|, |B|).
Thus, communication and computation overhead depends on k, since inputs to PSI-CA
are now sets of k items, independently from the size of A and B.
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Private Jaccard index estimation sim(A,B)

(Run by Alice and Bob, on input, resp., A,B)

1. Alice and Bob compute, {〈ai, i〉}ki=1 and {〈bi, i〉}ki=1, resp., using multi-hash MinHash
2. Alice and Bob execute PSI-CA on input, resp., ({〈ai, i〉}ki=1, k) and ({〈bi, i〉}ki=1, k)
3. Alice learns δ = |{〈ai, i〉}ki=1 ∩ {〈bi, i〉}ki=1|
4. Alice outputs sim(A,B) = δ/k

Fig. 2. Proposed protocol for privacy-preserving approximation of set similarity

Security and Extensions. Similar to the protocol in Sec. 3.1, the security of protocol
in Figure 2 relies on the security of the underlying PSI-CA construction.

In this protocol, the Alice learns some additional information compared to the proto-
col in Sec. 3.1. In particular, rather than computing the similarity – and therefore the size
of the intersection – of sets A and B, she determines how many elements from a partic-
ular subset of A (constructed using minhash) also appear in the subset selected from B.
To overcome this limitation, Alice and Bob can construct their input sets (Step 1 in Fig-
ure 2) using a set of OPRFs rather than a set of hash functions: Alice and Bob engage in
a multi-party protocol where Alice inputs her set A = {a1, . . . , av} and learns a random
permutation of OPRFkeyj (a1), . . . ,OPRFkeyj (av) for random keys keyj , 1 ≤ j ≤ k.
Alice constructs her input selecting the smallest value OPRFkeyj (ai) for each j. Bob
constructs his input without interacting with Alice. While the cost of this protocol is lin-
ear in the size of the input sets, it is significantly higher than that of protocol Sec. 3.1.

Performance Evaluation. We also tested the performance of our construction for
privacy-preserving approximation of Jaccard similarity, again using the PSI-CA from [10].
We used the same setting of Sec. 3.1, i.e., we selected sets with 1000 items, 1024-bit mod-
uli and 160-bit random exponents, and ran experiments on two PCs with 2.5GHz CPU
and a 9Mbps link. Selecting k = 400, thus, bounding the error to 5%, the total run-
ning time of protocol in Figure 2 amounts to 0.09s – less than half compared to the one
in Figure 1. Whereas, in the same setting, the approximation of Jaccard index without
privacy takes 0.007s. Thus, the slow-down factor introduced by the privacy-protecting
layer (similar to the protocol proposed in Sec. 3.1) is 12-fold. Again, note that times for
different set sizes can be easily estimated since the complexity of the protocol is linear.

Prior Work. The estimation of set similarity through MinHash – whether privacy-
preserving or not – requires counting the number of times for which it holds that
h
(i)
min(A) = h

(i)
min(B), with i = 1, . . . , k. We have denoted this number as δ. Proto-

col in Figure 2 above attains secure computation of δ through privacy-preserving set
intersection cardinality. However, it appears somewhat more intuitive to do so by us-
ing the approach proposed by [2] in the context of social-network friends discovery.
Specifically, in [2], Alice and Bob compute, resp., {ai}ki=1 and {bi}ki=1, just like in our
protocol. Then, Alice generates a public-private keypair (pk, sk) for Paillier’s additively
homomorphic encryption cryptosystem [25] and sends Bob {zi = Encpk(ai)}ki=1.
Bob computes {(zi ·Encpk(−bi))

ri}ki=1 for random ri’s and returns the resulting vec-
tor of ciphertexts after shuffling it. Upon decryption, Alice learns δ by counting the
number of 0’s. Nonetheless, the technique proposed by [2] actually incurs an
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increased complexity, compared to our protocol in Figure 2 (instantiated with PSI-CA
from [10]). Assuming 80-bit security parameters, thus, 1024-bit moduli and 160-bit
subgroups, and 2048-bit Paillier moduli, and using m to denote a multiplication of
1024-bit numbers, multiplications of 2048-bit numbers count for 4m. Using square-and-
multiply, exponentiations with q-bit exponents modulo 1024-bit count for (1.5|q|)m.
In [2], Alice performs k Paillier encryptions (i.e., 2k exponentiations and k multi-
plications) and k decryptions (i.e., k exponentiations and multiplications), while Bob
computes k exponentiations and multiplications. Therefore, the total computation com-
plexity amounts to (6 · 4 · 1.5 · 1024 + 4 · 4)km = 36, 880km. Whereas, our ap-
proach (even without pre-computation) requires both Alice and Bob to perform 4k
exponentiations of 160-bit numbers modulo 1024-moduli and 2k multiplications, i.e.,
(4 · 1.5 · 160 + 2)km = 962km, thus, our protocol achieves a 38-fold efficiency im-
provement. Communication overhead is also higher in [2]: it amounts to (2 · 2048)k
bits; whereas, using PSI-CA, we need to transfer (2 · 1024 + 160)k bits, i.e., slightly
more than half the traffic.

4 Privacy-Preserving Document Similarity

After building efficient (linear-complexity) primitives for privacy-preserving computa-
tion/approximation of Jaccard index, we now explore their applications to a few com-
pelling problems. We start with evaluating the similarity of two documents, which is
relevant in many common applications, including copyright protection, file manage-
ment, plagiarism prevention, duplicate submission detection, law enforcement. In last
few years, the security community has started investigating privacy-preserving tech-
niques to enable detection of similar documents without disclosing documents’ actual
contents. Below, we first review prior work and, then, present our technique for efficient
privacy-preserving document similarity.

4.1 Related Work

The work in [16] (later extended in [23]) is the first to realize privacy-preserving docu-
ment similarity. It realizes secure computation of the cosine similarity of vectors repre-
senting the documents, i.e., each document is represented as the list of words appearing
in it, along with the normalized number of occurrences. Recently, Jiang and Saman-
thula [17] have proposed a novel technique relying on the Jaccard index and N -gram
based document representation [22]. (Given any string, an N -gram is a substring of size
N ). According to [17], the N -gram based technique presents several advantages over
cosine similarity: (1) it improves on finding local similarity, e.g., overlapping of pieces
of texts, (2) it is language-independent, (3) it requires a much simpler representation,
and (4) it is less sensitive to document modification. We overview it below.

Documents as Sets of N-grams. A document can be represented as a set of N -grams
contained in it. To obtain such a representation, one needs to remove spaces and punc-
tuation and build the set of successive N -grams in the document. An example of a
sentence, along with its N -gram representation (for N = 3), is illustrated in Figure 3.
The similarity of two documents can then be estimated as the Jaccard index of the two



98 C. Blundo, E. De Cristofaro, and P. Gasti

the quick brown fox jumps over the lazy dog
↓

{azy, bro, ckb, dog, ela, equ, ert, fox, hel, heq, ick, jum, kbr, laz, mps, nfo,
ove, own, oxj, pso, qui, row, rth, sov, the, uic, ump, ver, wnf, xju, ydo, zyd}

Fig. 3. Tri-gram representation

corresponding sets of N -grams. In the context of document similarity, experts point out
that 3 results as a good choice of N [4].

To enable privacy-preserving computation of Jaccard index, and therefore estimation
of document similarity, Jiang and Samanthula [17] propose a two-stage protocol based
on Paillier’s additively homomorphic encryption [25]. Suppose Alice wants to privately
evaluate the similarity of her document DA against a list of n documents held by Bob,
i.e., DB:1, . . . , DB:n. First, Bob generates a global space, |S|, of tri-grams based on his
document collection. This way, DA as well as each of Bob’s document, DB:i, can be
represented as binary vectors in the global space of tri-grams: each component is 1 if the
corresponding tri-gram is included in the document and 0 otherwise. We denote with A
the representation of DA and with Bi that of DB:i. Then, Alice and Bob respectively
compute random shares a and bi such that a+ bi = |A∩Bi|. Next, they set c = |A|−a
and di = |B| − bi. Finally, Alice and Bob, on input (a, c) and (bi, di), resp., execute a
Secure Division protocol (e.g., [6,1]) to obtain (a+bi)/(c+di) = |A∩Bi|/|A∪Bi| =
J(A,Bi).

The computational complexity of the protocol in [17] amounts to O(|S|) Paillier
encryptions performed by Alice, and O(n · |S|) modular multiplications – by Bob.
Whereas, communication overhead amounts to O(n · |S|) Paillier ciphertexts.

Flaw in [17]. Unfortunately, protocol in [17] is not secure, since Bob has to disclose
his global space of tri-grams (i.e., the set of all tri-grams appearing in his document col-
lection). Therefore, Alice can passively check whether or not a word appears in Bob’s
document collection. Actually, Alice can learn much more, as we show in Appendix A.
We argue that this flaw could be fixed by considering the global space of tri-grams as
the set of all possible tri-grams, thus, avoiding the disclosure of Bob’s tri-grams set. As-
suming that documents are stripped of any symbol and contain only lower-cased letters
and digits, we obtain S = {a, b, . . . , z, 0, 1, . . . , 9}3. Unfortunately, this modification
would tremendously increase computation and communication overhead.

4.2 Our Construction

As discussed in Sec. 3, we can realize privacy-preserving computation of the Jaccard
index using PSI-CA. To privately evaluate the similarity of documentsDA and any doc-
ument DB:i, Alice and Bob execute protocol in Figure 4. Function Tri-Gram(·) denotes
the representation of a document as the set of tri-grams appearing in it.

Complexity. Complexity of protocol in Figure 4 is bounded by that of the underlying
PSI-CA construction. Using the technique in [10], computational complexity amounts
to O(|A| + |Bi|) modular exponentiations, whereas, communication overhead – to
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Alice (DA) Bob (DB:i)

A ← Tri-Gram(DA) Bi ← Tri-Gram(DB:i){ }��
��

|A ∩Bi| ← PSI-CA(A,Bi)

Output Similarity as J(A,Bi) =
|A ∩Bi|

|A|+ |Bi| − |A ∩ Bi|

Fig. 4. Privacy-preserving evaluation of document similarity of documents DA and DB:i

O(|A|+ |Bi|). Observe that, in the setting where Alice holds one documents and Bob a
collection of n documents, complexities should be amended to O(n|A| +

∑n
i=1 |Bi|).

However, due to the nature of protocol in [10], Bob can perform O(
∑n

i=1 |Bi|) compu-
tation off-line, ahead of time. Hence, total online computation amounts to O(n|A|).
More Efficient Computation Using MinHash. As discussed in Sec. 2.1, one can ap-
proximate the Jaccard index by using MinHash techniques, thus, trading off accuracy
with significant improvement in protocol complexity. The resulting construction is sim-
ilar to the one presented above and is illustrated in Figure 5. It adds an intermediate
step between the tri-gram representation and the execution of PSI-CA: Alice and Bob
apply MinHash to sets A and Bi, respectively, and obtain hk(A) and hk(Bi). The main
advantage results from the fact that PSI-CA is now executed on smaller sets, of con-
stant size k, thus, achieving significantly improved communication and computational
complexities. Again, note that the error is bounded by O(1/

√
k).

Performance Evaluation. We now compare the performance of our constructions to
the most efficient prior technique, i.e., the protocol in [17] (that, unfortunately, is in-
secure). We consider the setting of [17], where Bob maintains a collection of n docu-
ments. Recall that our constructions use the PSI-CA in [10]. Assuming 80-bit security
parameters, we select 1024-bit moduli and 160-bit random exponents. As [17] relies on
Paillier encryption, it uses 2048-bit moduli and 1024-bit exponents. In the following,
let m denote a multiplication of 1024-bit numbers. Multiplications of 2048-bit numbers
count for 4m. Modular exponentiations with q-bit exponents modulo 1024-bit count
for (1.5|q|)m. The protocol in [17] requires O(|S|) Paillier encryptions and O(n · |S|)
modular multiplications. As pointed above, we need |S| = 363 = 46, 656. Therefore,
the total complexity amounts to (4 · 1.5 · 1024 + 4n)|S|m = (6144 + 4n)|S|m ≈
(2.9 · 108 + 1.9 · 105n)m.

Our construction above requires (2 · 1.5 · 160n|A|)m for the computation of Jaccard
index similarity and (1.5 · 160nk)m for its approximation. Thus, to compare perfor-
mance of our protocol to that of [17], we need to take into account the dimensions of
A, Bi, as well as n and k. To this end, we collected 393 scientific papers from the KD-
Dcup dataset of scientific papers published in ArXiv between 1996 and 2003 [8]. The
average number of different tri-grams appearing in each paper is 1307. Therefore, cost
of our two techniques can be estimated as (2 ·1.5 ·160 ·1307n)m and (1.5 ·160 ·nk)m,
respectively. Thus, our technique for privacy-preserving document similarity is faster
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Alice (DA) Bob (DB:i)

A ← Tri-Gram(DA) Bi ← Tri-Gram(DB:i)

hk(A) ← MinHash(A) hk(Bi) ← MinHash(Bi){ }��
��|hk(A) ∩ hk(Bi)| ←

PSI-CA(hk(A), hk(Bi))

Output Similarity Approximation as: sim(A,Bi) =
|hk(A) ∩ hk(Bi)|

k

Fig. 5. Privacy-preserving approximation of document similarity of documents DA and DB:i

Table 1. Computation time of privacy-preserving document similarity

n [17] Figure 4
Figure 5

k = 100 k = 40

10 9.5 mins 6.3 secs 0.05 secs 0.05 secs
102 9.9 mins 63 secs 1.9 secs 1.9 secs
103 12.7 mins 10.4 mins 48 secs 19.2 secs
104 40.7 mins 1.74 hours 8 mins 3.2 mins
105 5.3 hours 17.4 hours 1.2 hours 32 mins

than [17] for n < 2000. Furthermore, using MinHash techniques, complexity is always
faster (and of at least one order of magnitude), using both k = 40 and k = 100. Also,
recall that, as opposed to ours, the protocol in [17] is not secure.

Assuming that it takes about 1μs to perform modular multiplications of 1024-bit
integers (as per our experiments on a single Intel Xeon E5420 core running at 2.50GHz),
we report estimated running times in Table 1 for increasing values of n (i.e., the number
of Bob’s documents).

We performed some statistical analysis to determine the real magnitude of the error
introduced by MinHash, when compared to the Jaccard index without MinHash. Our
analysis is based on the trigrams from documents in the KDDcup dataset [8], and con-
firms that the average error is within the expected bounds: for k = 40, we obtained
an average error of 14%, while for k = 100 the average error was 9%. This is accept-
able, considering that the Jaccard index actually provides a normalized estimate of the
similarity between two sets, not a definite metric.

Remark: In the extended version of the paper [3], we also propose constructions for
privacy-preserving similarity evaluation of irises and multimedia contents.

5 Conclusion

This paper introduced the first efficient construction for privacy-preserving evaluation
of sample set similarity, relying on the Jaccard index measure. We also presented an



EsPRESSo: Efficient Privacy-Preserving Evaluation of Sample Set Similarity 101

efficient randomized protocol that approximates, with bounded error, this similarity in-
dex. Our techniques are generic and practical enough to be used as a basic building
block for a wide array of different privacy-preserving functionalities, including doc-
ument and multimedia file similarity, biometric matching, genomic testing, similarity
of social profiles, and so on. Experimental analyses support our efficiency claims and
demonstrate improvements over prior results. Source-code implementation of all pro-
posed protocols and experiments is available upon request and will be released along
with the final version of the paper.

Naturally, our work does not end here: additional applications and extensions re-
quire further investigation. Also, as part of future work, we plan to investigate privacy-
preserving computation of other similarity measures.
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A Flaw in Private Document Similarity in [17]

In this section, we show that the protocol in [17] is not privacy-preserving (even in semi-
honest model). In fact, Bob, in order to participate in the protocol, must disclose his
global space of tri-grams. Given this information, Alice can efficiently check whether
a word, e.g., w, appears in Bob’s document collection. Indeed, Alice computes w’s tri-
gram based representation, then she checks whether all such tri-grams appear in Bob’s
public global space. If so, Alice learns that w appears in a document held by Bob with
some non-zero probability. Technically, this probability is not 1 because Alice could
have a false positive, i.e. w may not be in Bob’s documents even though w’s trigrams
are in Bob’s public global space. On the other hand, if at least one of the tri-grams of
w is not in Bob’s public global space, Alice learns that Bob’s documents do not contain
w. This, obviously, violates privacy requirements. If Alice and Bob include punctation
and spaces in their tri-grams representation of their documents, the probability of false
positive becomes negligible. We do not exploit “relations” between consecutive mean-
ingful words in the sentence, which could potentially (further) aggravate information
leakage about Bob’s documents.

http://www.netindex.com/source-data/
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We now show yet another attack that lets Alice learn even more, since the N-grams
representation embeds document’s structure. From the global space of tri-grams GS ,
we can construct a directed graph G(V,E) representing relations between tri-grams in
Bob’s document collection. Any path in such a graph will lead to a textual fragment
contained in some document held by Bob. A vertex in the graph represents a tri-gram;
whereas, an edge between two vertices implies that the two corresponding tri-grams
are consecutive tri-grams in a word. Given a trigram x ∈ GS , with x(i) we denote the
i-th letter in x. The directed graph G(V,E) is constructed as follows. The vertex set is
V = {Vx | x ∈ GS} and the edge set is E = {〈Vx, Vy〉 | x(2) = y(1)∧ x(3) = y(2)}. A

path Vx1 , . . . , Vxn in G, will correspond to the string x
(1)
1 x

(2)
1 x

(3)
2 x

(3)
3 · · ·x(3)

n . Such a
string (or some of its substring) appears in some document in Bob’s collection. By using
algorithms based on Deep First Search visit of a graph, a vocabulary, and syntactic rules,
we could extract large document’s chunks. We did not explore further other techniques
to extract “information” from the global space of tri-grams as we consider them to be
out of the scope of this paper.
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Université de Rennes 1 - INRIA / IRISA,
Avenue du Général Leclerc
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Abstract. In order to contribute to solve the personalization/privacy
paradox, we propose a privacy-preserving architecture for one of state-
of-the-art recommendation algorithm, Slope One. More precisely, we de-
scribe SlopPy (for Slope One with Privacy), a privacy-preserving version
of Slope One in which a user never releases directly his personal in-
formation (i.e, his ratings). Rather, each user first perturbs locally his
information by applying a Randomized Response Technique before send-
ing this perturbed data to a semi-trusted entity responsible for storing
it. While there is a trade-off to set between the desired privacy level and
the utility of the resulting recommendation, our preliminary experiments
clearly demonstrate that SlopPy is able to provide a high level of privacy
at the cost of a small decrease of utility.

Keywords: Privacy, Recommender Systems, Collaborative Filtering, Ran-
domized Response Technique.

1 Introduction

The advent of personalization is strongly tied to the development and rapid
growth of Electronic Commerce during the last decade. Indeed, major Internet
companies provide services that are tailored to the interests of their users, which
in turn as lead to the collection of large amount of personal data and the con-
struction of detailed profiles of these users. For instance, Google personalizes the
news pushed towards a specific user according to the topics of the news that he
had consulted in the past [4]. Another approach consists in using a recommender
system that creates a user’s profile and compare it to the profiles of other users
in order to select in accordance with the tastes of similar users, the most relevant
items (e.g., advertisements, movies, . . . ) for this particular user. For example,
Amazon relies on a recommendation engine using an item-based collaborative
filtering to propose suggestions to users about books that they might like [10].

The massive gathering of personal information generated by the development
of personalized services is clearly at odds with the privacy rights of the users of
these systems. More precisely, the two fundamental questions summarizing the
interplay between personalization and privacy are the following [12]:

“. . . (1) to what extent users have to disclose personal information in or-
der to enjoy personalized and context-aware services in a user-controlled,

R. Di Pietro et al. (Eds.): DPM 2012 and SETOP 2012, LNCS 7731, pp. 104–117, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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privacy-preserving and trusted way, as well as (2) to find a reasonable
balance between user-centric requirements and natural business interests
of service providers and authorities, who offer and regulate such ser-
vices.”

While we recognize that the second issue is also fundamental, in this paper we
focus mainly on addressing the first one. In particular, we believe that in order
to protect the privacy of their users and limit the risks of privacy breaches, the
recommender systems must integrate the privacy issues directly into the con-
ception of their architecture, following the privacy-by-design paradigm. Indeed,
while personalization and privacy may seem to be antagonist at first glance,
privacy-preserving personalized services and architectures have been developed
in the past few years that aim at reconciling these seemingly conflicting goals,
in particular in the context of personalized target advertising systems [17,7].

In this paper, we present our approach towards this direction by proposing
a privacy-preserving architecture for one of state-of-the-art recommendation al-
gorithm, Slope One [9]. More precisely, we describe SlopPy (for Slope One with
Privacy), a privacy-preserving version of Slope One in which a user never re-
leases directly his personal information (i.e, his ratings) to a trusted third party.
Rather, each user first perturbs locally his information by applying a Randomized
Response Technique before sending this perturbed data to a semi-trusted entity
responsible for storing it. Out of the perturbed ratings, the semi-trusted entity
construct two matrices (i.e., the deviation matrix and the cardinality matrix)
following the standard Slope One algorithm. When a user needs a recommenda-
tion on a particular item (i.e., a movie), he fetches particular information from
these matrices through a private information retrieval scheme [13] hiding the
content of his query (i.e., the item he is interested in) to the semi-trusted entity.
By combining the data retrieved with his true ratings (which are only stored
locally on his machine), the user can then locally compute the output of the rec-
ommendation algorithm for this particular item. While there is often a trade-off
to set between the desired privacy level (quantified in terms of the magnitude of
the noise added) and the utility of the resulting recommendation (measured by
the Mean Absolute Error and the Root Mean Squared Error), our experiments
clearly demonstrate that SlopPy is able to provide a high level of privacy at the
cost of a small decrease of utility.

The outline of the paper is the following. First, in Section 2, we give an
overview of the background on the Slope One recommendation algorithm as well
as local perturbation approaches such as Randomized Response Techniques. then
in Section 3, we briefly review privacy-preserving versions of Slope One that have
been developed in recent years. Afterwards, in Section 4, we describe SlopPy,
which is both a privacy-preserving version of Slope One and a recommendation
architecture built around this algorithm. Finally, in Section 5, we report on ex-
perimentations performed with SlopPy on the classical Movielens dataset before
concluding with a discussion and some future work in Section 6.
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2 Background

Slope One recommendation algorithm. While several approaches exist to rec-
ommendation such as collaborative filtering, item-based recommendation and
content-based recommendation, thereafter we focus on Slope One [9], which is a
collaborative filtering algorithm (i.e., the recommendation is based on the tastes
of similar users) designed by Lemire and Maclachlan.

Let us first fix the notation. For the rest of this paper, let the variable u refers
to a specific user while i and j will be used as the indexes of particular items
(such as movies). Let also r denotes a true rating that a user has really given to
an item (e.g., a movie he has seen), while r̂ denotes a predicted rating, which
is the effective prediction made by the recommendation algorithm (in our case
Slope One or SlopPy) on an item that a user has never rated. For instance, ru,i
corresponds to the rating given by user u on the item i while r̂u,j is the prediction
of the rating that user u will give to item j according to the recommendation
algorithm. In general, the rating given to an item will be either an integer or a
real value drawn from a finite range. For example, in the case of the Movielens
dataset, the interval considered is [1, 5] in which a rating of 5 is an excellent
rating while a value of 1 corresponds to the worst possible one. Finally, the
variable n denotes the total number of items in the domain considered (e.g., the
number of possible movies).

To predict the rating of a particular item i for a specific user u, the Slope
One algorithm combines the information about all the items that u has rated
with the information about the ratings of all users that have also rated i. First,
Slope One constructs a cardinality matrix of size n by n containing the value
of φi,j , which corresponds to the number of users that have rated both items
i and j. This can be done easily in a non-private version of the algorithm by
having all users sending all their ratings to a central entity. Afterwards, Slope one
computes a deviation matrix out of the ratings provided by users. More precisely,
the (standard) deviation matrix of size n by n is constructed by computing the
standard deviation δi,j between each pair of items i and j by considering the
subset of users that have rated both items i and j:

δi,j =

∑
u(ru,i − ru,j)

φi,j
(1)

in which ru,i and ru,j are respectively the ratings of user u for the item i and j,
while φi,j is the number of users that have rated both items i and j. Note that
the construction of the cardinality and deviation matrices can be done in a time
directly proportional to their sizes, which is O(n2) for n the number of items in
the domain.

The standard (unweighted) version of Slope One relies only on the deviation
matrix to perform a recommendation. More precisely, the following equation
summarizes the formula used by unweighted Slope One to predict the rating
(the sum is performed over the subset of items that have been rated by user u):

UnweightedSlopeOne(u, j) =

∑
i|i=j(δi,j + ru,i)

nu
(2)
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in which j is the item on which the rating will be predicted for the user u, δi,j
is the standard deviation between the pair of items i and j, ru,i is the rating
given by user u to item i and nu is the number of items that have been rated by
user u. The Weighted Slope One is another variant of the Slope One algorithm
also due to Lemire and Maclachlan [9]. In a nutshell, compare to the standard
(i.e., unweighted) version, the main difference is that the weighted version of
Slope One considers that the pairs of items that are the most relevant for the
prediction are the ones that have been rated by a large number of users. This is
reflected by the following formula for the prediction:

WeightedSlopeOne(u, j) =

∑
i|i=j(δi,j + ru,i)φi,j∑

i|i=j φi,j
(3)

in which j is the item on which the rating will be predicted for the user u, φi,j

corresponds to the number of users that have rated both items i and j, δi,j is
the standard deviation between the pair of items i and j and ru,i is the rating
given by user u to item i. Standard metrics for measuring the accuracy of a
recommendation algorithm are the Mean Absolute Error (MAE) and the Root
Mean Square Error (RMSE), which basically are two different ways to quantify
the difference between the true rating r and the prediction one r̂. Both prediction
methods (i.e., the weighted and the unweighted ones) have a computational cost
of O(n), for n the number of possible items of the domain as they basically
require to use all the n entries of a row of the deviation matrix (and possibly
also the cardinality matrix in case of Weighted Slope One).

A key observation to make is that the prediction of weighted Slope One is
based on both local information (i.e., ru,i) that the user can store on his com-
puter and global information that is retrieved out of the deviation and cardinal-
ity matrices (i.e., δi,j and φi,j). Out of the different recommendation algorithms
available, we have chosen to focus on the development of the privacy-preserving
variant of Slope One, both because it has an accuracy that is closed to state-of-
the-art algorithms (as measured by the MAE and the RMSE), and also because
its structure, which decouples the local and global information needed for the
recommendation, makes it natural to introduce privacy in its framework.

Local computation and Randomized Response Technique. Local computation con-
sists in keeping the profile of a user under his control on his own machine and to
perform all the computations (or at least the sensitive ones) needed for the per-
sonalization on the clients’ side. With respect to privacy, the main advantage of
this technique is that the information of the user never leaves his computer, thus
limiting the risks of privacy leaks. For instance, in the case of a recommender
system, the local computation can be done in a transparent manner to the user
by a module directly integrated within his browser. Several systems based on
this approach have been proposed in the recent years, in particular in the con-
text of privacy-preserving targeted advertisement systems, such as Privad [7],
Adnostic [17] and RePriv [6].

Randomized Response Technique (RRT) can be seen as a specific form of local
perturbation method in which the user perturbs himself his data before releasing
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it. Originally, this technique was invented by Warner [18] in the 1960’s as a
survey tool enabling individuals to randomize their answer on questions that are
deemed sensitive while still preserving global statistical properties of the sample.
In privacy, RRT is a general term referring to any local perturbation technique
in which the user locally perturbs his data independently of the data of other
users (in contrast to other methods such as k-anonymity sanitizing the data in
a global manner).

3 Related Work

RRT methods for recommendation algorithm. Within the context of recommen-
dation systems, Polat and Du [16] have developed a multi-group scheme to ran-
domize the items of a profile. Using this technique, each user partitions the items
of his profile into groups of same size and then each group is perturbed indepen-
dently with some predefined probability p. One of the limits of this approach is
that if the adversary has some knowledge about a particular group then this may
help him to de-randomize this part of the profile. For instance, if the adversary
knows that the first item of the group should be 1, then depending on the value
observed on the released data, it can detect whether this group was perturbed
or not and then potentially retrieve the original data for this group (at least
provided that each item is binary).

In general, one of the main difficulty for assessing the privacy offered by a
perturbation method (such as a RRT) is to have a meaningful measure of the
risk that the adversary is likely to de-randomize this method. More precisely,
to reason about the privacy guarantees provided by such method requires to
understand how the adversary might infer the true ratings out of the perturbed
ones. For instance, a recent study of Pashalidis and Preneel [15] has evaluated the
privacy/utility trade-off provided by different classes of obfuscation strategies in
the context of personalized services.

Privacy-preserving variants of Slope One. Basu, Vaidya and Kikuchi have pro-
posed in the recent years three variants of Slope One integrating privacy into the
design of the recommendation algorithm [1,2,3]. These three privacy-preserving
variants of Slope One rely on very different approaches. For instance, one of the
approach achieves privacy through the arbitrary partition of matrices [2] while
the second is based on the use of cryptographic techniques [3]. More precisely,
the main objective of the protocols proposed in [3] is to compute in a secure and
distributed manner the output of the Slope One algorithm (namely the deviation
and cardinality matrices) from rating data that is split among several sites.

The third approach is the closest to our work as it also corresponds to a
perturbation technique combined with the use of homomorphic encryption [1].
This method adds noise to the deviation matrix during the training phase (i.e.,
the time at which the matrices are computed) and to the ratings themselves
at prediction time. In a nutshell, the prediction query of the user representing
the item in which he is interested is protected through the use of homomorphic
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encryption scheme, such as the Paillier’s cryptosystem [14], that has been set up
by the user and which allows to perform arithmetic operations (such as addition
and/or multiplication) on encrypted values. More precisely, the true ratings of
the user are encrypted homomorphically and then send to the server storing
the deviation and cardinality matrices. The server then perform the necessary
computations in order to generate an encrypted version of the prediction before
sending back the result to the user. Finally, the user can decrypt the result in
order to fetch the corresponding prediction. The privacy of this scheme is ensured
through the use of the homomorphic encryption for which the user is the only
one to know the secret key. The experiments conducted on the Movielens dataset
shows that proposed method is still accurate compared to the standard version
of the algorithm (as measured in terms of MAE).

4 SlopPy

In this section, we describe SlopPy (for Slope One with Privacy), a privacy-
preserving version of Slope One in which a user never releases directly his per-
sonal information (i.e, his ratings). In the rest of this section, we give an overview
of the general architecture of the system in Section 4.1 (due to space limitations
we leave the details of the architecture to the full version of this paper) before
describing the SlopPy recommendation algorithm in Section 4.2.

4.1 Overview of the SlopPy Architecture

SlopPy architecture. Figure 1 illustrates the architecture of the SlopPy recom-
mender system. More precisely in SlopPy, each user first perturbs locally his data
(Step 1) by applying a Randomized Response Technique (RRT) before sending
this information to the entity responsible for storing this information through
an anonymous communication channel (Step 2). This entity is assumed to be
semi-trusted, also sometimes called honest-but-curious in the sense that it is
assumed to follow the directives of the protocol (i.e., it will not for instance
corrupt the perturbed ratings send by a user or try to influence the output of
the recommendation algorithm) but nonetheless tries to extract as much infor-
mation as it can from the data it receives. Out of the perturbed ratings, the
semi-trusted entity constructs two matrices (i.e., the deviation matrix and the
cardinality matrix) following the Weighted Slope One algorithm (Step 3). When
a user needs a recommendation on a particular movie, he queries these matrices
through a variant of a private information retrieval scheme [13] (Step 4) hiding
the content of his query (i.e., the item he is interested in) to the semi-trusted
entity. By combining the data retrieved (Step 5) with his true ratings (which
once again are only stored on his machine), the user can then locally compute
the output of the recommendation algorithm for this particular item (Step 6).

Philosophy behind SlopPy. Overall, the philosophy of SlopPy is that users con-
tribute to the common good (i.e., the construction of the deviation and cardinal-
ity matrices that are needed to perform the recommendation) but still protect
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Fig. 1. Overview of the architecture of SlopPy

their privacy by not sending directly their true ratings but rather a perturbed
version of it. The semi-trusted entity is responsible for administrating the com-
mon good in the sense of computing and storing the deviation and cardinality
matrices, which are considered to be public data that any user should have the
right to access1. On the other hand, the true ratings of a particular user are
considered to be private information and are only stored locally on his machine.
The computation of the prediction for a particular recommendation is done by
the user querying the matrices through a private information retrieval scheme.
In a nutshell, this technique allows a user to learn the content of a particular
row of the matrix without the semi-trusted entity learning his query. One of the
advantage of the centralized aspect of our system is that as the semi-trusted
entity has access to all the perturbed ratings of the users, and therefore it can
easily maintain and update the deviation and cardinality matrices.

Protection of privacy in SlopPy. In a recommender system, we believe that
ensuring privacy amounts to design a system that can hide at least the three
following information :

1. The true ratings of the user.
2. The identity of the user behind an action (e.g., an action could be the sub-

mission of ratings during the training phase or a prediction request).
3. The content of the query itself (i.e., the item the user is interested in).

In SlopPy, the ratings of the user are protected by randomizing them through
the application of a RRT before they are released (see Section 4.2 for more de-
tails). In order to hide the identity of the user behind the submission of the
ratings, the architecture of SlopPy relies on the use of an anonymous communi-
cation channel. This anonymous channel could be either implemented through
the use of a proxy that is assumed to be independent of the semi-trusted entity

1 We acknowledge that this assumption is not necessary compatible with a business
model in which the knowledge of such matrices is considered as a business secret by
the semi-trusted entity. In such situation, additional mechanisms should be used in
order to limit the number of queries that a particular user can perform, for instance
by relying on techniques such as oblivious transfer and anonymous e-cash.
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(i.e., not colluding with him) or through an anonymous communication network
such as TOR (The Onion Routing) [5]. The advantage of the latter solution is
that preservation of the identity of the user does not only rest on the shoulders
of the single entity but rather the trust is spread among several nodes of the
anonymous communication network. If the user needs to update his profile on
a regular basis, it is possible to envision that the user can choose a long-term
pseudonym. This pseudonym could be for instance the public verification key
of a digital signature scheme that has been set up by the user. When the user
needs to update his profile, he simply sends the ratings of new items that he
has not rated previously through an anonymous communication channel along
with a proof of his identity in the form of a signature on his updated profile. In
particular, the user should not send another fresh randomized version of items
that he has rated in the past. Otherwise, by observing several randomizations
of the same rating, it may become possible for the server to de-randomize the
ratings of a particular user by doing a simple average. Finally, the protection
of the content of a query is ensured through a variant of a private information
retrieval scheme based on homomorphic encryption scheme. This protocol allows
to learn the content of a particular row of one of the matrices for an optimal
communication cost of Θ(n), for n the number of items in the domain consid-
ered. We defer the details of this protocol as well as the detailed analysis of the
architecture for the full version of the paper but overall the asymptotic com-
plexity of SlopPy is the same as the Slope One algorithm. However, in practice
the use of an anonymous channel as well as the use of homomorphic encryption
induce an overhead that is likely to impact the performance in a non-negligible
manner.

4.2 SlopPy Recommendation Algorithm

Randomization operator. The core of the SlopPy architecture is a recommen-
dation algorithm, which is effectively a privacy-preserving variant of Weighted
Slope One. The main modification of the algorithm consists in the participants
sending a perturbed version of their ratings rather than their true ratings. More
precisely, each participant applies a RRT on his profile in order to obtain the
perturbed version. Only the perturbed version is released publicly to the semi-
trusted third party responsible for constructing the deviation and the cardinality
matrices while the true ratings are stored locally on the user’s machine. We have
constructed four different randomization operators for the RRT that we describe
thereafter.

1. Independent randomization. With the method IndRand, each item in the pro-
file is randomized in an independent manner with a probability p, which is
an input parameter of the RRT method, and left untouched with the com-
plementary probability 1−p. More precisely, if p = 0 then no randomization
occurs (i.e., the true ratings are unmodified) while a value of p = 1 means
that each item of the profile is randomized. When a rating is randomized
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then the perturbed rating is drawn uniformly at random among all the values
except the original one. (Another possibility would have been to randomize
over all possible values.)

2. Deviation. With the method Deviation, each rating is perturbed such that
its value is likely to be slightly increased or decreased compared to the orig-
inal value. This randomization operator is implemented by first drawing a
random number a predefined interval chosen according to the rating scale
and then generating a perturbed rate that corresponds to the addition of
this random number to the original rating. If the generated rating is above
or below the maximal (or minimal) possible rating then to ensure that this
value remains within the set of possible rates by rounding it to the nearest
integer within this set. For instance, in the Movielens dataset, the set of
possible rates is S = {1, 2, 3, 4, 5} and we choose to draw the random num-
ber in the interval [−2, 2]. In this setting, if the true rate had originally a
value of 5 and the randomization should result in the rate being modified to
6 due to the rounding, instead the rating of 5 is chosen in order to remain
within the set of possible values. We acknowledge that this method is not
perfect in the sense that it makes some ratings more probable than others,
which could be an issue with respect to privacy. In the future, we plan to
investigate the potential risks for privacy induced by this method in order
to better understand its limits.

3. Deviation and randomization. The method DevAndRand is simply composed
of the application of the Deviation method on all ratings, followed by the
application of the IndRand method on the ratings resulting from the previous
method.

4. Block randomization. The method BlockRand decomposes the profile of the
user into block of ratings of same size and then for each block, all the ratings
of this block are randomized with probability p (as with the IndRand but
with the difference that each rating is not randomized independently) or all
left untouched. For the experiments reported in this paper, we have chosen
to use a block size of 10 items for all users but of course other block sizes
are possible (e.g., block size of 5 or 15 items).

Prediction method. Beside the different randomization operators, we have also
studied two different ways to predict a rating (both are based on Equation 3).
The first method called PerturbedRec performs the recommendation by taking
into account the perturbed version of the ratings while computing Slope One. On
the other hand, the second method called OriginalRec injects the true ratings in
the part of the Slope One algorithm that can be computed locally. This is made
possible by the fact that all the users keep locally a copy of their true ratings.
More precisely, using the method PerturbedRec means that the perturbed ratings
generated during Step 1 will also be considered as the local input of the prediction
during Step 6 while with the method OriginalRec the local inputs to Step 6 are
the original ratings unmodified.
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5 Experimental Results

In this section, we briefly report on the preliminary results we have obtained
by testing the SlopPy algorithm. More precisely, we have tested the different
randomization and prediction methods detailed in Section 4.2 on the Movielens
dataset and compared the accuracy obtained for different parameters as well as
against the “non-private” Weighted Slope One algorithm. The Movielens dataset
contains 100 000 ratings provided by 943 users on 1682 different movies (i.e.,
items), with an average number of ratings of 106 ratings per user but a high
variance. Therefore, the number of items n = 1682 and the dataset is sparse in
the sense that an overall of 100 000 ratings out of the 1 586 126 possible ratings
corresponds to a density of 6.3%.

To evaluate the accuracy of the recommendation algorithm of SlopPy, we rely
on two metrics: the standard Mean Absolute Error (MAE) and the Root Mean
Squared Error (RMSE). The MAE measures the average absolute error between
the true rating ru,i provided by user u on item i and the rating r̂u,i predicted by
the recommendation algorithm. More precisely, the MAE is generated by com-
puting the absolute difference | r̂u,i − ru,i | for each user u and item i whose
rating is known and then averaging by dividing by the total number of predic-
tions. The smaller the MAE, the more accurate is the recommendation. Indeed,
a MAE whose value is equal to zero would correspond to a recommendation algo-
rithm making a perfect prediction, which is never observed in practice. Similarly
to the MAE, the RMSE also quantifies the difference between a predicted rating
r̂u,i and a true rating ru,i. More precisely, the RMSE corresponds to the square
root of the sum of the squared difference between (r̂u,i − ru,i)

2 normalized by
the total number of predictions. Like the MAE, a small RMSE is an indication
of a good accuracy for the recommendation.

We compare SlopPy by using the standard Weighted Slope One algorithm as
the baseline. On the Movielens dataset, the baseline displays a MAE of 0.68 and
a RMSE of 0.85. As SlopPy perturbs the inputs provided to the recommendation
algorithm by performing the RRT on the ratings used to build the deviation and
cardinality matrices, we expect intuitively that the accuracy of the recommen-
dation will be degraded as well, thus resulting in a higher MAE and RMSE.
This intuition was confirmed by the results of experiments as demonstrated by
Figures 2 and 3. Furthermore, Figure 3 clearly shows that predicting a rating
while using the original ratings kept locally lead to a high accuracy even if the
ratings transmitted have been perturbed heavily, which is not the case when
the prediction is done by using also the perturbed ratings (cf. Figure 2). In ad-
dition, SlopPy seems to be robust as the MAE and the RMSE smoothly vary
when the number of perturbed ratings increases. With respect to the Deviation
method (which is equivalent to the DevAndRand method with a randomization
probability p = 0), the MAE and the RMSE were respectively around 0.74 and
1.05 when PerturbedRec was used as a prediction method, and 0.70 (MAE) and
0.88 (RMSE) when relying on OriginalRec for the prediction. In terms of com-
putational time, SlopPy (much like Slope One) is very efficient and running it
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Fig. 2. Computation of the MAE and RMSE for the IndRand, DevAndRand and
BlockRand randomization methods for the prediction method PerturbedRec. The x-axis
indicates the perturbation in terms of the probability p. For instance, a perturbation
of 0.9 means that on average 9 ratings out of 10 are randomized (or conversely that 1
rating out of 10 is left untouched).

on the whole Movielens dataset takes approximately two minutes on a MacBook
Pro with a 2.4GHz Intel Core i7 and 4GB of RAM.

6 Discussion and Future Work

In the future, we would like to investigate other randomization operators such
as an erasure/creation operator that will delete some true ratings and on the
contrary also generate a random rating for a particular item when there was
none. In particular, we would like to observe how this type of randomization
affects the utility of the recommendation. We believe that the use of such an
operator (possibly combined with other randomization operators) is one of the
few ways to avoid linking attacks by which the adversary (which could be for
instance the semi-trusted entity) uses some a priori knowledge to de-anonymize
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Fig. 3. Computation of the MAE and RMSE for the IndRand, DevAndRand and
BlockRand randomization methods for the prediction method OriginalRec. The x-axis
indicates the perturbation in terms of the probability p. For instance, a perturbation
of 0.9 means that on average 9 ratings out of 10 are randomized (or conversely that 1
rating out of 10 is left untouched).

a particular dataset. For instance, if the adversary knows that a Alice has seen 3
movies among which two are quite uncommon, the combination of these 3 movies
could act as quasi-identifiers and be potentially used to de-anonymize Alice when
she submit her ratings to SlopPy even if she submit her records anonymously
after having perturbed them. This type of inference attack is similar in spirit
to the de-anonymization attack conducted by Narayanan and Shmatikov on the
Netflix dataset [11].

With respect to the architecture, we would like to design a distributed version
of the semi-trusted entity. Indeed in the current architecture, all the trust rests on
the shoulders of this entity, which is assumed to follow the recipe of the Slope One
algorithm and not to try to influence the outcome of the recommendation. This
security assumption is not necessarily safe to make in some context in which the
semi-trusted entity might be tempted to influence the recommendation in order
for some items to be recommended more often (for instance the semi-trusted
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entity might make more money out of these items). Distributing the semi-trusted
entity, for instance by relying on techniques such as threshold cryptography, is
a possible approach to split the trust on several entities instead of a single one.
Moreover, we are planning to run experimentally a private information retrieval
to evaluate the practical efficiency of such approach and to use TOR as a way
to simulate the anonymous channel by which a user can submit a query to the
private information retrieval scheme.

We also want to study in more details the interplay between privacy and utility
and how users might adjust their privacy level by themselves tailoring the level
of perturbation that they apply to their needs. In SlopPy, this can be done
naturally by allowing users to set up their level of noise for the RRT technique.
For instance, Kobsa [8] differentiates between three types of individuals:

– Extremely concerned. These individuals want to know how their personal
information are used and which data is possibly disclosed to third parties.

– Somewhat concerned. These individuals do care about their privacy but not
at the same level as the extremely concerned.

– Mildly concerned. These individuals are not really concerned about their
privacy in the sense that they do not even wish to know which information
is collected about them and how this information is used.

We propose to adopt this taxonomy in order to model the different types of
users of a recommender system. Depending on the chosen level of privacy for
each group, the randomization applied will be more or less intense. We plan
to investigate how varying the proportion of the different groups of individuals
influence the overall quality of the recommendation. Intuitively, if most of the
population is composed of the extremely concerned then it is to be expected
to the accuracy of the recommendation will be lower than if the three popula-
tions are uniformly present but of course this intuition needs to be verified and
quantified.

Finally, in order to give precise privacy guarantees we want to analyze the pos-
sible risks of de-randomization on the proposed methods by studying the distri-
butions that they induced on the outputs (i.e., ratings). Indeed, if the proposed
randomized operator leads to distributions that are closed to each other what-
ever the original input then this means that the probability of de-randomizing
a particular perturbed rating is small.
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Abstract. In this paper, we present a new security model for distributed
active objects. This model emphasizes the aspects of decentralisation and
private data of objects. We consider principals as active objects thereby
amalgamating subjects and objects into one concept providing a sim-
ple uniform security model based on visibility of objects and object lo-
cal security specification of method accessibility. Decentralized security
policies are possible in which every principal has some data that is inac-
cessible to others. We introduce this new security model algebraically as
a semi-lattice contrasting it to the foundations of lattice-based security
models similar to Denning’s work. As a proof of concept we show how
the model can be naturally interpreted for a calculus of active objects.

1 Introduction

Active objects enclose data and act by exchanging method calls with other active
objects in a configuration. The central point of this investigation is how security
and privacy relate to active objects. We present a security model that is tailored
to them and is thus centered around the following two points. Instead of consid-
ering principals as “real” identities that are external to the system, we consider
their representation in the system as active objects, thereby economizing a con-
ceptual distinction between objects and subjects by commonly considering them
as active objects. Secondly, we utilize the confinement property of objects to pro-
vide a language based concept for privacy. Consider Figure 1: multi-level security
models support strict hierarchies like military organization (left); multi-lateral
security is intended to support a decentralized security world where parties A to
E share resources without a strict hierarchy (right). But all lattice-based secu-
rity models actually achieve the middle schema: since a lattice has joins, there is
a security class A � B � C � D � E that has access to all classes A to E. For a
truely decentralized multi-lateral security model this top element is considered
harmful. Since joins and meets are the only tool available we solve the problem
by using semi-lattices that omit joins.

Denning [10] first defined an algebraic model for Bell-LaPadula: multi-level
security (MLS) combines total orders, e.g. unclassified . . . top secret, with sets
of compartments, e.g. {personnel, sales}, into a lattice of security classes. Those
classes are used to contain subjects and objects (i.e., their identities) and allow
access control decisions of information flow control based on the order. Twenty
years later, Myers and Liskov define the Decentralized Label Model (DLM) [22]
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Fig. 1. Multi-level security[4, Ch. 8] and multi-lateral security: idea and reality

by simplifying hierarchy levels and compartments directly into a (powerset) lat-
tice over principals’ identities, e.g. Alice A and Bob B. They thus emphasize
the user orientation (decentralization) and economize by labeling the system
objects (program elements) directly. Now, we take that simplification trend fur-
ther by additionally identifying the principals identities with active objects thus
commonly treating subjects and objects. Consequently, our security classes are
constituted as sets of active objects identities. The DLM merges the concept
of read and write into the classification (owners and readers can be separately
assigned to a class). While this allows considering confidentiality and integrity
simultaneously, we prefer to leave this distinction out of the classification to
make the concepts simpler. In this paper we only deal with confidentiality but
as usual integrity can be simply achieved since it is given by duality.

The main contribution of this work is a security model for distributed active
objects; analysis tools for the language concepts of active objects based on their
visibility, and asynchronous communication with futures have been provided in
a proof of concept for ASPfun. The security model differs from the usual ones.

In this paper, we first introduce active objects by reviewing ASPfun [15] pro-
viding a foundation for the further presentation of our new model (Section 2).
The following section then presents the semi-lattice as our security model com-
bining two classical lattices (Section 3) where the attacker is also an active
object – like any other principal. Based on the security semi-lattice model, we
then consider information flow for active objects (Section 4). We also provide a
formal information flow predicate, a notion of noninterference, for active objects
summarizing our technical underpinning of the suggested model in the formal
framework ASPfun which includes a type system for static analysis of security.
We end the paper wrapping up with related work and conclusions (Section 5).
Detailed proofs, formalizations, and example inferences are available online [19].

2 Active Objects

Active objects are like actors [2] but are closer integrated with the concepts of
object-orientation. An object is an active object if it serves as an access point
to its own methods and associated (passive) objects and their threads. Conse-
quently, every call to those methods will be from outside. These remote calls are
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collected in a list of requests. A practical implementation of active objects is the
ProActive system [7] a Java API developed by Inria and commercialized by its
spin-off ActiveEON. A theory of active objects has first been given as ASP [8].
We introduce here ASPfun, our calculus of functional distributed objects [15],
because it is (a) designed to serve as a concise foundation for the introduction of
new concepts for active objects and (b) because is has been fully formalized in
Isabelle/HOL together with a safe type system [15]. ASPfun is thus best suited
to formally develop a new security model for active objects and a related security
type system for the static analysis of security.

Activity. The ensemble of active object, passive objects and request list defines
an activity. The entries in the list of requests can be accessed uniquely by futures.

Futures. A future can intuitively be described as a promise for the result of a
method call. The concept of futures has been introduced in Mulitlisp [14] and
enables asynchronous processing of method calls in distributed applications: on
calling a method a future is immediately returned to the caller enabling the
continuation of the computation at the caller side. Only if the method call’s
value is needed, a so-called wait-by-necessity may occur. Futures identify the
results of asynchronous method invocations to an activity. Technically, we can
see a future as a pair consisting of a future reference and a future value. The
future reference points to the future value which is the instance of a method call
in the request queue of a remote activity. In the following, we will use future
and future reference synonymously for simplicity. Futures can be transmitted
between activities. Thus different activities can use the same future.

2.1 A Simple Language of Active Objects

Let us use a slightly extended form of the simplest ς-calculus from the Theory of
Objects [1] by distributing ς-calculus objects into activities. Our simple object
calculus is functional because method update is realized on a copy of the object:
there are no side-effects.

ς-calculus. Objects consist of a set of labeled methods [li = ς(y)b]i∈1..n (at-
tributes are considered as methods not using the parameters). The calculus fea-
tures method call t.l(s) and method update t.l := ς(y)b on objects where ς is
the binder for the method parameter y. Every method may also contain a “this”
element representing the surrounding object. The this is classically expressed as
a second parameter x but we use literally this to facilitate understanding. The
ς-calculus is Turing complete, e.g. it can simulate the λ-calculus. We illustrate
the ς-calculus by our example below.

Syntax of ASPfun. ASPfun is a minimal extension of the ς-calculus by one single
additional primitive, the Active, for creating an activity. In the syntax (see Table
1) we distinguish between underlined constructs representing the static syntax
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Table 1. ASPfun syntax

s, t ::= y variable
| this generic object reference
| [lj = ς(yj)tj ]

j∈1..n object definition
| s.li(t) (i ∈ 1..n) method call
| s.li := ς(y)t (i ∈ 1..n) update
| Active(s) Active object creation
| α active object reference
| fi future

that may be used by a programmer, while futures and active object references
are created at runtime.

We use the naming convention s, t for ς-terms, α, β for active objects, fk, fj
for futures, Qα, Qβ for request queues.

Configuration. A configuration of active objects is a set of activities

C ::= αi[(fj  → sj)
j∈Ii , ti]

i∈1..p

where {Ii} are disjoint subsets of N. The unordered list (fj  → sj)
j∈Ii represents

the request queue, ti the active object, and αi ∈ dom(C) the activity reference. A
configuration represents the “state” of a distributed system by the current parallel
activities. Computation is now the state change induced by the evaluation of
method calls in the request queues of the activities. To keep our active object
language semantics simple, we define active objects ti to be immutable after their
creation. However, since the configuration is changed globally by the stepwise
computation of requests and the creation of new activities, we can easily simulate
state change.

The constructor Active(t) activates the object t by creating a new activity
in which the object t becomes active object. Although the active object of an
activity is immutable, an update operation on activities is provided. It performs
an update on a freshly created copy of the active object placing it into a new
activity with empty request queue; the invoking context receives the new activity
reference in return. If we want to model operations that change active objects,
we can do so using the update. Although the changes are not literally performed
on the original objects, a state change can thus be implemented at the level of
configurations (for examples see [15,17]). Efficiency is not the goal of ASPfun

rather minimality of representation with respect to the main decisive language
features of active objects while being fully formal.

Results, values, programs and initial configuration. A term is a result, i.e., a
totally evaluated term, if it is either an object (like in [1]) or an activity reference.
We consider values as results [15].

In a usual programming language, a programmer does not write configurations
but usual programs invoking some distribution or concurrency primitives (in
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ASPfun Active is the only such primitive). This is reflected by the ASPfun syntax
given above. A “program” is a term s0 given by this static syntax (it has no future
or active object reference and no free variable). In order to be evaluated, this
program must be placed in an initial configuration. The initial configuration has
a single activity with a single request consisting of the user program:

initConf(s0) = α[f0  → s0, []]

Sets of data that can be used as values are indispensable if we want to reason
about information flows. In ASPfun, such values can be represented as results
(see above) to any configuration either by explicit use of some corresponding
object terms or by appropriate extension of the initial configuration that leads
to the set-up of a data base of basic datatypes, like integers or strings.

Local semantics (the relation →ς) and the parallel (configuration) semantics
(the relation →‖) are informally described as follows.
– local: the local reduction relation →ς is based on the ς-calculus.
– active: Active(t) creates a new activity α, with t as its active object, global

new name α, and initially no futures; altogether we write this in our notation
as α[∅, t].

– request: method call β.l(t) creates new future fk for the method l of active
object β; the future fk can be used to refer to the future value β.l(t) at any
time.

– reply: returns result, i.e., replaces future fk by the referenced result term,
i.e., the future value resulting from some β.l(t).

– update-ao: active object update creates a copy of the active object and up-
dates the active object of the copy – the original remains the same (functional
active objects are immutable).

2.2 Example: Private Sorting

As an example for a standard program consider the implementation of quick
sort as an active object χ illustrated in Figure 2. The operations we use are ::
for list cons, @ for list append, # for list length, hd for the list head, and a let
construct (see [15] for details on their implementation).

χ
[
∅,
[qsort = ς(y) if y = [] then []

else let (a :: l) = y
(l1, l2) = this.part (a, l)
l′1 = if #l1 ≤ 1 then l1 else this.qsort(l1)
l′2 = if #l2 ≤ 1 then l2 else this.qsort(l2)

in l′1@[a]@l′2 end,
part = ς(p, y) if y = [] then ([], [])

else let (a :: l) = y
(l1, l2) = this.part (p, l)

in if p < (a.ord) then (l1, a :: l2) else (a :: l1, l2) end]]
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The quick sort algorithm in χ is parametric over a numerical order method
“ord” used in method part assumed to be available uniformly in the target objects
contained in the list that shall be sorted. The following controller object α holds
a list of active objects (for now left out) using the quicksort algorithm provided
by χ to sort this list on execution of the manage method.

α
[
∅, [manage = ς(y)this.sort(this.list),

sort = ς(y) χ.qsort(y)
list = . . .]

]

The target objects contained in α′s (omitted) list are active objects of the kind
of β below. Here, the n in the body of method ord is an integer specific to β and
the field income shall represent some private confidential data in β.

β
[
∅, [ord = ς(y)n, income = . . .]

]

If active objects of the kind of β represent principals in the system, it becomes
clear what is the privacy challenge: the controller should be able to sort his list
of β-principals without learning anything about their private data, here income.

Fig. 2. Example configuration with three active objects β1, β2, β3 in controller α’s list

3 The Semi-lattice Security Model for Active Objects

The main differences of our model to classical models are that principals are
identified with active objects and the model is a multi-lateral security model.
Our model simply combines a security classification local to objects with a global
security classification of objects. Each of these classifications is a classical security
class lattice but together they are only a semi-lattice to avoid privacy breaches.
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Confidentiality. A computation of active objects is an evaluation of a dis-
tributed set of mutually referencing activities. Principals, objects, programs and
values are thus all contained in this configuration. There are no external inputs to
this system – it is a closed system of communicating actors. The representation
of active objects by remotely accessible activities is the key to confidentiality.
Remote method calls are issued along these references, the resulting futures fol-
low the same references, and consequently all information flows along them. We
coin the name visibility for the relation spanned by the public activity references
of a configuration (see Definition 1, Section 4.2). In order to judge admissible
information flows, we use visibility as the flow relation of a concrete configura-
tion (see Section 4). To define all possible security classes and their flow relation
we construct the algebraic structure of a semi-lattice of activities and its partial
order relation. These classes are assigned to activities of a concrete configuration
by labeling (see below).

Attacker Model. We adopt a language based approach to security. Thus,
we restrict the attacker to only have the means of the language to make his
observations. Consequently, we can consider the attacker – as any other principal
– as being represented by an activity. The attacker’s knowledge is determined
by all active objects he sees, more precisely their public parts. If any of the
internal computations in inaccessible parts of other objects leak information,
the attacker can learn about them by noticing differences in different runs of the
same configuration. Inaccessible parts of other objects are their private methods
or other objects that are referenced in these private parts. Our security model
is considered below as the basis for a more formal definition of information flow
security (see Section 4.2). Our information flow predicate is a noninterference
property: a program is secure for a given security classification if the visible parts
from the viewpoint of an attacker remain the same for all possible evaluations of
the configuration. The attacker can be anyone leading to a general multi-lateral
information flow predicate. Thus, the model also includes colluding attackers.

Semi-Lattice. The semi-lattice of security classes for active objects is a com-
bination of global and local security lattices.

Local Classification and Global Classification. For every active object there is
the public (L) and a private (H) level partitioning the set of this active object’s
methods. To remotely access active objects, the key is their identity. As a se-
mantical representation of security classes for our principals, we thus chose sets
of activity references. They form the compartments with respect to the Den-
ning MLS terminology [10]. Sets of compartments, so-called categories, build the
security classes, a lattice P(I).

(P(I),∩,∪,⊆,∅, I)

In a concrete configuration, the assignment of principals to global classes results
from visibility.
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Combination of Lattices. The semi-lattice of security classes for active objects
is a combination of global and local security lattices. The order relation of the
global lattice is the visibility relation and the order relation of the local lattice
is the relation ≤ defined on {L,H} as {(L,L), (L,H), (H,H)}. Private methods
of an object are not visible to any other than the object itself. To realize this
exclusiveness, the combined security class ordering for active objects is defined
such that a method class (H, δ) dominates (L, δ) but no other (X, δ0) dominates
(H, δ). The combination of local and global types into pairs gives a partial order

CL ≡ ({L,H} × P(I),!)

with

(S0, I0) ! (S1, I1) ≡
(
S0 <S S1 ∨ S0 = S1 = L

I0 ⊆ I1

)
where <S= {(L,H)} is the strict ordering on the local security classes. We use
the vertical notation

(
φ
ξ

)
to abbreviate φ ∧ ξ. Consequently, meets exist but no

joins. The partial order CL is thus just a semi-lattice as seen in Figure 3.

Fig. 3. Taking the top off MLS lattice (left example) leads to semi-lattice on the right

Practical Classification. The pairs in CL are the classes for methods. Since all
methods in an object have the same global second component δ, we can factor
out this global label of the object representing the object label by (a) each
method li is labeled simply with L or H . (b) objects are labeled with a pair
([li = Si]

i=1..n, δ) where Si ∈ {L,H} is method li’s label and δ is the object’s
global classification.

Labeling Example. To illustrate how activities are labeled in the semi-lattice
model, consider the running example from Section 2.2 where we assume the list
in controller to contain various active object references [β0, . . . , βn]. We assign
to each activity the global class containing its own identity and those of all its
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visible activities. For our example, the global class of controller would be the
following.

δcontroller = {controller} ∪ δχ ∪
⋃

i=0..n

δβi

The global classes δβi of the βi objects and δχ in turn contain all their visible
objects’ classes. The practical labeling of an object is illustrated as follows by
the label of the βi objects specifying the method ord as public but income not.

({ord  → L, income  → H}, δβi)

The classifications are accurate if we assume that there is no “backward” visibil-
ity, i.e., from βi to α for some i ∈ 0..n. Since the visibility relation is a partial
order it is also antisymmetric. Consequently, in case of mutual visibility, the
activities become assigned to the same class. Note, that in ASPfun this cannot
happen: due to a no cycle property [15], no cyclic references can occur. There-
fore, every global security class labels at most one activity. For generalization of
the security model to arbitrary active object languages, cycles and the resulting
commonality of security classes needs to be taken into account.

4 Information Flow of Distributed Active Objects

In the following we first recall the main concepts of information flow applying
them to our system view of configurations of active objects.

4.1 Information Flow Control

Information flow control [11] technically uses an information flow policy which
is given by the specification of a set of security classes to classify information
and a flow relation on these classes that defines allowed information flows. Sys-
tem entities that contain information, for example variables x, y, are bound to
security classes. Any operation that uses the value of x to calculate that of y,
creates a flow of information from x to y. This operation is only admissible if the
class of y dominates the class of x in the flow relation, formally written δx ! δy
where δe denotes the class of entity e. The concept of information flow classically
stipulates that the security classes together with the flow relation as an order
relation on the classes are a lattice [10,9]. We differ here.

Information Flow Control for Active Objects. Information is contained in data
values which are here either objects or activity references (see Section 2). To
apply the concept of information flow control to configurations of active objects,
we need to interpret the above notions of security classes, their flow relation,
and the entities that are assigned to the security classes: we identify the classes
of our security model as the security classes of methods and the flow relation
as the semi-lattice ordering on these classes. Flows of information local to ob-
jects are generated by local method calls between neighboring methods of the
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same object. These are regulated by the local L/H-classification of an object’s
methods. Global flows result from remote method calls between object’s meth-
ods. The combined admissible flows have to be in accordance with a concrete
configuration. We introduce in the following section the concept of visibility as
the flow relation that provides such a combination.

Enforcing Legal Information Flows. To illustrate the task of controlling informa-
tion flows, we first extend the intuition about information flow to configurations
of active objects. An active object sees only other active objects that are directly
referenced in its methods or those active objects that are indirectly visible via
public methods of visible objects. From the viewpoint of one active object, infor-
mation may flow into the object and out of the object. For each direction, there
are two ways how information may flow: implicit or explicit flows. Information
flows explicitly into an object by parameters passed to remote calls directed to
the object’s methods; it may also flow implicitly into the object simply if the
choice of which method is called depends on the control flow of the calling ob-
ject. Similarly, information flows explicitly out of an active object by parameters
passed to remote method calls and implicitly out of it, if the choice depends on
the object’s own control flow. Some of these flows are illustrated on our running
example below.

Information Flow Example. We will now finally illustrate the security model
on the running example showing implicit information flows of active objects
introduced above in Section 2.2. Let us assume that the implementation of the
β-objects featuring in the controller’s list had the following implementation.

β
[
∅,
[ord = ς(y)ord’,
income = . . . ,
ord’ = ς(y) if this.income − y ∗ 1000 > 0 then ord’(y + 1) else y]]

Let us further assume that ord and ord’ were public methods and income again
the private field of β. We have here a case of an implicit information flow:
since the guard of the if-command in ord’ depends on the private field income,
effectively the order number of a β-object is the income modulo 1K of β. Under
our security model this control flow represents an illicit flow of information from
a high level value in β to its public parts and is thus visible to the controller
which should not be the case. It should thus be detectable by an information
flow control analysis: we will show next how to detect it statically by a security
type system.

4.2 Proof of Concept

To show that the security model for active objects provides a viable basis for se-
curity analysis of active object languages, we provide an instance of this model
for the calculus of functional active objects ASPfun. To provide this proof of
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concept, we first give a formal definition of visibility for ASPfun followed by
the definition of the information flow predicates α-noninterference and its gen-
eralization to multi-level security. We finally briefly summarize our work on a
security type system based on this.

Visibility is defined formally in ASPfun by Definition 1. This definition dis-
tinguishes the two cases how an active object name α can be visible to another
active object β.

Definition 1 (Visibility). Let C be a configuration with a security specification
sec partitioning the methods of each of C’s active objects locally into H and
L methods. Then, the relation ≤V I is inductively defined on activities by the
following two cases. The context variable E denotes a ς-term context [19].(

C(β) = β[Qβ , [li = ς(y)ti]
i∈1..n]

sec(li) = L ∧ ti = E[α]

)
⇒ α ≤V I β(

C(β) = β[Qβ , [li = ς(y)ti]
i∈1..n]

sec(li) = L ∧ ti = E[γ] ∧ α ≤V I γ

)
⇒ α ≤V I β

We then define the relation called visibility !sec
C as the reflexive transitive closure

over ≤V I for any C, sec. If the configuration C and security assignment sec are
clear from context, we may omit C and sec. �

In ASPfun active objects are created by activation, futures by method calls.
Names of active objects and futures may differ in evaluations of the same con-
figuration but this does not convey any information to the attacker. In order
to express the resulting structural equivalence, we use typed bijections [6] that
enable the definition of an isomorphism of configurations necessary to define
indistinguishability. This technique of using the existence of “partial bijections”
to define an isomorphism between configurations only serves to express equality
of visible parts but is rather technical as it needs to provide differently typed
bijections for the involved structure, e.g. futures, objects, and request lists. We
therefore omit it here. It is in full contained in [19]. Indistinguishability must be
read here simply as equal (up to names) from α’s viewpoint.

To illustrate α-indistinguishability, consider the running example of Section
2.2 and its change to the β-objects in Section 4.1. Let in both instances ord be
specified as L and income as H . In the first implementation of β in Section 2.2,
β′s ord attribute is a fixed value n. For any run of the configuration containing
χ, controller α, and various instances of β-objects, the controller perceives ord
as the same ni for any of the objects βi. However, in the second implementation
of β in the previous section, the controller sees a different value for ord if the
income of an object βi changes. Assuming controller α to be the attacker, he
can make deductions about a change in the H-classified income of this βi: an
implicit information flow against the flow relation since income is H and ord and
ord’ are L thus visible to α. If none of those flows occurs – neither explicit nor
implicit ones – the configuration is α-noninterfering.

Definition 2 (α-Noninterference). If configuration C0 is indistinguishable to
any C1 for α with respect to sec and the corresponding visibility and remains so
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under the evaluation of configurations →‖, then C0 is noninterfering with respect
to sec for α. (

C0 →‖ C′
0

C0 ∼α C1

)
=⇒ ∃ C′

1.

(
C1 →∗

‖ C′
1

C′
0 ∼α C′

1

)
Our bisimulation based definition of noninterference relates C0 simply to any
arbitrary configuration C1 not specifying a “common program”. This is in accor-
dance to our view of the program as a closed system where initial values are part
of the configuration. This implicit use of “program” is unusual compared to other
definitions. Our definition of noninterference thus entails H-compositionality: it
does not presuppose that any H-parts need to be identical in the two configu-
rations only the low (α-visible) parts.

The parameterization of the attacker as an active object α grants the possi-
bility to adapt the noninterference predicate. If we universally quantify α in our
definition of noninterference, we obtain a predicate where each object could be
the attacker corresponding to multi-lateral security.

Definition 3 (Multi-Lateral Security). If any two configurations C0, C1 are
α-noninterfering for all α ∈ dom(C0)∪dom(C1) then multi-lateral security holds.

A general catch-22 problem exists for information flow control in object-
orientation: a method call is an information flow to the remote object; its re-
sponse flows information back. Therefore, method communication is trivially
restricted to objects of one class. As a remedy we propose functional method
calls, i.e., no side-effects in called remote objects. This is naturally given for
ASPfun but can be implemented in the run-time for other languages.

4.3 Type System and Properties

We provide a type system for the ASPfun instance of our model. A technical
paper containing the formal type system, its properties and the Isabelle/HOL
formalization is available online at [19]. We provide here just a summary. The
types of this type system correspond quite closely to the security classes intro-
duced in Section 3: two dimensions, a local and a global one, are used to infer
a hierarchy of visibility of a configuration. The global type determines objects’
access and the local type partitions methods into public and private ones. The
idea of the type system is to make statically decidable whether the local typing
specification of all active objects is such that no information of the private parts
is leaked into the public parts. Consequently, if that is the case, an attacker
α cannot learn anything about them. The type system is formally given by an
inductive definition combining two sets of rules in a mutually inductive way: one
set of rules specifies a global typing relation that carries a current calling con-
text (a kind of “program counter” already used in Fenton’s data mark machine
[12]). The local security specification of active objects’ methods can be simply
integrated by initial maps of existing active object names of the configuration
to security types.
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The type system guarantees a confinement property: any future contained in
the request queue of an active object is the result of a call to an L-method of that
active object. The classical safety property of the type system is preservation:
a configuration type only changes conservatively, i.e., the type of all existing
configuration elements remains the same but new elements are introduced. The
main result for security is soundness: a configuration that can be typed in this
type system has the noninterference property shown in the previous section.

For practical applications, the type system is a tool: it describes an algorithm
that enables checking configurations before run-time for any inadmissible infor-
mation flows. For example, the adaptation of the quicksort example in Section
4.1 that contains an implicit flow would be detected automatically since it leaks
information from a high method to a low method that is remotely accessible.

5 Conclusion

Compared to other formal work on distributed security, like [21], the most im-
portant difference is that we specifically address active objects. Similar work
applying classical noninterference models to actors, e.g. [16], is based on sim-
ple message passing models different to our high level language model. Another
comparable work [5] addresses only direct information flows in active objects.

Another decisive difference is that the classification of activities to security
classes results from the references in a configuration. Usually, the security classi-
fication is specified external to the system and then imposed on a program. The
global classification of our approach thus corresponds to a kind of computational
noninterference similar to Alpizar’s work [3]. The visibility approach applies par-
ticularly well to active objects languages of the ASP-family. For other distributed
languages, alternative mechanisms for modularity, in the style of import/export-
lists or nodes as in Erlang, may well be used to implement visibility.

Our earlier work [18] used a hiding mechanism for ASPfun to practically ex-
plore privacy. Based on a simpler flat security model, we proved that for delayed
parameter passing via currying secure information flow can be verified. Using
the above summarized security type system we can now statically prove security
of this example even for the richer distributed security model (see [19] for de-
tails). Apart from technical advances, like a type system, the main progress of
the current work is the security model tailored to active objects exploiting their
natural structure to provide a natural implementation of multi-lateral security.
As a practical precursor to our model, we have experimented with a reference
monitor extension of our Erlang Active Objects implementation of ASPfun [13].

Lattices, and also combinations of lattices are common practice for security
models: for example Denning’s multi-level security classes are constructed with
categories built as sets of compartments. However, in Denning’s model the result-
ing structure is a strictly hierarchical lattice unsuited for our distributed model
where local private data and globally dominating entities may yet not be in flow
relation. In brief, our model forbids some of the access paths that are possible in
classical security lattices by changing the foundations from lattice to semi-lattice.
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The specialty of our model is that it economizes the upper half of the usual security
lattice in order to support “mathematically inbuilt” privacy: the H parts of each
object are thus not accessible for anyone other than the active object itself. As dis-
cussed in the introduction, classical object-oriented models [22,20] do not support
this “inbuilt privacy”. The security specification local to an active object is at the
discretion of this object whereas the global security specification is so only indi-
rectly as a consequence of the configuration implementation. The abstract model
conception is shown to be feasible by providing a formalization in the active object
calculus ASPfun. We additionally propose functional method calls with futures as
a mechanism addressing the limitation we call catch-22 on secure object commu-
nication. It comes for free in ASPfun but may simply be implemented also in other
active object languages in the run-time systems.

The difference of our approach of moving the principals into the language
manifests itself as well in the security definition. Our definition of security may
seem weaker but provides an accurate way of formal expression of an attacker’s
view based on the means of the language. It therefore expresses clearly what are
the observation means of any attacker.
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Abstract. This paper addresses the issue of solving conflicts occurring in the
authorization decision process among policies applicable to an access request.
We propose a strategy for conflict resolution based on the evaluation of the speci-
ficity level of the elements constituting the policies. Operatively, the strategy is
implemented by exploiting a well known decision making technique. Two prac-
tical examples of use in the healthcare scenario are given.

1 Introduction

Healthcare organizations provide medical services to their patients, such as various kind
of examinations and diagnostics, and produce electronic documents concerning these
services (e.g., reservations, prescriptions, payments, and results of examinations). These
documents are stored in the data centres of the organizations where they have been
produced. The Electronic Patient Record (EPR) groups the documents related to the
same patient in a single electronic object.

The availability of medical data is a fundamental requirement for guaranteeing ap-
propriate and prompt medical care. Hence, the stakeholders of the various healthcare
organizations should be able to access the patient’s data, wherever these data are stored
and whenever these data are needed. However, since medical documents include sensi-
tive data, their sharing must be regulated in order to assure data privacy. This regulation
can be enabled by adequate privacy policies.

The scenario we deal with in this paper is in line with the Italian Authority for data
protection. The Authority states that, besides the privacy policies defined by the health-
care organizations where the data have been produced, and the ones defined by the
national healthcare system, also the patients can impose some constraints on the data
included in their EPRs. These three entities have their own rules regulating data shar-
ing: since data involved in different policies may overlap, conflicts among such policies
can arise. As an example, the patient P can decide that the document D, related to a
given psychiatric examination, can be accessed by psychiatrists only. Instead, the policy
defined by the national healthcare system could state that each general practitioner can
access all the data of their patients. Obviously, the two policies are in conflict when the
general practitioner of P tries to access D. In such a situation, it is important to have a
strategy for prioritizing the application of one policy with respect to the other one.
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This paper proposes a strategy for conflict resolution between conflicting policies,
based on a well-known approach for multi-criteria decision making. This strategy al-
lows to decide which, between the conflicting policies, is more relevant within a specific
scenario, according to a series of criteria. Throughout the paper, we deal with struc-
tured policies, whose elements include subjects, actions, data objects, and environmen-
tal conditions fixing the context within which those subjects can/cannot perform actions
on objects. According to the policy structure, we identify different kind of conflicting
policies. Then, we define a set of criteria over the policies’ elements. The conflicting
policies are then evaluated under these criteria, to prioritize the execution of one policy
with respect to the other(s). Prioritization is done by applying the Analytic Hierarchy
Process (AHP). This process is worldwide recognised as a comprehensive framework
for structuring a decision problem, for representing and quantifying its elements, for
relating those elements to overall goals, and for evaluating alternative solutions.

The setting proposed in this paper let the development of an automatic conflict reso-
lutor an easy task, also in emergency scenarios, as we will discuss later on.

The paper is organized as follows. Section 2 recalls related work. Section 3 defines
the structure of the privacy policies we deal with, and describes our reference scenario.
Section 4 gives a definition of conflicting policies. In Section 5, the conflict resolu-
tion strategy and examples of application are presented. Finally, Section 6 draws the
conclusion.

2 Related Work

In [1,2,3], we provide an analysis framework for detecting conflicts among privacy poli-
cies, without however providing a strategy for solving them. This paper could be con-
sidered a natural follow up, focusing on a strategy for the resolution of such conflicts.

In [4], the authors propose a conflict resolution strategy for medical policies, by
presenting a classification of conflicts and suggesting a strategy based on high level
features of the policy as a whole (such as the recency of a policy). If such characteristics
are not sufficient for deciding which policy should be applied, the default deny approach
is applied.

In the literature, there exists some work related to general conflict resolution meth-
ods for access control in various areas. The approach adopted by the eXtensible Access
Control Markup Language (XACML) [5] is a very general one. In fact, XACML poli-
cies (or policy sets) must include a combining algorithm that defines the procedure to
combine the individual results obtained by the evaluation of the rules of the policy (of
the policies in the policy set). XACML defines standard rule-combining algorithms:
Deny-Overrides, Permit-Overrides, First-Applicable, and Only-One-Applicable. As an
example, the Deny-Overrides algorithm states that the result of the policy is Deny if the
evaluation of at least one of the rules returns Deny.

A classification of anomalies that may occur among firewall policies is presented in
[6]. In order to prevent the occurrence of conflicts, the authors develop an editing tool
that allows a user to insert, modify, and remove, policy rules in order to avoid anomalies.
Also, work in [7] proposes methods for preventing policy conflicts, more than a strategy
for solving them when they occur.
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Differently, in [8,9] the authors deal with the detection and resolution of conflicts.
Work in [8] defines a policy precedence relationship that takes into account the follow-
ing principles: a) Rules that deny the access have the priority on the others; b) Priorities
could be explicitly assigned to policy rules by the system administrators; c) Higher pri-
ority is given to the rule whose distance with the object it refers to is the lowest, where
a specific function should be defined to measure such distance; and d) Higher priority
is given to the rule that is more specific according to the domain nesting criteria. The
approach in [8,9] is extended in [10]. Indeed, the authors introduce the definition and
employment of the precedence establishment principals in a context-aware-manner, i.e.,
according to the relation among the specificity of the context. Also in this case the de-
cision criterion is only one that group all the contextual conditions. In [9], the authors
investigate policy conflict resolution in pervasive environments. They discussed differ-
ent strategy for conflict detection but the part dedicated to the conflict resolution strategy
just refer to quite standard strategies, i.e., role hierarchies override and obligation prece-
dence. Also in [11], four different strategies for solving conflicts are considered. They
distinguish among solving conflicts at compile-time, at run-time, in a balanced way leav-
ing to run-time only potential conflicts, or in ad-hoc way accordingly to the particular
conflicts. In general they take into account the role of the requester for deciding which
policy wins the conflict. Also in this case, the strategy is based only on one criterion.

With respect to the solutions proposed in the previously described papers, our ap-
proach aims at defining a finer grained strategy for conflict resolution, because it is
based on a finer definition of the policy specificity. In particular, our approach firstly
evaluates the specificity of the policy in identifying each element, namely: subject, ob-
ject, action and environment. Then, it combines these values through a weighted sum,
that allows us to assign more relevance to the specificity of the definition of one the
policy element with respect to the others (e.g., we could choose that the specificity in
defining the subject is 2 times more relevant than the specificity in defining the object).

3 Structured Privacy Policies

This section firstly defines a structure for the privacy policies considered later on, and
then depicts a plausible set of policies regulating the controlled exchange of medical
information. Privacy policies are expressed in terms of the following elements: subject,
object (or resource), action, and environment. Furthermore, policies are divided into
two main classes, according to their effect:

– Authorizations: they express the actions that a subject is allowed to perform on an
object within an environment.

– Prohibitions: they express the actions that a subject is not allowed to perform on
an object within an environment.

It is worth noticing that the above assumptions are not restrictive. For example, XACML
relies on similar assumptions. Hence, we consider a privacy policy as a set of rules
that are evaluated for each access request to decide whether a given subject is allowed
to perform a given action on a given resource in a given environment. The features
of the policy elements, i.e., subjects, objects, actions, and environment, are expressed
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through attributes. Policy rules include conditions on the value of these attributes to
determine which rule can be applied to each access request. In the rest of the paper,
we will consider the following attributes (for the sake of simplicity, a restricted set of
attributes is considered):

Subject. The attributes for subjects are: ID, Role, and Organization.
– ID expresses an unique identifier of the subject, e.g., “abcde123”.
– Role specifies the functions and the capabilities of a subject. As an example:

• general practitioner has a general view of the patient medical history;
• psychiatrists, orthopedists . . . identify doctors that are highly specialised;
• rescue team member retrieves the first information at the incident location.

– Organization represents the organization the subject belongs to, e.g., the “Red
Cross”

Object. The attributes for objects are: ID, Issuer, and Category.
– ID is a code that expresses the identifier of the object, e.g., “xyz”.
– Issuer is the entity that produces that object, e.g., the doctor that writes it;
– Category is medical, including documents that collect medical information

about the patient, and administrative, including documents collecting personal
information, as the patient’s name, surname, address, . . .

Action. We consider their IDs only, e.g., “Read”, “Print”, “Write”, “Modify” . . .

Environment. The attributes of the environment are: Time, Location, and Status. The
last attribute specifies the exceptionality of a situation, such as an emergency one.

We imagine a set of Authorization and Prohibition policies emitted by the National
Healthcare System (NHS) and by the patients, such as Mr. Paul Red. We recall that, in
a real scenario, a wider set of attributes will be used.

NHS A1 Subjects having the role “General Practitioner” can read/print the doc-
uments having category ”medical” of their patients;

A2 Subjects having the role “General Practitioner” can read/print the doc-
uments having category ”administrative” of their patients;

A3 Subjects having the role “Rescue Team Member” and belonging to
the organization “Red Cross” can read/print the documents having
category “medical” of a patient in an emergency situation;

A4 Subjects having the role “Emergency Doctor” can read/print the doc-
uments having category “medical” of a patient in an emergency situ-
ation;

A5 Subjects having the role “Administrative Personnel” can read/print
the documents having category “administrative”;

A6 Subjects can read/print/modify the documents they have issued;

Mr. Paul Red P1 Subjects not having the role “Psychiatrist” cannot read/print the doc-
ument with ID xyz before 31/12/2020.

P2 Subject with ID dr12345 cannot read/print the document with ID xyz;

Some notes on the above policies follow. The prohibition policies have been written by
the patient, Mr. Paul Red, because the document with ID xyz, issued by a Psychiatrist,
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is a drug prescription and the patient does not want to disclose it to anyone but Psychi-
atrists. Dr. Jack Brown, whose unique ID is dr12345, is the General Practitioner of Mr.
Paul Red, and he is also a Psychiatrist, but the patient does not want to disclose that
document to Dr. Jack Brown, for some reason that is immaterial here.

3.1 Classification of Attributes

To support the decision process, we define an ordering among the attributes related to
the same policy element. This ordering expresses how including in a policy a condition
on a given attribute contributes to make the policy more specific. Roughly speaking,
attribute a1 of element e is more specific than attribute a2 of the same element if a con-
dition on this attribute is likely to identify a more homogeneous and/or a smaller set of
entities within e. Let the reader consider two policies, one saying that subjects with role
general practitioner are allowed to access objects of category medical, the other saying
that the subject with ID dr12345 (i.e., Dr. Jack Brown, who is a general practitioner),
is not allowed to read the object with ID xyz, which is a medical document. Quite obvi-
ously, the second policy is more specific than the first one, since attribute ID identifies
one subject and one object only, while the conditions on the attributes in the first policy
identify a larger set of subjects and objects (i.e., the set of the NHS general practitioners
and a generic set of medical documents).

Aiming at evaluating the specificity of a policy, we propose to classify the policy
attributes as follows:

Subject Attributes. ID is more relevant than Role and Organization. Role and Orga-
nization have the same relevance.

Object Attributes. ID is more relevant than Issuer that is more relevant than Category.
Environment Attributes. Status is more relevant than Time and Location. Time and

Location have the same relevance.

Since many attributes can be defined in real scenarios, ordering them according to their
specificity is a non trivial task. However, in our approach, the task is eased since at-
tributes can be compared in a pairwise fashion, as clarified in the following.

4 Classification of Conflicting Policies

Conflicts can arise between authorization and prohibition policies when they are going
to be applied for allowing (or not allowing) the access to some resources. Similar to [4],
we distinguish the following kind of conflicting policies:

Contradictions. Two policies are contradictory if one allows and the other denies the
right to perform the same action by the same subject on the same object under the
same environment. The policies are exactly the same, except for their effect.

Exceptions. One policy is an exception of another one, if they have different effects
(allow and deny) on the same action, but one policy is a “subset” of the other one,
i.e., the subject (and/or the object, and/or the environment) is specified with more
specific attributes than those of the other. Let the reader consider Authorization A1
and Prohibition P2:
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A1 Subjects having the role “General Practitioner” can read/print the documents
having category ”medical” of their patients;

P2 Subject with ID dr12345 cannot read/print the document with ID xyz;
P2 is an exception of A1, since the subject with ID dr12345, i.e., Dr. Jack Brown,
cannot access the document with ID xyz even if that document is related to one of
his patients.

Correlations. Two policies are correlated if they have different effects (allow and
deny) and the attribute set of a policy intersects the attribute set of the other one.
As an example, the following policies are correlated:
A5 Subjects having the role “Administrative Personnel” can read/print the docu-

ments having category “administrative”;
P3 Subjects having the role “Administrative Personnel” cannot read/print the doc-

uments having category “administrative” until 31/12/2020;
Both the policies exploit the attribute role of the subject and the attribute category
of the object, but the second one also exploits the environmental attribute Time.

Differently from [4], we consider also attributes on the environment, e.g., time, location,
and status, providing, to some extent, a context-aware classification of conflicts.

5 Conflict Resolution Strategy

This section shows how to apply the Analytical Hierarchy Process to prioritize the exe-
cution of a privacy policy with respect to a conflicting one.

5.1 The Analytical Hierarchy Process

The Analytic Hierarchy Process (AHP) [12,13] is a multi-criteria decision making tech-
nique, which has been largely used in several fields of study. Given a decision problem,
within which different alternatives can be chosen to reach a goal, AHP returns the most
relevant alternative with respect to a set of criteria. This approach requires to subdivide
a complex problem into a set of sub-problems, equal in number to the chosen criteria,
and then computes the solution (i.e., choose the most relevant alternative) by properly
merging all the local solutions for each sub-problem.

We give a simple example of the basic steps of AHP. Let the reader suppose to have
as goal “choosing a restaurant for dinner”. The possible alternatives are a Japanese sushi
bar, a French brasserie, and an Italian trattoria. The problem must be structured as a
hierarchy, as shown in Figure 1, linking goal and alternatives through a set of criteria.
In the proposed example, appropriate criteria could be: cost, food, and staff.

Furthermore, AHP features the capability to further refine each criterion in sub-
criteria. In the dinner example, two possible sub-criteria for food are quality and variety,
whereas two possible sub-criteria for staff are kindness and expertise.

Once the hierarchy is built, the method performs pairwise comparison, from the bot-
tom to the top, in order to compute the relevance, hereafter called local priority: i) of
each alternatives with respect to each sub-criteria, ii) of each sub-criterion with respect
to the relative criterion, and finally, iii) of each criterion with respect to the goal. Note
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Fig. 1. Generic AHP hierarchy

Table 1. Fundamental Scale for AHP

Intensity Definition Explanation

1 Equal Two elements contribute equally to the objective
3 Moderate One element is slightly more relevant than another
5 Strong One element is strongly more relevant over another
7 Very strong One element is very strongly more relevant over another
9 Extreme One element is extremely more relevant over another

that, in case of a criterion without sub-criteria, the local priority of each alternative is
computed with respect to the criterion.

Comparisons are made through a scale of numbers typical to AHP (see Table 1) that
indicates how many times an alternative is more relevant than another.

Pairwise comparison matrices and computation of local priorities. Pairwise compar-
isons are expressed in a matricial form, called pairwise comparison matrix. A pairwise
comparisons matrix M is a square matrix which has positive entries and it is reciprocal,
i.e., for each element aij , aij = 1

aji
. The following notion of consistency has been de-

fined for a pairwise comparison matrix: it is consistent if ai,j ·aj,l = ai,l, ∀(i, j, l). The
satisfaction of this last property implies that if x is more relevant than y, and y is more
relevant than z, then z cannot be more relevant x. In practice, building a perfectly con-
sistent matrix is not possible, since the judgements are left to humans. As Saaty shows
in [14], inconsistency of a reciprocal matrix w × w can be captured by the so called
Consistency Index: CI = λmax−w

w−1 , where λmax is the maximum eigenvalue of M . For
a consistent matrix CI = 0, whilst a matrix is considered semi-consistent if CI < 0.1.
If this last condition does not hold, then the comparison values must be re-evaluated.

Given a comparison matrix, local priorities are computed as the normalized eigen-
vector associated with the largest eigenvalue [15].

Table 2 shows the comparison matrix for the quality of food sub-criterion of the three
restaurants example and their local priorities. Indeed, the vector of local priorities for
this sub-criterion is reported on the right side of the matrix, and it expresses that the



140 I. Matteucci, P. Mori, and M. Petrocchi

Table 2. Example Comparisons Matrix: Restaurants vs Quality of Food(CI=0.007)

FOOD QUALITY Ja
pa

ne
se

It
al

ia
n

F
re

nc
h

L
oc

.P
ri

o.

Japanese 1 1
7

1
5 0.08

Italian 7 1 2 0.59
French 5 1

2 1 0.33

italian restaurant is the more advised among the three alternatives since it has the best
quality of food (0.59 is the higher local priority).

The same procedure is repeated to compare the restaurants with respect to the cost
criterion, the sub-criterion variety, the other sub-criteria of staff, and to compare the
sub-criteria with respect to the relative criterion, obtaining other comparisons matrices
that we do not report for the sake of brevity.

Computation of global priorities. Once all local priorities are computed, the following
formula computes the global priorities. For the sake of simplicity, we have in mind a
hierarchy tree where the leftmost n1 criteria have a set of sub-criteria each, while the
rightmost n2 criteria have no sub-criteria below them, and n1 + n2 = n is the number
of total criteria.

P ai
g =

n1∑
w=1

q(w)∑
k=1

pcwg · psc
w
k

cw · pai

scwk
+

n2∑
j=1

pcjg · pai
cj (1)

q(w) is the number of sub-criteria for criterion cw, pcwg is the local priority of criterion

cw with respect to the goal g, psc
w
k

cw is the local priority of sub-criterion k with respect to
criterion cw, and pai

scw
k

is the local priority of alternative ai with respect to sub-criterion

k of criterion cw. psc
w
k

cw and pai

scwk
are computed by following the same procedure of the

pairwise comparisons matrices illustrated above.
Finally, it is worth noticing that comparisons between pairs of elements are either

based on concrete data, or they come from judgements of experts in the field, or from
personal disposition of the decision makers, e.g., the system administrators that define
the security policies in our scenario. Whatever the nature of the comparison is, the
strength of AHP is that it converts them to numerical priorities.

5.2 An AHP instance for Conflict Resolution

We propose the AHP hierarchy in Fig. 2 for instantiating a conflict resolution strategy.
The elements of the hierarchy are as follows:

– The goal is ranking two conflicting policies.
– The alternatives are the conflicting policies.
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Fig. 2. AHP Hierarchy for Policy Conflict Resolution

– The criteria are the following:
Specificity of the subject. This criterion evaluates the attributes exploited in the

two policies to identify the subject, to determine which of the policies define a
more specific set of subjects.

Specificity of the object. This criterion evaluates the attributes exploited in the
two policies to identify the object.

Specificity of the environment. This criterion evaluates the attributes to identify
the environment.

– Each criterion has a set of subcriteria that are the attributes of the criterion:
Subcriteria for subject: ID, role, and organization.
Subcriteria for object: ID, category, and issuer.
Subcriteria for environment: status, time, and location.

The above list is not exhaustive, since the methodology allows the insertion of other
criteria and subcriteria that may be helpful to evaluate the alternatives.

AHP requires to make pairwise comparisons between entities at one level of the
hierarchy with respect to the entities at the upper level. We propose to instantiate such
comparisons as follows.

First, we quantify how the three criteria are relevant for achieving the goal of solving
conflicts. Without loss of generality, we hypothesize that all the criteria equally con-
tribute to meet the goal. In this straightforward case, the pairwise comparison matrix is
a 3x3 matrix with all the elements equal to 1, and the local priorities of the criteria with
respect to the goal are simply 0.33 each (pcjg = 0.33, j = 1,. . . ,3).

Then, we quantify how subcriteria are relevant with respect to the correspondent
criteria. The comparisons are made with the help of the classification of attributes pro-
posed in Section 3.1. In particular, in our example we use the matrices in Table 3, with
the local priorities shown in the last column of each matrix. In the matrix that com-
pares the subject’s attributes (the left-most one in Table 3), we write a12 = 9 since we
think that the subject ID allows to identify the subject extremely better than the subject
role. Indeed, the subject ID exactly identifies one subject. For the same reason, we put
a13 = 9 (ID vs the organization the subject belongs to).
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Table 3. Comparison matrices and local priorities for subcriteria w.r.t. criteria

SUBJ ID ro
le

or
ga

ni
z.

p̄Subj

ID 1 9 9 0.818182
role 1

9 1 1 0.0909091
org 1

9 1 1 0.0909091

OBJ ID is
su

er
ca

te
go

ry

p̄Obj

ID 1 5 7 0.7454
issuer 1

5 1 4
3 0.1454

category 1
7

3
4 1 0.1091

ENV st
at

us
tim

e
lo

ca
tio

n

p̄Env

status 1 7 7 0.777778
time 1

7 1 1 0.111111
location 1

7 1 1 0.111111

We remark that the values in these matrices simply represent the perception of the
authors on the relative relevance of the attributes. Other values could have been chosen.

Finally, the conflicting policies Policy1 and Policy2 are evaluated with respect to
subcriteria. In particular, we need k 2x2 matrices, where k is the number of subcriteria
(in our case, k=9). The matrices are built according to a very simple approach, based on
the presence of the attributes in the policies:

– Policy1 and Policy2 contain (or do not contain) attribute A: then a12 = a21 = 1.
– If only Policy1 contains A, than a12 = 9, and a21 = 1

9 .
– If only Policy2 contains A, than a12 = 1

9 , and a12 = 9.

We do not consider as a decisional criterion the specificity of the action. This is because
we evaluate the action only according to its ID, always present in a policy. So the eval-
uation of the alternative policies with respect to the criterion action is constant, and it
does not add any meaningful information for taking the final decision.

5.3 Example

Let us suppose that a car accident that involves Mr. Paul Red happens. A rescue team
member, before administering a given drug to the patient, needs to access his medi-
cal history, to check for possible incompatibilities with drug therapies that the patient
could have in progress. Hence, the rescue team member also needs to access document
with ID xyz that, in fact, is a drug prescription that a Psychiatrist gave to the patient.
The medical information of the people involved in the accident should be immediately
available to the rescuers, that could have to take decisions quickly. On the one hand, the
required information are sensitive, so its unfolding is regulated by privacy policies, pos-
sibly established by different organizations. On the other hand, data protection should
not affect the possibility of saving the patient life. It is important to have a procedure
for solving conflicts occurring between policies that simultaneously may be applied.

When the rescue team member tries to access the document with ID xyz, a conflict
occurs among the policy A3 and the policy P1 (see Section 3).

A3 Subjects having the role “Rescue Team Member” and belonging to the organi-
zation “Red Cross” can read/print the documents having category “medical” of a
patient in an emergency situation;
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P1 Subjects not having the role “Psychiatrist” cannot read/print the document with ID
xyz before 31/12/2020.

Indeed, the subject that is trying to access the data has role Rescue Team Member and
(s)he is member of Red Cross; also, the status of the environment is set to “Emergency”,
given that an accident with victims has occurred. According to policy A3, issued by
NHS, the subject can access the object. However, according to P1, issued by the victim,
the same subject cannot access that object, since s(he) is not a psychiatrist.

We recall that the local priorities of the uppermost two levels of the AHP hierarchy in
Fig. 2 are stitched to the policies themselves. They are defined according to the scenario
when the policies are created, and they do not change until the policies change. In our
case, we hypothesize that, for the uppermost level, the local priorities are all equal to
0.33, while the local priorities for the middle level have been specified in Table 3.

Instead, the local priorities of the lowest level are evaluated at runtime, when some-
one tries to access the data. The evaluation is simply based on the presence, or the
absence, of an attribute in the conflicting policies. In our example, we have that:

– A3 identifies the subject through role and organization, while P1 through the role.
– A3 identifies the object through category and P1 through the object ID.
– A3 identifies the environment through status and P1 through time.

Table 4 shows an example of the simple 2x2 matrix that compares A3 and P1 w.r.t. the
presence of the attribute ID of the element object. Since P1 specifies the object through
the ID, while A3 does not, we give 9 to P1 and 1

9 to A3.

Table 4. A3 and P1 evaluated w.r.t. the presence of the attribute ID of the object

IDObj A3 P1 p̄IDObj

A3 1 1
9 0.1

P1 9 1 0.9

Similar 2x2 matrices are built for evaluating A3 and P1 w.r.t. all the sub-criteria (we
have 9 matrices). The global priorities are calculated according to Expr. 1 in Sec. 5.

PA3
g = 0.33 · ((pIDSubj · pA3

ID) + (pRole
Subj · pA3

Role) + (pOrg
Subj · p

A3
Org))+

0.33 · ((pIDObj

Obj · pA3
IDObj

) + (pIssObj · pA3
Iss) + (pCat

Obj · pA3
Cat))+

0.33 · ((pStat
Env · pA3

Stat) + (pTime
Env · pA3

Time) + (pLoc
Env · pA3

Loc)) = 0.52

where p̄( )
Subj , p̄( )

Obj , and p̄
( )
Env are the vectors of local priorities shown in Figure 3 (right-

most column of each matrix), while pA3
ID, pA3

Role, . . . are the local priorities of policy A3
against all the subcriteria, as the result of the nine 2x2 matrices. For example, pA3

IDObj
=

0.1, see Table 4. Complementary, for policy P1 we obtain PP1
g = 0.48. Hence, the result

of the decision strategy shows a slight preference for the execution of policy A3.
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In order to validate our approach, we show another example, in which one of the
conflicting policies is clearly more specific than the other (thus, in accordance with our
philosophy, the application of this policy should obtain the highest priority).

Let us suppose that Dr. Jack Brown, with role General Practitioner and ID dr12345,
tries to access the medical document with ID xyz of his patient Mr. Paul Red. An ex-
ception conflict raises between policies A1 and P2 (see Section 4):

A1 Subjects having the role “General Practitioner” can read/print the documents hav-
ing category ”medical” of their patients;

P2 Subject with ID dr12345 cannot read/print the document with ID xyz;

Intuitively, P2 is much more specific than A1, since it identifies both the subject and the
object through IDs. Applying AHP, we obtain what we expected: the global priority of
P2 is 0.7, while the one of A1 is 0.3.

Finally, we remark that all the matrices that we have computed for our examples are
consistent or nearly consistent: this assures the consistency of the comparisons and the
plausibility of the priorities.

6 Conclusions and Future Work

This paper presented a strategy for solving conflicts that could arise in the authorization
decision process between two (or more) policies applicable to an access request. We
relied on some existing conflict detection procedures (like the ones proposed in our
earlier work [1,2,3]) and we focused on conflict resolution.

Our approach evaluates how much a policy is specific in identifying the subject, the
object, and the environment to which it is applicable. The basic idea is that policies that
are applicable to smaller set of subjects, objects, and environmental conditions should
have the priority on the others. To determine the specificity of a policy, we consider
which attributes are used to identify the elements to which the policy is applicable. Op-
eratively, the approach has been implemented by exploiting AHP, a well known decision
making technique. Two practical examples of use in the healthcare scenario have been
given. The methodology works as expected for these two examples, but this does not
necessarily means that it will work for any possible scenario. Thus, it could be worth
to test the methodology on a richer set of examples, possibly taken from the real world,
with real data and real reported conflicts.

Also, there could be the unlucky case in which the conflicting policies are contra-
dictory (see Section 4) and they exploit exactly the same set of attributes. In this case,
following our approach would lead to a priority of 0.5 for both the policies, giving no
meaningful information on which policy should be enforced. A future investigation for
improving the evaluation of the policy specificity could try to evaluate the cardinality
of the sets of elements determined by the conditions that the policies define on these
attributes. However, defining these cardinalities appears a really challenging task.

We are currently working on the development of a software component implement-
ing the proposed strategy, that can be easily automatized. In particular, the priorities
for criteria (i.e., the relevance of the specificity of each element: subject, object, and
environment, see Figure 2) and of the sub-criteria (i.e., for each element, the mutual
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relevance of attributes) are computed when the policies are written, because all the re-
quired data (i.e., the judgments of the system administrators) are already available at
that time. Instead, the local priorities of the policies with respect to each sub-criterion
can be computed at run-time only, when a conflict between policies is detected. This last
step is very simple and fast, because it simply consists of checking, for each attribute,
whether it is used in any, one, .., or all the conflicting policies. This conflict resolution
software component will be integrated within the policy analyser presented in [1,2,3],
that performs conflict detection.

Finally, we remark that both the policy attributes and the pairwise comparisons sug-
gested in the paper are merely examples to explain how the strategy works. A different
set of attributes and a different values for pairwise comparisons could be adopted in a
real scenario.
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Abstract. The need for privacy protection on the Internet is well recognized.
Everyday users are asked to release personal information in order to use online
services and applications. Service providers do not always need all the data they
gather to be able to offer a service. Thus users should be aware of what data is
collected by a provider to judge whether this is too much for the services offered.
Providers are obliged to describe how they treat personal data in privacy policies.
By reading the policy users could discover, amongst others, what personal data
they agree to give away when choosing to use a service. Unfortunately, privacy
policies are long legal documents that users notoriously refuse to read. In this
paper we propose a solution which automatically analyzes privacy policy text
and shows what personal information is collected. Our solution is based on the
use of Information Extraction techniques and represents a step towards the more
ambitious aim of automated grading of privacy policies.

1 Introduction

Protection of online privacy is lately attracting a lot of attention. Concerns about the
ease at which excessive collection of personal data can take place online are reflected in
research, legislation and public opinion. Within the new data protection directives, the
European Commission has identified enhancing the control a user has over his personal
data as a key objective [1]. Privacy breaches regularly appear in popular media along
with suggestions for tools to protect users during their browsing [2]. On the other hand
the data collected from thousands of customers represents a big economical asset for
companies, one they would not easily give up [1].

Surveys show that also users are deeply concerned about privacy [3], and that they
would be prone to pay some money to shop on websites with good privacy policies [3,
4]. However, there are some misconceptions about privacy policies, since users think
that the sole presence of a privacy policy means the website will protect, and will not
share, their personal data [5]. In reality, privacy policies often serve more as liabil-
ity disclaimers for service providers than as assurances of privacy for end-users [6].
Moreover, since policies are often ignored by users, they fail in their goal of increasing
privacy awareness.
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Fig. 1. An example of how the list of personal data collected can be presented to the user

In this paper we describe a solution, based on Information Extraction (IE) techniques,
to extract the list of data collected by a website, according to what it is stated in its
privacy policy. We believe that presenting such information to the user, for example
using a browser extension as depicted in Figure 1, will increase his privacy awareness,
and will help him to take more informed decisions. Without having to read the complete
privacy policy, the user can see what data is collected, and can judge whether or not the
information required is justified by the service offered (e.g. the Social Security Number
is required by an e-commerce service). Moreover, solving the problem of automatically
extracting useful information from privacy policy is a step towards being able to rate a
website, based on the contents of its privacy policy.

The work described in this paper is, indeed, part of a larger framework which aims at
automatic grading the privacy protection offered by a website. This grading is intended
to be done by considering several aspects of privacy management, starting from the
privacy policy [7]. In this paper we focus on analyzing the contents of a policy, namely
the part regarding data collection. The same approach, once has been shown effective,
can be applied to extract other information, such as the sharing practices or the security
mechanisms applied, useful to verify how good a website protects the privacy of its
users.

The rest of the paper is organized as following: we first discuss related work in
Section 2, and employed extraction methods and tools in Section 3, before presenting
the process followed to build our system in Section 4. The results are described in
Section 5, while conclusion and further work are addressed in Section 6.

2 Related Work

Understanding privacy policies, often complex and ambiguous, is not an easy task for
end-users [8, 9]. Privacy policies represent an important resource for privacy protec-
tion since they describe how personal data is managed. Several approaches, aiming at
improving privacy protection by the means of privacy policies, exist. Some of them,
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such as SPARCLE [10,11] and PPMLP [12,13] are intended for privacy policy authors,
while others, such as P3P [14] or UPP [15], are directed to both actors: privacy authors
and end-users. Finally, approaches like the PrimeLife Dashboard [16] mainly focus on
supporting the end-user.

SPARCLE (Server Privacy ARchitecture and CapabiLity Enablement) [10, 11] is a
framework intended to assist an organization in the writing, auditing and enforcement of
privacy policies. The framework takes privacy policies written in a specific constrained
natural language, checks for their compliance with privacy principles, and translates
them into a machine readable and enforceable format, e.g. EPAL [17] or XACML [18].
The use of specific patterns in the sentences and constrained natural language, i.e. a
subset of a natural language with a restricted grammar and/or lexicon [19], makes it
possible to parse such policies.

PPMLP (Privacy Policy Modeling Language Processor) [12, 13], like SPARCLE,
aims at helping organizations in generating privacy policies compliant with privacy
principles: authors specify a meta-privacy policy that will automatically be enriched
with rules allowing such compliance. The meta-policy is then translated in EPAL rules,
ready for the enforcement. The meta-policy is also translated in natural language (using
static matching rules), for the presentation to the end-user. Within the system, a PPC
(Privacy Policy Checker) is also present, to allow the users to verify whether a website
enforces its privacy policy.

P3P (Platform for Privacy Preferences) [14] is the W3C’s attempt to manage privacy
policies, allowing the website to express them in a XML-based machine-readable for-
mat. The user is able to automatically check those policies against his preferences, by
the means of P3P-enabled browsers [14]. Privacy Bird [20] and Privacy Finder [4] are
examples of P3P user agents, able to compare P3P policies with users preferences, thus
users do not need to read the privacy policies of every web site they visit [21].

UPP (User Privacy Policy) [15] is an approach similar to P3P, but mainly focused on
social network websites. The mechanism allows a user to define policies to protect his
resources (e.g. pictures or videos). Other users (his friends) can access such resources
only if they guarantee the enforcement of the policies.

A limitation of the P3P approach, shared by SPARCLE, PPMLP and UPP, is that it
needs server-side adoption, which is not easily obtained: according to [22] only 20% of
the websites amongst the E-Commerce Top 300 is P3P enabled.

The PrimeLife Privacy Dashboard [16] is a recent browser extension aiming at help-
ing the user to track what information is collected by the websites he visits. To this end,
it collects information about the website the user is currently visiting, such as whether
it has a P3P policy, whether it collects cookies, and whether it is certified by trust seals.
The dashboard then provides a visual ‘privacy quality’ rating of a website: the presence
of a P3P version of the privacy policy increases the rating, while the presence of ex-
ternal or flash cookies decreases it. The low adoption of P3P limits the effectiveness of
this approach: a website may have a good privacy policy, but may be rated low because
of the lack of a P3P version. Also, the content of the privacy policy, if it does exist, is
not taken into account.

The solution presented in this paper, like the PrimeLife Dashboard, aims at letting the
user know what personal data a website collects. However, it only requires the existence
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of a plain text privacy policy and no P3P version is needed. As such, it can easily be
adopted by privacy-concerned end users, without requiring server-side adoption.

3 Methodologies and Tools

We use Information Extraction (IE) to extract the list of data collected by a website,
by analyzing what is stated in its privacy policy. IE is a technique for analyzing natural
language texts, to extract relevant pieces of information [23]. The analysis takes raw
text as input and produces fixed-format, unambiguous data as output [24].

An IE system applies IE techniques to a specific scenario or domain. To build an IE
system, an in-depth understanding of the contents of texts is needed [25]. IE systems
have the advantage of accounting for the semantic contents of the text, rather than only
for the presence/absence of given key words as it happens e.g. in Information Retrieval.
Taking semantics into account gives the potential for systems that are accurate enough
to really help people, reducing the time they need to spend reading texts [24].

Privacy policies, due to their legal nature, show strong formality and fixed patterns.
Because of this, applying IE techniques to privacy policy text may lead to high accu-
racy, as confirmed by the results presented in Section 5. The fact that IE only extracts
information on/in a-priori selected subjects/format fits well with our idea of showing to
the user only specific information, i.e. the list of data collected.

The general architecture of an IE system may be defined as“a cascade of transduc-
ers or modules that, at each step, add structure to the documents and, sometimes, filter
relevant information, by means of applying rules” [25, 26]. Figure 2 describes the ar-
chitecture of our IE system, showing the cascade of modules we used. The raw privacy
policy is given as input to the Tokenizer that splits the text into very simple tokens, to
which a type (i.e. number, punctuation or word) is associated. The Sentence Splitter
divides the text into sentences, while the POS Tagger annotates each word with the re-
lated part-of-speech (POS) tag. A POS tag specifies whether a word is a verb, a noun or
another lexical category1. The Named Entity (NE) recognition module seeks the text for
concepts of the application domain, while the Annotation Patterns Engine provides the
means to define extraction rules, needed to detect the information wanted, according to
specific syntactic-semantic patterns.

Note that, as described in Figure 2, at each stage a new Annotation Set is added to
the document. Annotations can be seen as meta-data attached to part of the text giving
specific information. For example POS tagger annotations can state that the word ‘and’
is a conjunction. Every annotation has a type (e.g. conjunction) and a value (e.g. ‘and’),
and belongs to an Annotation Set (e.g. POS Annotation Set) that groups together similar
annotations. Annotations Sets that are output of earlier modules, can be used as input
of later stages.

The structure shown in Figure 2 is a basic cascade of modules. Such a cascade can be
extended by adding other modules for language processing. For example, co-reference
and anaphora resolution [27] could be added to verify whether two noun phrases refer to
the same entity [28], e.g. ‘email address’ and ‘it’ in the sentence “We store your email

1 The complete list of POS tags we used is available at
http://gate.ac.uk/sale/tao/splitap7.html#x37-729000G

http://gate.ac.uk/sale/tao/splitap7.html#x37-729000G
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Fig. 2. The cascade of modules used in our IE system

address, it will be used to inform you that your order has been shipped”. The use of
ontologies, which associate a concept with the terms expressing it [23], may enrich the
domain knowledge. Finally, syntactic parsing could help to find the main constituents
of a sentence such as noun, verbs, and prepositional phrases. The decision of whether or
not to add one or more of these modules is a trade off between the increased accuracy
they can grant and the added computational costs they will bring. Since we aim at
building a system with a good response time, we only use the modules presented in
Figure 2 in this paper. The benefits and costs of adding other modules are discussed in
Section 6, as part of our further works.

To develop our system we used the GATE (General Architecture for Text Engi-
neering) framework [29, 30], and the ANNIE (A Nearly-New Information Extraction
System) [31] suite. These tools, amongst other functionalities, make available multiple
implementations of the modules depicted in Figure 2.

4 The Process

The process we followed to build and evaluate our IE system is described in Figure 3. In
this section we give details for activities of this process such as the definition of Named
Entity (Section 4.1), the selection, annotation and splitting of the Corpus (Section 4.2),
and the creation of extraction rules (Section 4.3). The evaluation and the results are
discussed in Section 5.

4.1 Named Entities

Information extraction uses Named Entities (NEs) to represent important concepts
within a certain domain2. For example, in the domain of novels, the author, the title,
and the characters are important concepts that can be modeled as NEs.

2 A discussion about the difficulties of defining Named Entity is available at
http://webknox.com/blog/2010/09/named-entity-definition/

http://webknox.com/blog/2010/09/named-entity-definition/
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Fig. 3. IE building process

Defining NEs requires a deep knowledge of both the application domain and the
type of information to be extracted. Since we aim at extracting the list of personal data
collected by a website, we need entities modeling concepts of this scenario. To select
our named entities we analyze several privacy policies. In this way, we discovered that
the description of data collection practices is usually done in one of the following ways:

1. The policy states the website may require user’s personal data for some purposes,
e.g. registration or shipping;

2. The policy states the user may provide his personal data to the website, e.g. by
filling in profile information;

3. The policy states the website may use automatic tools to get users’ personal data,
e.g. cookies to track user’s on-line behavior.

This knowledge leads to choose the NEs presented in Figure 4 as part of our system. The
Data Provider represents the data owner, generally the user, that provides his personal
information; the Data Collector refers to the website (or the company behind it) that
collects the personal information; while the Collection Tools is used to describe web
technologies, such as cookies or web beacons, used to track users’ online activities. The
NE mentioned so far can be seen as subjects of the actions leading to data collection.
The actions related are respectively modeled as Provider Action, including verbs such
as provide or supply; Collector Action, with verbs such as request, collect, use, store;
and Tools Action including verbs describing tracking activities, such as track or moni-
tor. The core entity of our domain is the Personal Data Collected (or PDC), actually
divided into two sub-entities: Generic Data to refer to general concepts of personal
information such as contacts information, personal identifiable information, browsing
information; and Specific Data to refer to personal data units such as name, surname,
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Fig. 4. The Named Entities (NEs) of our system

or nationality. Note that the list of PDC is the one that will be finally presented to the
user.

Once the list of NEs has been defined, it is necessary to populate it by adding in-
stances to the concepts, e.g. to list name, surname and address as instances of the entity
Specific Data, and you and user as instances of Data Provider. The population process
is performed by creating files listing instances for each NE (the so called gazetteer lists).

Note that, as suggested in [6, 32], while listing the instances of Specific Data we
consider as PDC any data belonging to an individual, i.e. his PII (Personal Identifiable
Information such as name, surname or birthdate), but also tracking data related to him
such as the current GPS location, the clickstream, or the friend list.

4.2 Corpus

A corpus is a set of documents forming the core of an IE system. Its importance is
twofold: its analysis drives the acquisition of knowledge necessary to extracting pat-
terns and creating rules, and, once annotated, it is used to test the accuracy of the IE
system. According to EU directives (e.g. EU 95/46/EC and the EU 2006/24/EC), pri-
vacy policies have to address specific topics of interest for the end user, such as what
data they collect, how long they retain the data, whether they share it and so on. Each
topic is usually discussed in specific paragraphs of the policy, leading to documents
with fixed and similar structures.

In our system we use a corpus containing two types of document: corpus A is the
part containing 128 paragraphs extracted from the collection section of different privacy
policies; while corpus B is the part formed by 12 complete privacy policies. The use of
corpus A helped us to focus on modeling recurrent patterns used to describe collection
practices. On the other hand, the use of corpus B lets us test the feasibility of our ap-
proach in terms of satisfactory response time, and verify that the accuracy of the system
does not decrease when it is applied to complete policies, i.e. extending the analysis to
other sections of the policy does not introduce too many false positives.

The privacy policies of our corpus have been collected from websites of differ-
ent application domains such as e-commerce (e.g. eBay, Paypal, Amazon), searching
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Fig. 5. Example of text annotation

(e.g. Google, DuckDuckGo), social networking (e.g. Facebook, LinkedIn), and news
and communities (e.g. WordPress, FileTube, and TripAdvisor). Dealing with different
application domains is especially useful to enrich the gazetteer lists. For example, by an-
alyzing social network policies, new instances of Specific Data, such as profile, friends
list or profile picture, can be detected.

Once the corpus has been selected, and named entities defined, the annotation task
can take place. During the corpus annotation, a human annotator reads every document,
and tags each occurrence of NE instances. For example, in a document with the sen-
tence “We collect your personal information such as your name, surname and gender
when you register to our services”, ‘we’ will be annotated as Data Collector, ‘collect’
as Collector Action, and so on, as described in Figure 5. It is important to note that
instances of Specific Data (SP) and Generic Data(GD) are annotated as PDC only if the
text makes clear that such data will be retained by the website. For example, in a sen-
tence like “If you do not want to receive e-mail from us, please adjust your preferences”,
the term e-mail will not be annotated as PDC.

In the following, we refer to the manual annotations as Standard Gold Set, and to
the annotations resulting by running our IE system as Response Set. To evaluate the
accuracy of the system, PDC annotations of the Response Set will be compared to PDC
annotations of the Standard Gold Set. Intuitively, the more similar the two sets are, the
better the accuracy of the system.

Once the annotation task is completed, each sub-corpus is divided into a training
(∼ 70% of the documents of the sub-corpus) and a testing (the remaining ∼ 30%)
set. After the splitting, corpus A contains 87 paragraphs in the training set, and 34 in
the testing set, while corpus B contains 9 complete policies in the training set, and 3
in the testing set. The training sets are used to develop the extraction rules, while the
testing sets are kept apart until the very end, when they are used to measure the system’s
accuracy. The training set of B is especially useful to verify whether patterns extracted
by analyzing A do not occurs in other sections of a complete policy as well.

4.3 Extraction Rules

Extraction rules are used to detect specific regularities and patterns in the text. To de-
fine such rules, specific declarative languages can be used [33–35]. To develop our IE
system we used the Jape language [35]. Jape provides mechanisms to recognize regular
expressions in annotations made over a document. For example, it allows to create rules
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that annotate as a Person a word that starts with a capital letter, and that is preceded by
the word Mr, Mrs or Miss.

Jape’s extraction rules consist of two components: a Left Hand Side (LHS), rep-
resenting the condition, expressed in form of pattern, and a Right Hand Side (RHS),
representing the conclusion, i.e. the action to take once the pattern matches.

Recall that the whole idea behind the development of our system is that privacy poli-
cies share a set of fixed patterns. Table 1 presents the patterns that we detected during
our analysis. In the table, each pattern is expressed as a sequence of NE annotations,
but also Token and POS annotations (like MODAL, SUCH AS, TO, INCLUDE), created
by earlier steps of the process (see Figure 2). Moreover, for each pattern, one or more
matching sentences are presented. For example, the pattern n.1 of Table 1 will match
every sentence where the website is asking the user to provide personal information.

Table 1. List of the collection patterns detected by analyzing our corpus

Pattern

n.1
DATA COLLECTOR MODAL COLLECTOR ACTION DATA PROVIDER TO
PROVIDER ACTION your GENERIC DATA (SUCH AS)? (SPECIFIC DATA)*.
We may ask you to provide your personal data such as name, surname, and gender.

The website may request you to provide your financial information.

n.2
DATA COLLECTOR MODAL COLLECTOR ACTION your GENERIC DATA
(SUCH AS)? (SPECIFIC DATA)*.
We may collect your personal data such as name, surname, and gender.

Google may gather your contact information.

n.3
DATA PROVIDER MODAL PROVIDER ACTION us with your GENERIC DATA
(SUCH AS)? (SPECIFIC DATA)*.
You must provide us with your personal data including your name, surname, and gender.

The user should supply his personal information.

n.4
The GENERIC DATA DATA COLLECTOR COLLECTOR ACTION MODAL IN-
CLUDE your (SPECIFIC DATA)*.
The personal data we collect may include your name, surname, and gender.

n.5
COLLECTION TOOLS MODAL BE USED TO TOOLS ACTION your
GENERIC DATA (SUCH AS)? (SPECIFIC DATA)*.
Cookies may be used to track your browsing data such as your IP address, browser type and pages visited.

Web beacons may be used to monitor your browsing activities.

?: zero or one repetition

*: zero or more repetition

italic: terms not relevant for the pattern

ITALIC: temporary annotations

BOLD: named entities

Underline: examples of matching sentences

Once patterns have been defined (LHS), it is necessary to create the output (RHS).
Figure 6 describes how a pattern can be translated in a Jape rule, by referring to the first
pattern of Table 1. The LHS describes the pattern, and when a match occurs, the RHS
is called to annotate specific and generic data as PDC. Note that in Jape the symbols ?,
* and + means respectively zero or one, zero or more, and one or more occurrences.
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For each pattern of the table, one or more rules have been created. We created rules
accounting for positive and negative (‘we collect’ versus ‘we do not collect’), and for
active and passive (‘we collect your data’ versus ‘your data are collected’) forms of
the patterns. Of course a negative pattern indicates the specified personal data is not
collected, so it is not added to the Response Set. Moreover, rules have been created in
such a way that tokens not relevant for the pattern are ignored (e.g. in a sentences like
‘we ask you to provide your personal data’, the presence of the token your does not
stop the rule to match).

Fig. 6. An example of a JAPE extraction rule

5 Evaluation and Results

In this section we discuss the methodology used to evaluate the accuracy of the IE we
developed, and the results we obtained. We evaluate our IE system by measuring the
recall, the precision, and the F1 score obtained by comparing the Response Set to the
Standard Gold Set.

Recall and precision can be computed using strict or lenient measures. Such mea-
sures are different for the way they treat partial matches. A partial match is obtained
when the result of the Response Set does not completely match the one of the Stan-
dard Gold Set, for example the manual annotation is “e-mail addresses = PDC” but
the Response Set only recognizes “e-mail address= PDC”. In this cases, strict mea-
sures would consider the result as a mistake, while lenient measures would treat it as a
correct result. The observation of partial matches leads us to conclude that they are gen-
erally sufficient for our purposes to be considered correct, so we use lenient measures
for evaluating the accuracy.
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Table 2. Accuracy of the system over the training and the testing sets of corpus A and B

Time(sec. per set) Precision Recall F1 score

A B A B A B A B
Training Set 3.22 9.25 76% 75% 90% 83% 83% 79%
Testing Set 1.28 3.25 78% 80% 81% 87% 80% 83%

Since the process of creating the rules of an IE system is iterative, and it involves
tests over the training set, the evaluation of the accuracy takes place during the whole
development phase. The results of this evaluation serve as a guide to indicate whether
the addition of new rules, or modification of existing ones, is needed.

Besides rules, gazetteer lists are also modified during the development process: pri-
vacy policies are analyzed and, when found, new NEs instances are added to the lists.
For example, when the Facebook policy is analyzed, the terms profile and profile picture
are added to the Specific Data gazetteer list. We noticed that, when the last policies of
the corpus are reached, only few new NEs instances are discovered. This suggests that,
although gazetteer lists can still be extended, they have already reached a good level of
completeness.

The building process terminated when the accuracy of the system was satisfactory
and no new patterns were detected. Table 2 shows precision, recall and F1 score ob-
tained by running the best configuration of our IE system over the training and testing
sets of the corpus A and B. This best configuration uses the Annie implementation of
the modules shown in Figure 2. The overall accuracy we reached, captured by the F1

score obtained over the testing set, is 80% for corpus A, and 83% for corpus B. To avoid
biased results, the accuracy is evaluated considering the results over the testing sets of
corpus A and B, since rules have been created without any knowledge of the documents
in such sets.

We believe that the obtained results are very promising, and that users could benefit
from a system based on our approach. In fact, considering that average users do not read
privacy policies, we increase their knowledge on data collection from 0 to 80%. Also,
the results are obtained by using a very basic pipeline, and a limited set of rules. There-
fore the accuracy could be improved by adding new modules (such as co-reference or
ontologies) and enlarging the rule set. Finally, note that the results presented in Table 2
do not take repetition into consideration, i.e., if a personal data item (e.g. name, e-mail)
appears in two sentences, but it is only detected once, we have one correct result and
one wrong result, leading to an accuracy of 50%. In our settings, the fact that at least
one occurrence of the same data item is correctly identified suffices to have 100% accu-
racy (for that specific item). Taking this into account, the accuracy can raise from 79%
to 92%, if we consider the training set of corpus B.

The main bottleneck for our system is the accuracy of the POS tagger module. Most
of the errors in the Response Set are due to erroneous results provided by this module
in our experimental tests. The POS tagger is in charge of distinguishing whether a word
represents a verb, a noun or another lexical category. That means it should be able to say
that the word ‘place’ represents a noun in the sentence “we collect information about
the place you took your photo”, while it represents a verb in the sentence “we store your
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Table 3. Comparison of performances obtained by using different POS tagger over the testing
set of the corpus A and B

POS Tagger Time(sec) Precision Recall F1 score

A B A B A B A B
OpenNLP 1.55 4.50 77% 70% 80% 83% 78% 77%
LingPipe 2.45 3.95 79% 75% 68% 84% 73% 79%

Annie 1.02 3.25 78% 80% 81% 87% 80% 83%

mail address when you place an order”. Since our rules are based on the POS tagger
annotations (e.g. provide is considered a PROVIDER ACTION if and only if it has
been annotated as a verb by the POS tagger), an error in the tagger’s results leads to an
error in our system’s results.

Let us consider the following sentence: “LinkedIn requests other information from
you during the registration process, (e.g. gender, location, etc.)”. If ‘requests’ is not
recognized as a verb by the POS tagger, no extraction rule will fire, and the words
gender and location will not be annotated as PDC. That means the accuracy of our
system strongly depends on the accuracy of the POS tagger, and that it can be improved
by decreasing the tagger error rate.

Since multiple implementations of the POS tagger exist, we tested how the accuracy
of the system changes according to the tagger used. The results of this comparison,
running the system over the testing sets, are shown in Table 3. We used three different
POS tagger implementation: the OpenNLP, the LingPipe3, and the Annie POS tagger.
As we can observe, the use of the LingPipe tagger leads to the worst performance over
the corpus A, with a difference of 5% when compared with the best results, obtained by
using Annie tagger. The results confirm that the choice of the POS tagger has a consid-
erable impact on the performance of the system. Although Annie is the best performing
tagger in our setting, it still shows several errors. A possible way to improve the POS
performances, and with it our system’s accuracy, is by training a POS tagger over the
privacy policy domain.

Finally, note that our solution, which was not optimized for time performances, can
be executed in near real-time. As reported in the Time column of Table 2, the system
needs 9.25 seconds to process 9 complete privacy policies (training set of B), therefore
the analysis of a single policy requires around one second. This means our approach
is applicable to real scenarios, where providing real time responses to the user is an
important requirement.

6 Conclusions and Further Work

In this paper we discuss the creation of an IE system, able to extract the list of per-
sonal data collected by a website by analyzing the content of its privacy policy. The
system shows an accuracy around 80%. Although we believe this accuracy is reason-
able and able to benefit the users, improvements can still be made. Adding co-reference

3 For the LingPipe the pos-en-general-brown model was used.
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and anaphora resolution modules can increase the accuracy by verifying that, for exam-
ple, ’we’ refers to the ‘website’ when annotating it as DATA COLLECTOR (so far we
assumed this is always true). Also, the accuracy can be improved by using ontologies
and thesaurus, to enrich the gazetteer lists with synonyms and close lexical concepts.
On the other hand, we believe the system would not benefit of the use of syntactic pars-
ing, since its computational costs would not allow to provide real time responses to the
users 4. It is also important to verify that users find our system beneficial, for example
by carrying on a user study. Since the manual creation of extraction rules is a complex
and error prone task, the use of systems for the automatic creation of extraction rules,
e.g. by applying machine learning techniques, can also be considered (see [36]). Finally,
in regards to our more general goal of grading privacy policies, we wish to apply the
approach presented in this paper to other sections of privacy policies, e.g. to analyse
the data sharing practices, and to define a policy grading system based on the results of
such analysis.

References

1. Kosta, E., Dumortier, J., Graux, H., Tirtea, R., Ikonomou, D.: Study on data collection and
storage in the EU. Technical report, ENISA, European Network and Information Securiy
Agency (2012)

2. Newman, J.: 8 Tools for the Online Privacy Paranoid (2012)
3. Spiekermann, S.: Engineering privacy. IEEE Software Engineering 35(1) (2009)
4. Tsai, J., Egelman, S., Cranor, L.: The effect of online privacy information on purchasing

behavior: An experimental study. Information Systems Research 21 (2011)
5. Turow, J., Hoofnagle, C.J., Mulligan, D.K., Good, N., Grossklags, J.: The FTC and Consumer

Privacy in the Coming Decade. Federal Trade Commission (2006)
6. Tene, O.: Privacy in the Age of Big Data: A Time for Big Decisions. Stanford Law Review

Online (2012)
7. Costante, E., Sun, Y., Petkovic, M., den Hartog, J.: A machine learning solution to assess

privacy policy completeness (short paper). In: WPES 2012, pp. 91–96 (2012)
8. Holtz, L.-E., Nocun, K., Hansen, M.: Towards Displaying Privacy Information with Icons. In:
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Abstract. Privacy in cloud computing is a major concern for individ-
uals, governments, service and platform providers. In this context, the
compliance with regards to policies and regulations about personal data
protection is essential, but hard to achieve, as the implementation of pri-
vacy controls is subject to diverse kinds of errors. In this paper we present
how the enforcement of privacy policies can be facilitated by a Plat-
form as a Service. Cloud applications developers can use non-obtrusive
annotations in the code to indicate where personally identifiable infor-
mation is being handled, leveraging the aspect-oriented programming
(AOP) features. Subsequently the evaluation of user defined preferences
is performed by trustful components provided by the platform, liberating
developers from the burden of designing custom mechanisms for privacy
enforcement in their software.

1 Introduction

In order to speed up the deployment of business applications, and to reduce
overall IT capital expenditure, many cloud providers nowadays offer the Platform
as a Service (PaaS) solutions as an alternative to leverage the advantages of cloud
computing. We can mention for instance SAP NetWeaver Cloud, Google App
Engine, or VMware Cloud Foundry, to cite a few. PaaS brings an additional level
of abstraction to the cloud landscape, by emulating a virtual platform on top
of the infrastructure, generally featuring a form of mediation to the underlying
services akin to middleware in traditional communication stacks.

As the consequence of that shift we observe thatmore andmore personally iden-
tifiable information (PII) is being collected and stored in cloud-based systems.This
is becoming an extremely sensitive issue for citizens, governments, and companies,
both using and offering cloud platforms. The existing regulations, which already
established several data protection principles, are being extended to assign new
responsibilities to cloud providers with respect to private data handling.

The provision of privacy preserving services and tools will be one of the argu-
ments favoring the choice of one PaaS provider over the other when a company
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is hesitating where to deploy new cloud application. The proposed reform of the
European data protection regulation points out that privacy-aware applications
must protect personal data by design and by default: “Article 22 takes account
of the debate on a ’principle of accountability’ and describes in detail the obli-
gation of responsibility of the controller to comply with this Regulation and to
demonstrate this compliance, including by way of adoption of internal policies
and mechanisms for ensuring such compliance. Article 23 sets out the obliga-
tions of the controller arising from the principles of data protection by design
and by default. Article 24 on joint controllers clarifies the responsibilities of joint
controllers as regards their internal relationship and towards the data subject1.”

The correct enforcement of privacy and data usage control policies has been
recently subject of several incidents reported about faulty data handling, perhaps
on purpose, see for instance the cases of Facebook2.

Therefore, addressing compliance requirements at the application level is a
competitive advantage for cloud platform providers. In the specific cases where
the cloud platform provider is also considered a joint controller, a privacy-aware
architecture will address the accountability requirement for the PaaS provider
with regards to the next generation of regulations. Such architecture can enable
compliance also for the Software as a Service delivery model, if we assume the
software was built over a privacy-aware platform. On the other hand, this could
be hardly achieved in the context of Infrastructures as a Service, since there
would be no interoperability layer on which the privacy controls can rely on.

In order to achieve this, the PaaS must implement some prominent, possibly
standardized, privacy policy framework (such as EPAL[2], P3P[7]), where pri-
vacy preferences can be declared in a machine-readable form, and later enforced
automatically. In such a setting, the privacy enforcement controls could be eas-
ily incorporated into new deployment landscape accelerating the development
process of compliant applications. Furthermore the cloud platform can offer the
guaranties ensuring the correct implementation of the enforcement components.
This could be offered either via a certification mechanism or an audit of an
existing cloud landscape that would be executed by the governing entities.

In this paper we present work towards the implementation of privacy-aware
services in a PaaS. We aim to empower the cloud platform with capabilities
to automatically enforce the privacy policy that is result of the end-user con-
sent over the application provider privacy policy. End-user policies and service
provider terms of use are defined in a state of the art privacy and usage control
language [3]. In order to leverage the provided implementation of privacy-aware
services, cloud application developers need to introduce simple annotations to
the code, prior to its deployment in the cloud. These indicate where PII is being
handled, towards automating privacy enforcement and enabling compliance by
design and by default. The idea is outlined in Figure 1, and consists of design-
time steps (declaring policies, annotation of the code and deployment in the

1 http://ec.europa.eu/justice/data-protection/document/review2012/

com 2012 11 en.pdf
2 http://mashable.com/2011/10/21/facebook-deleted-data-fine/

http://ec.europa.eu/justice/data-protection/document/review2012/com_2012_11_en.pdf
http://ec.europa.eu/justice/data-protection/document/review2012/com_2012_11_en.pdf
http://mashable.com/2011/10/21/facebook-deleted-data-fine/
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Fig. 1. Privacy aware PaaS components

cloud); and run-time steps (including policy matching, privacy control and obli-
gation execution).

The enforcement mechanisms are provided by the platform with the help
of a new approach for aspect-oriented programming where aspects can be ma-
nipulated at the process and at the platform levels [8]. That approach gives a
possibility to maintain a more flexible configuration of the enforcement mech-
anisms. The mechanisms interpret end-user preferences regarding handling of
the PII, presented in form of opt-in or opt-out choices among available privacy
policies of a cloud application, and later perform the required actions (filtering,
blocking, deletion, etc). We experimented on a Java-based Platform as a Service,
SAP NetWeaver Cloud, to demonstrate how privacy preferences can be handled
automatically thanks to the use of simple Java annotation library provided in
our prototype. The platform provider can make in this way an important step
towards providing built-in compliance with the personal data protection regula-
tions transparently, as we describe in the next sections.

The remainder of the paper is organized as follows: in Section 2 we present our
use case and we give a brief overview of the privacy policy language we adopt
in this work, in Section 3 we introduce the technical architecture allowing to
enforce privacy on multiple PaaS layers, Section 4 brings a discussion on related
works and Section 5 presents future perspectives and concludes the paper.

2 Privacy-Aware Applications in the Cloud

In this section we present our use case involving multiple stakeholders accessing
users’ PII in the cloud, as well as some background on privacy policy language
that we used.
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2.1 Use case

In our use case we consider a loyalty program offered by a supermarket chain,
accessible via a mobile shopping application that communicates with back-end
application deployed on the PaaS cloud offering. The supermarket’s goal is to
collect the information about consumers’ shopping behavior that results in the
creation of a consumer profile. This profile could then be used to provide con-
sumers more precise offers and bargains. Supermarket’s business partners may
also want to access this information in order to propose personalized offers to
the mobile shopping application users themselves.

The back-end application for the supermarket loyalty program is developed
using Java programming language and uses the cloud persistency service to store
application data. The interface to access the persistency service is based on Java
Persistence API (JPA)3, which is nowadays one of the most common ways of
accessing a relational database from Java code.

The supermarket employees can access detailed results of database queries
regarding the consumers’ shopping history and also create personalized offers,
via a web-based portal. Moreover, the cloud application exposes web services
through which third parties interact with the back-end system to consume col-
lected data: both for their own business analysis, but also to contact directly the
consumers for marketing purposes.

The interface for the consumers makes it possible to indicate privacy prefer-
ences with respect to the category of products (health care, food, drinks, etc) that
one wants to share his shopping habits about. The consumer can also indicate
whether he permits the supermarket to share personally identifiable information
with its business partners, among other usages. This choices are then reflected
by the private data access control mechanism that we will describe in Section 3.

2.2 Background: Privacy Policy Language

The users of the mobile shopping application are asked to provide various kinds of
personal information, starting from basic contact information (addresses, phone,
email) to more complex data such as shopping history or lifestyle preferences.
Service providers describe how users’ data are handled using a privacy policy,
which is explicitly presented to users during the data collection phase.

In this paper we adopt the PrimeLife4 Policy Language (PPL) [3], which
extends XACML with privacy-related constraints for access and data usage.
PPL policy is then used by the application to record its privacy policy. It states
how the collected data will be used, by whom, and how it could be shared. On
the other hand, the end-user also selects among the possible choices as to the
conditions of the data usages, that are derived from privacy policies specific to the
application. This user opt-in/opt-out choice is managed by the application and
as such is not part of the generic enforcement mechanism developed by us. Before

3 http://docs.oracle.com/javaee/5/tutorial/doc/bnbpz.html
4 www.primelife.eu

http://docs.oracle.com/javaee/5/tutorial/doc/bnbpz.html
www.primelife.eu
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Fig. 2. Excerpt of a PPL policy rule

disclosing personal information, the user can match his preferences against the
privacy policy of the service provider with the help of a policy matching engine.
The result of the matching process is an agreed policy, which is then translated
into the set of simple rules that are stored together with users’ data inside the
cloud platform’s database servers.

In summary a PPL policy defines the following structures [3]:

– Access Control Elements: inherited from the XACML attribute-based access
control mechanism to describe a shared resource (in our case PII) in general,
as well as entities (subjects) that can obtain access to the data.

– Data Handling Preferences: expressing the purpose of data usage (for in-
stance marketing, research, payment, delivery, etc.) but also downstream
usage (understood here as sharing data with third parties, e.g. advertising
companies), supporting a multi-level nested policy describing the data han-
dling conditions that are applicable for any third party retrieving the data
from a given service.

– Obligations: specify the actions that should be carried out with respect to
the collected data, e.g. notification to the user whenever his data is shared
with a third party, or deletion of the credit card number after the payment
transaction is finished, etc. Obligations in PPL can be executed at any mo-
ment throughout whole lifetime of the collected data and can affect future
data sharing transactions, e.g. with third parties.

An excerpt of a policy is shown in Figure 2. It shows part of a policy rule, stating
the consent to use the data collected for three distinct purposes (described using
P3P purpose ontology), but forbids downstream usage.

Consumer opt-in/opt-out choice is linked with PPL policy rule via XACML
conditions that we adopted for this purpose. We have reused EnvironmentAt-
tributeDesignator elements syntax to refer to the actual recorded consumer
choice in the application data model, as shown in Figure 3. The location is
provided as the AttributeId value and can be read as TABLE NAME:COLUMN NAME

of the database table where this choice is stored (CONSUMER CONSENT) as well
as a foreign key to the product category table (CATEGORY ID) that is used to
join products table. This information is used when enforcement mechanism is
put in place to take consumer consent into account whenever information about
consumer’s shopping history (for certain product categories) is requested. This
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Fig. 3. Excerpt of a PPL policy condition

policy definition of how user consent is linked to the rest of the application data
model is left in charge to the application developer as he is the one possessing
full knowledge of the application domain.

3 Privacy Enhanced Application Programming

We have designed a framework able to modify, at the deployment time, the ar-
chitectural elements (such as databases, web service frameworks, identity man-
agement, access control, etc) enriching it with the further components in order to
enforce user privacy preferences. In this landscape the new applications deployed
on the modified platform can benefit from privacy-aware data handling.

3.1 Programming Model

The privacy-aware components are integrated seamlessly with cloud application
at the deployment time, so that the enforcement of privacy constraints is done
afterwards automatically. They mediate access to the data sources, enforcing pri-
vacy constraints. In this case we are taking full benefit of the uniform database
access in the PaaS landscape that is exposed via standard Java database inter-
faces such as JDBC (Java Database Connectivity) or JPA.

Usually the application code handling privacy related data is scattered and
tangled over the application, being difficult to handle and to maintain if any
changes in the privacy policy are introduced. As we observed in the existing
applications the operations, which are performed on the private user data to
ensure that privacy policies are enforced, are typically cross-cutting concerns in
aspect-oriented programming paradigm. Inspired by this, we designed a process
for the application developer that contributes to simplifying a way the data
protection compliance could be achieved. It consists of adding meta-information
to the application code via Java annotation mechanism in the JPA entity classes.
Entity class in JPA terms is the one that is mapped into a database structure
(usually a table, but also more complex type of mappings exist, e.g. to map object
inheritance hierarchy) and enables the objects of that class to be persisted in a
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Fig. 4. JPA entity class annotation indicating persistency of private information

Fig. 5. Annotating private data usage class with PII meta-information

database. We provide also a second type of annotations, for the methods that
make use of a private data, to indicate the purpose of the data usage.

The modifications to the code are non-intrusive, in the sense that the applica-
tion business functions flow will stay exactly the same as before, except for the
data set it will operate on, that will be obtained from database by adhering to
the privacy policy. The changes are as transparent as possible from the applica-
tion point-of-view as new platform components propose the same set of API as
in the traditional platforms (in our case this API is JPA) and additional func-
tionality is obtained via non-obtrusive code annotations that in principle could
be easily removed in case described features are not required or not available.

This approach adds value with respect to legacy applications while allowing
privacy management when needed. Another advantage is that the cloud service
provider can easily move to another cloud platform without being locked into
the certain vendor, apart from the fact that the guarantees given by the platform
about private data handling could not be the same.

The platform we used to develop our prototype offers the enterprise level
technologies available for Java in terms of web services and data persistency
(JEE, JPA). In most of the examples we present along the paper we assume
that the application developer will likely use a framework such as the JPA to
abstract the database access layer.

In our approach developers are required to add annotations to certain con-
structs, such as @PII annotation in the JPA entity class (Figure 4). This anno-
tation indicates that the class comprises one or more fields having private data
(that usually are represented in database as columns) or that all fields are to be
considered as PII (thus whole database table row needs to be either filtered or
kept during the privacy enforcement, as JPA entity is by default mapped to a
database row).

In the business code that is handling the private data we propose to use
two other annotations to indicate class and method that processes PII sets.
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An example of annotated code is shown in Figure 5. In this figure the method
annotation holds the information that the shopping history list items will be
processed for marketing purpose.

In summary our library provides three different annotations:

@PII: It is a flag to indicate personally identifiable information inside a JPA
entity class definition. Such information is usually stored in a database as a
table or a column. In Figure 4 this annotation involves the scope of the class
declaration, see lines 2 and 3.

@PiiAccessClass: This annotation should be put in the class to indicate where
it contains access methods to personal data (see line 5 in Figure 5). We
assume that PII access method performs queries to the database that are
requesting private user data.

@Info: This annotation is applied to PII access method, to describe the purpose
or set of purposes of the query performed in that method (see lines 9 and 10
in Figure 5).

We expect the application developers to use this annotations to mark each usage
of personal data as well as to indicate correct purposes. Ultimately they seek
compliance to regulations, therefore we trust them to correctly indicate via the
annotations the intended usage of the data. One can envisage that automated
code scanners and manual reviews can take place during an audit procedure in
order to check whether the annotations are rightfully used.

3.2 Implementation

In this section we detail the components of our prototype architecture. Techni-
cally our code components are packaged as several OSGi (Open Services Gateway
initiative framework5) bundles. A bundle is a component which interacts with
the applications running in the cloud platform. Some of them are to be directly
deployed inside the PaaS cloud landscape and managed by the cloud provider
while the other are part of the library to be used by the cloud application de-
velopers. Cloud providers can easily install or uninstall bundles using the OSGi
framework without causing side effects to applications themselves (e.g. no ap-
plication restart is required if some of the bundles are stopped). In the context
of our scenario, we have three main bundles managed by the cloud provider
(JDBC Wrapper, Annotation Detector and SQL Filter) and one additional bun-
dle (Policy Handler) that is providing a translation from an application privacy
policy file written in the PPL language into an internal representation stored
in the Constraints Database. The diagram in Figure 6 presents the architecture
of the system, which we are going to describe in more details in the following
subsections.

5 http://www.osgi.org

http://www.osgi.org
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Fig. 6. Enforcement components

JDBC Wrapper. The Wrapper intercepts all queries issued by the cloud ap-
plication directly or by the third parties which want to consume the collected
data containing shopping history of the fidelity program participants. This com-
ponent is provided on the platform as an alternative to the default JDBC driver
in order to enforce consumers’ privacy preferences. Actually the wrapper makes
use of the default driver to eventually send the modified SQL calls to database.

JDBC Wrapper bundle implements the usual interfaces for the JDBC driver
and overrides specific methods important to the Java Persistence API, necessary
to track the itinerary of SQL queries. As a matter of fact, it is wrapping all
JDBC methods that are querying the database, intercepting SQL statements
and enriching them with proper conditions that adhere to privacy policy (e.g.
by stating in the WHERE clause conditions that refer to the consumer consent
table). In order to identify the purpose of each query, its recipient and the
tables referred, we retrieve the call stack within the current thread thanks to the
annotations described in the previous section. We look for the PII access class,
then we look for the method that sends the request to get the further parameters
that help properly enforce privacy control.

Annotation Detector. First task of this component is to scan Java classes at
the deployment time and look for the JPA entities that are containing privacy-
related annotation in its definition (@PII). List of such classes is then stored
inside the server session context. Information about entities considered as PII
is used to determine which database calls need to be modified in order to help
preserve consumer privacy preferences.
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In the second run the annotation detector scans the application bytecode in
order to gather information concerning the operation that the application intends
to perform on the data, annotated with @PiiAccessClassand @Info annotation.
It is important to recall that the annotations are not a “programmatic” approach
to indicate purpose, as they are independent from the code, which can evolve on
its own. The assumption is that developers want to reach compliance, thus the
purpose is correctly indicated, in contrast to [4], where it is assumed that end-
users themselves indicate the purposes of the queries they perform. The cloud
platform provider can instrument the annotation detector with a configuration
file where the required annotations are declared. The detector can recognize
custom annotations and stores information about related entity class in the
runtime for future use.

SQL Filter. This component allows us to rewrite original queries issued to the
database by replacing the requested data set with a projection of that data set
that takes into account consumers’ privacy choices. SQL Filter modifies only
the FROM part of a query, implementing an adapted version of the algorithm
for disclosure control described in [12], also similar to the approaches described
in [1], [13], and [16].

The query transformation process makes the use of the pre-processed decisions
generated by the Policy Handler that concerns each possible combination of the
triple purpose, recipient and PII table.

The transformation of the SQL query happens at the runtime. Consumer’s
privacy preferences are enforced thanks to the additional join conditions in the
query, relating data subject consent, product category and filtering rules. The
output is a transformed SQL query that takes into account all stated privacy
constraints and is still compatible with the originally issued SQL query (it means
that the result set contains exactly the same type of data, e.g. number of columns
and their types). From a business use-case perspective, it was always possible to
visualize relevant data, e.g. shopping history information, etc, without disclos-
ing personal data when user didn’t give his consent. The process is illustrated
in Figure 7. It depicts the process of query modification when application is ac-
cessing data from the SHOPPING HISTORY table (top-left corner of this
figure). Original query (bottom-left) is transformed so that it takes into account
the information derived from privacy policy that was put by the Policy Handler
in the CONSUMER CONSENT table (top-center). This table stores the as-
sociation between the consumers and the different product categories with which
these consumers opt to reveal their shopping history. Modified query (bottom-
right) yields the data set of the same structure as original query but without
disclosing the information that consumers declined to share, as it can be seen in
the RESULT table (top-right).

The negotiated privacy policies are stored under the formof constraints together
with the data in the database component provided by the cloud infrastructure.
Whenever a query is launched by the application, we use the information collected
by the annotation detector in order to modify queries on the fly, thus using the
constraints to filter out the data that is not allowed to appear in the query results.
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Fig. 7. SQL transformation example

This approach is interesting because the behavior of the application itself
is not modified. The impact on the performance of the system is minor, as
the policy enforcement is actually pushed into a database query and also the
complexity of this query transformation algorithm is low, as shown in previous
works [12]. The work in [1] brings some performance evaluation for the same kind
of transformations. We advocate that the ability to implement privacy controls
is more important than these performance questions when dealing with private
data in cloud computing.

4 Related Works

There are many similarities between our approach and the work described in [13].
It proposes a holistic approach for systematic privacy enforcement for enterprises.
First, we also build on the state of the art access control languages for privacy,
but here with an up-to-date approach, adapted for the cloud. Second, we leverage
on the latest frameworks for web application and service development to provide
automated privacy enforcement relying on their underlying identity management
solutions. We also have similarities on the way privacy is enforced, controlling
access at the database level, which is also done in [1].

Although the query transformation algorithm is not the main focus of our
work, the previous art on the topic [6,16,4] present advanced approaches for
privacy preserving database query over which we can build the next versions of
our algorithm. Here we implemented an efficient approach for practical access
control purposes, but we envisage to enrich the approach with anonymization in
the future.

On the other hand, we work in the context of the cloud, where a provider
hosts applications developed by other parties, which can in their turn communi-
cate with services hosted in other domains. This imposes constraints outside of
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the control of a single service provider. We went further in the automation, by
providing a reliable framework to the application developer in order to transfer
the complexity of dealing with privacy preferences to the platform provider. Our
annotation mechanism provides ease of adoption without creating dependencies
with respect to the deployment platform. More precisely, no lock in is introduced
by our solution. However, changes in the database schema that involves PII data
require an application to be redeployed in the plataform in order to process the
eventually new annotations.

The work in [11] presents an approach based on privacy proxies to handle
privacy relevant interactions between data subjects and data collectors. Proxies
are implemented as SOAP based services, centralizing all PII. The solution is
interesting, but it is not clear how to adapt the proxy to specific data models
corresponding to particular applications in a straightforward way.

Our work is aligned with the principles defended in [15], in particular we
facilitate many of the tasks the service designers must take into consideration
when creating new cloud-based applications. In [14], a user-centric approach is
taken to manage private data in the cloud. Control is split between client and
server, which requires cooperation by the server, otherwise obfuscated data must
be used by default. This is a different point of view from our work, where we
embed the complexity of the privacy enforcement in the platform itself.

Automated security policy management for cloud platforms is discussed in
[10]. Using a model driven approach, cloud applications would subscribe to a
policy configuration service able to enforce policies at run-time, enabling com-
pliance. The approach is sound but lacks of fine-grained management for privacy
policies, as it is not clear how to deal with personal data collection and usage
control.

In [9], cryptographic co-processors are employed to ensure confidentiality of
private data protection. The solution is able to enforce rather low level policies
using cryptography as an essential mechanism, without explicit support to design
new privacy compliant applications. Several works exist on privacy protection in
Web 2.0 and peer-to-peer environments, such as in [18], where an access control
mechanism is adopted for social networks. Some of these ideas can be reused in
the context of cloud applications, but our approach differentiates from this line
of work in the sense we empower the cloud applications developers with ready
to use mechanisms provided directly by the cloud platform.

In [5], aspect-oriented programming is used as well to enforce privacy mecha-
nisms when performing access control in applications. The work adopts a similar
approach to ours, but privacy mechanisms are created in a per-application basis.
In our approach, by targeting the platform as a service directly, we are able to
facilitate enforcement in multiple applications.

5 Conclusion and Future Works

We presented a solution to simplify the process of enabling personal data pro-
tection in Java web applications deployed on Platform as a Service solution.
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We augment cloud applications with meta-data annotations and private data-
handling policies which are enforced by the platform almost transparently from
the developer perspective (the major overhead is only in placing the right anno-
tations in the code).

The cloud consumer applications indicate how and where personally identi-
fiable information is being handled. We adapt the platform components with
privacy enforcement mechanisms able to correctly handle the data consumption,
in accordance with an agreed privacy policy between the data subject and the
cloud consumer.

The advantages of our approach can be summarized as follows: the imple-
mentation details of the privacy controls are hidden to the cloud application
developer; compatibility with legacy applications, since the annotations do not
interfere with the existing code; cloud applications can gracefully move to other
platform providers that implement privacy-aware platforms in different ways.
Sensible changes in the database schema, specifically those modifying PII, re-
quire the application to be redeployed in the cloud, possibly with new annota-
tions.

Some future directions include the orchestration of other components such as
event monitors, service buses, trusted platform modules, etc, in order to provide
real-time information to users about the operations performed on their personal
data. We plan to generalize our approach to enforce other kinds of policies, such
as service level agreements, separation of duty, etc.

An important improvement of this work is the integration of advanced k-
anonymization [17] process at the database access level. Such solution would be
more adapted to business applications than access control, since the end-users
could obtain more meaningful information, without fully disclosing the identities
of the data subjects.
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Abstract. Checking for information leaks in real-world applications is a
difficult task. IFlow is a model-driven approach which allows to develop
information flow-secure applications using intuitive modeling guidelines.
It supports the automatic generation of partial Java code while also pro-
viding the developer with the ability to formally verify complex informa-
tion flow properties. To simplify the formal verification, we integrate an
automatic Java application information flow analyzer, allowing to check
simple noninterference properties. In this paper, we evaluate both Jif and
Joana as such analyzers to determine the best suiting information flow
control tool in the context of, but not limited to the IFlow approach.

Keywords: information flow, IFC, Jif, Joana, IFlow, model-driven.

1 Introduction

Information leaks in real world applications are a serious threat to the privacy
of their users. Today, many of such applications that handle confidential data
are distributed between several agents like smartphone apps and web services,
which makes information flow (IF) analysis even harder. However, with the rising
popularity of such applications this task also becomes increasingly important.

Current security systems are based on access control, sandboxing and/or a
coarse permission system, which is included in all major mobile platforms like
iOS, Android and Windows Phone. Such mechanisms, however, are not enough
to protect the user’s private information stored on his device or in the cloud.
Reports on applications leaking confidential data like address books, phone IDs
and location data accidentally or on purpose to third parties such as numerous
advertisement networks appear frequently in the media and academic papers
(e.g. [3]). The main reasons for this is the open nature of the Android application
marketplace, with anyone being able to submit his own application without prior
security screening, as well as the rather coarse-grained, inflexible permission
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system [4]. A set of permissions defining whether the application is allowed to
access the internet, device sensors etc. is determined by the developer and has
to be approved by the user prior to the installation of the application. However,
application permissions do not restrict which data can be sent over the internet,
or how the application deals with the sensor readouts. An application requiring
both internet access and access to the GPS sensor may use the location data
to submit anonymized location statistics to the developer, or leak the location
of the user to any third party. Besides, applications with seemingly harmless
permissions can collaborate with each other in order to create covert information
flows in order to exfiltrate confidential user information [8,12].

The current landscape of distributed data- and user-centric applications calls
for better, more precise information flow-aware security systems. However, going
beyond the theoretical foundations and implementing a working, useful approach
to analyzing real applications proves to be a challenging task.

We develop an approach called IFlow, with the overall goal of a model-driven
software engineering methodology to create systems with provably secure in-
formation flow properties beyond simple noninterference, focusing on mobile
applications. This includes a methodology to model systems with UML, auto-
matic transformation of this model into code and into a formal specification,
and formal proofs for security properties. The approach also allows to check
simple noninterference properties for the generated code automatically using an
IFC tool. The results of this check will be used in a formal verification of the
application.

MoDelSec1 is a model-driven approach resemblant of IFlow that formally
considers secure information flow in software development. However, it does not
focus on the ultimate goal of a deployable application. To our knowledge, IFlow
is the only model-driven approach that supports the developer with creating a
real, deployable application and formally considering its information flow.

We are aware of two existing code analyzing tools w.r.t. IF. The first is Jif2,
a security-typed extension to Java which promises support for information flow
control in real-world Java applications annotated with Jif security types. The sec-
ond is Joana3, an automatic information flow analysis tool for Java applications
which does not require code annotations. Both tools offer the developer different
functionality to achieve the same goal, namely a secure Java application w.r.t. in-
formation flow, and they both meet our requirements (see subsection 2.3). We
evaluated those tools to be used in our model-driven approach. The results of
this paper are not limited to the IFlow project; rather, any project or approach
with a similar set of requirements as IFlow can benefit from this evaluation.

1 Modular Modeling of Delegation Security in Software Development (MoDelSec),
http://www-jj.cs.tu-dortmund.de/secse/pages/research/projects/MoDelSec/
index_en.shtml

2 Java + information flow (Jif), http://www.cs.cornell.edu/jif/
3 Joana: IFC in Program Dependence Graphs, http://pp.info.uni-karlsruhe.de/
project.php?id=30

http://www-jj.cs.tu-dortmund.de/secse/pages/research/projects/MoDelSec/index_en.shtml
http://www-jj.cs.tu-dortmund.de/secse/pages/research/projects/MoDelSec/index_en.shtml
http://www.cs.cornell.edu/jif/
http://pp.info.uni-karlsruhe.de/project.php?id=30
http://pp.info.uni-karlsruhe.de/project.php?id=30
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Section 2 gives an overview over the IFlow approach, its goals as well as its
requirements to an IFC tool. Section 3 evaluates Jif as a possible candidate
for such an IFC tool, while section 4 examines Joana as a viable alternative.
Section 5 concludes this paper by giving a brief overview over related work and
summarizing the results of the evaluation.

2 The IFlow Approach

2.1 Overview

Abstract Model
(UML + IF Properties)

Formal Model
(ASM + Proof Goals, formal verification)

Code Skeleton
(Java, automatic IF check)

Final Code
(Java)

generate

program by hand

transform

(1)

(2)

(3) (4)

refine

Fig. 1. IFlow model-driven approach

Fig. 1 illustrates the model-driven approach to develop IF-secure applications.
The developer starts by modeling the system (1) using a subset of UML extended
by a UML profile. The system’s structure is modeled as well as its behavior. The
latter is done with a focus on the communication between different participants
of the system while local functionality is modeled as a black box. The modeling
guidelines enable expressing security properties that have to be satisfied by this
system of multiple stakeholders. These properties talk about confidentiality of
data, i.e., where information may or may not flow under certain conditions. From
the UML model, partial Java code is generated (3). To obtain the fully functional
Java code (4), parts of the local functionality are then programmed manually.
Of course, this must not introduce new information flows which is guaranteed by
an information flow aware type check. It is the goal of this paper to determine
a suitable information flow checker given the choice between Jif and Joana.

As we want to give security guarantees beyond plain noninterference, there is
another branch in the model-driven approach where the UML model is trans-
formed into a formal model (2) suitable for the theorem prover KIV [1]. Then it
is possible to prove more specific information flow properties, e.g. that informa-
tion can only flow after another action has occurred, or exactly what information
flows through a declassification4 channel. This is necessary since declassification
essentially weakens an IF policy and is thus to be considered as particularly
critical when verifying application specific information flow properties.

More information about the IFlow approach can be found in [9,5].
4 Declassification: lowering the effective security level of a variable or a program state-

ment; controlled release of information
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2.2 Travel Planner: A Case Study

One of the IFlow case studies is Travel Planner, which is a travel booking system
consisting of a travel agency service (TA) providing flight offers to the user of a
mobile travel planner (TP) application, developed by the TA. The user is able to
select a favored flight offer from a list of offers received from the TA and pay for
the flight ticket directly at the airline service using the credit card data stored
inside a credit card center application on his mobile device. The TA then receives
a commission from the airline. Secure information flow within this system has
to be ensured, e.g. to provide the user with the guarantee that his credit card
data is only ever received by the intended airline, and only after his explicit
confirmation.

The static part of an IFlow application consisting of agents and auxiliary
classes is modeled with class diagrams (as shown in Figure 2), while the dynamic
application components such as agent behavior and interaction is depicted using
sequence diagrams. Classes, class attributes and sequence diagram messages can
be annotated with security domains to express a noninterference property. Such
annotations consist of a set of agents which are allowed to observe the value of
the annotated class attribute (or, in case of an annotated class, the value of all its
attributes); for annotated sequence messages, they restrict the security level of
information allowed to be sent. Those annotations thus define the confidentiality
of annotated data: the less confidential it is, the more agents are able to read it.
The noninterference property then states that confidential information is only
allowed to flow to equally or more confidential class attributes, or via equally or
more confidential agent messages (e.g., any flight offer from the flightOffers
list annotated with {User,TravelAgency,Airline} of the Airline class can
theoretically be stored in creditCardData annotated with {User}).

Fig. 2. Component diagram of the Travel Planner application
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Fig. 3. Modeling the booking of a flight with IFlow

One of several sequence diagrams of the Travel Planner UML model is shown
in Figure 3; it depicts an excerpt where TravelPlanner sends the message
BookFlightOffer to the selected Airline. In a prior sequence, TravelPlanner
has declassified the creditCardData attribute of the CreditCardCenter appli-
cation (see Figure 2) and stored it in a local ccd_decl variable. Furthermore,
the user has already selected a flight offer, which is stored in a local flightOffer
variable of TravelPlanner.

The arguments of a message reference either attributes or local variables on the
sender side. The assignment id := flightOffer.id is MEL syntax5. It means
that the value flightOffer.id is stored in a local variable id on the receiving
side. processBooking is a manually implemented method that is called with
the values of id and ccd_decl as input. The {User,Airline}-annotation is
employed to ensure that the credit card data (annotated with {User} in the
class diagram) can only be sent to the airline after explicit declassification.

Further information about the Travel Planner case study including the full
UML model can be found at the project website6.

2.3 Requirements for an IFC Tool

From the presented overview of the IFlow approach, several requirements for a
suitable information flow control tool can be derived. Those we identified to be
most critical are as follows:

(a) To be able to develop real-world applications, the analyzed Java code must be
made deployable to actual end user hardware such as webservers and smart-
phones. To achieve this, the employed IFC tool should be able to either ana-
lyze final Java application code or allow the developer to derive final, de-
ployable code without introducing new information leaks. Optimally,
it should be able to analyze Android and Java EE applications natively.

5 MEL (Model Extension Language): simple language designed to denote message
passing, method calls, variable initialization, assignments, object creation etc.

6 http://www.informatik.uni-augsburg.de/lehrstuehle/swt/se/projects/iflow/

http://www.informatik.uni-augsburg.de/lehrstuehle/swt/se/projects/iflow/


Evaluation of Jif and Joana as Information Flow Analyzers 179

(b) Since in a model-driven approach the implementation of some application
functionality is usually done manually by the developers, they should be able
to do so effortlessly. The IFC tool must be able to check final, manually
extended code again.

(c) The chosen IFC tool should also be able to analyze a distributed appli-
cation consisting of several agents communicating e.g. over the internet;
alternatively, it should be possible to analyze a local, non-distributed
application that can later be easily distributed.

(d) Most importantly, the IFC tool must be able to check the desired nonin-
terference properties. The IFlow approach focuses on the confidentiality
aspects of information flow, and allows the developer to explicitly declassify
individual pieces of information. This is a necessary prerequisite for IFC in
real-world applications, as even a simple password check must reveal infor-
mation about the confidential password by succeeding or failing. Integrity
of information is not considered at the moment, as the presented case study
has no integrity properties.

3 Jif: Java + Information Flow

3.1 Overview

Jif[10] is a security-typed extension of Java, providing support for language-
based information flow control. It requires the developer to annotate Java appli-
cations with security labels, defining the security level of each variable and many
program statements. The Jif compiler then performs a static check of the Jif ap-
plication, while the Jif runtime enforces the IF policy established by the security
labels dynamically. Jif is based on the Decentralized Label Model (DLM) the-
ory, which was specifically designed to support applications in an environment
of mutual distrust, with each participant being able to define his own security
policy.

Jif policies are defined with labels of the form {o1 → r1, r2; o2 ← w1, w2}. o1,
o2, r1, r2, w1, w2 denote principals (authority entities), with o1 and o2 being the
owners of the labeled data (the ownership concept is specific to Jif and DLM),
r1 and r2 indicating the readers, w1 and w2 the writers of the labeled data. The
owner of a policy is also included in the set of readers or writers respectively. Jif
labels also form a lattice, with principle readers defining the confidentiality and
writers the integrity of the annotated data type. Information is only allowed to
flow to equally or more restrictively labeled program statements and variables,
e.g. a variable labeled with {o → r} is allowed to be assigned to one labeled with
{o →} but not vice versa.

Jif supports declassification by providing a built-in declassify function. Ap-
plication agents implemented as Java classes can be assigned with the authority
of several principles; they are able to declassify variables or statements using
declassify if the policy owner of those variables matches their authority.



180 K. Katkalov et al.

3.2 Compatibility with the Requirements from 2.3

Jif fulfills the requirements described in subsection 2.3 by enforcing information
flow in a distributed system and allowing declassification.

Additionally, Jif offers the following functionality beyond statically type-
checking the confidentiality of information in an application, which, however,
is not part of the requirements listed in subsection 2.3.

– Jif policies incorporate the aspect of information integrity, which we do not
adopt in our modeling.

– DLM dictates that every piece of information has an owner, as it considers
IF from the point of view of each agent in an environment of mutual agent
distrust separately.

– Jif is able to check IF dynamically during runtime, which, however, is only
needed when the security level of some data is not known beforehand.

We applied Jif to our approach by treating security annotations in UML class and
sequence diagrams as simplified Jif labels. Such simplified annotations contain
a comma-separated set of reader principles. The owner of each label is assumed
to be a default principle for which every agent class has the authority, so that
any application agent is able to declassify any given piece of data (but not
necessary able to read it). The set of writers is assumed to be empty. We manually
implemented the appropriate Jif skeleton code for our case study (cf. Listing 1.1),
and applied the annotations of UML sequence messages to method parameters
and methods in the code by hand. Additionally, we added generic (e.g. least
restrictive or easily inferred) Jif labels to other program elements.

Listing 1.1. Excerpt from Jif-code implementing the diagram shown in Figure 3
1 public OK{Default−>User , A i r l i n e ;∗<−}

bookFl ightOf f e r {Default−>User , A i r l i n e ;∗<−} (
3 BookFl ightOf f e r [ { Default−>User , A i r l i n e ;∗<−}]{Default−>User ,

A i r l i n e ;∗<−} inmsg )
{

5 try{
int id = inmsg . id ;

7 CreditCardData ccd_decl = inmsg . ccd ;
Manual . proce ssBook ing ( id , ccd_decl ) ;

9 return new OK() ;
} catch ( Nul lPo inte rExcept ion e ) { return null ; }

11 }

We treat each UML class depicting an agent as a Jif principle. Commu-
nication between agents is interpreted as method calls and returns; method
arguments and return values correspond to instances of appropriate message
classes (cf. sending BookFlightOffer-message in Fig. 3 is mapped to the method
call bookFlightOffer of an instance of class Airline in List. 1.1). UML self-
messages are translated to calls to manual functions, i.e. functions that can later
be implemented manually by the developer in order to complete certain applica-
tion functionality In both cases such methods and their return values are being
assigned the Jif label corresponding to the message annotation in the abstract
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model. Declassification is modeled with a self-message declassify, annotated
with source and target security levels of the result; this can be directly mapped
to the Jif declassify-statement.

We were able to express the security property of our case study “travel agency
never learns the user’s credit card data” with Jif labels and code and successfully
implemented Jif code skeletons by hand. A simplified excerpt of this code is
shown in List. 1.1, which is part of the code skeleton for the agent application
Airline of our case study. Here, previously declassified credit card details are
being received and processed by the airline.

The Jif code for our case study passed the static Jif type check for the sim-
ple noninterference policy expressing the confidentiality property stated above
and validated our expectations of the applicability of Jif (cf. subsection 2.3,
requirement (d)). The developer of the application is able to implement man-
ual methods using Jif without the declassify statement, so that his code can
also be checked for illegal information flow (cf. subsection 2.3, requirement (b)).
However, IF properties beyond simple noninterference still have to be formally
verified, with (modeled) declassification statements carefully taken in consider-
ation. Valid Java code can then be derived from Jif code by omitting Jif-specific
language constructs.

Since the Jif runtime environment is not yet implemented for Android, it
is not possible to execute Jif code on a smartphone. However, as Jif is just
an extension of Java, it is possible to remove all Jif specific constructs and
annotations and end up with executable Java code with the same functionality.
We successfully tested this by manually stripping Jif labels from the Jif code
of our case study application, which resulted in a valid Java application. We
determined two possible ways to do so automatically. The Jif compiler is able to
produce Java source code, which, however, contains references to the Jif runtime
library. To be able to execute it on Android, one would need a full implementation
of the Jif runtime library for Android, or a dummy implementation which ignores
runtime IF checks (cf. subsection 2.3, requirement (a)). It is also possible to
create an additional model transformation which disregards Jif annotations when
generating code, thus producing Java code.

The Jif implementation of the case study is a monolithic application, which
would have to be distributed in order to be deployed on different agents (cf.
subsection 2.3, requirement (c)). This could be done by employing a Java wrap-
per library, which would implement the low-level agent communication or smart-
phone sensor access. The interface to this library would need to be annotated
with Jif labels, so that the IF check can be executed for the entire application.

3.3 Results

Our experience with Jif matched those reported by other studies [6,11]. While
Jif in theory satisfies all the requirements to some degree, the evaluation also
revealed its several limitations. Firstly, Jif applications require very careful ex-
ception handling (note the necessary explicit NullPointerException-handling
in Listing 1.1, absent from the model in Figure 3). Secondly, several additional
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annotations are needed compared to the abstact model of the application.
This becomes apparent in Listing 1.1 (note the parameterizing of the
BookFlightOffer-class with a Jif label in line 3, also absent from Figure 3).
Additional declassify statements are also sometimes required, e.g. when handling
a NullPointerException by aborting the application flow. This makes manual
programming with Jif a painful experience; an experience an IFlow modeler and
developer would have to live with when implementing manual methods. As we
aim to automatically generate Jif skeleton code from the model, this also in-
creases the complexity and maintenance efforts of model transformation scripts.
More importantly, Jif offers little security label inference capability while enforc-
ing IF very strictly, which also increases modeling efforts as most model elements
like agent communication or object creation have to be explicitly and carefully
annotated. The development of Jif seems to have stagnated, as there hasn’t been
a new release since early 2009.

4 Joana: Information Flow Control in Program
Dependence Graphs

4.1 Overview

We evaluated the Joana tool as a possible alternative to Jif for information flow
control in Java applications.

The ValSoft/Joana project and tool allows the automatic construction of pro-
gram and system dependence graphs (PDGs and SDGs) for byte code of mod-
erately complex Java (about 100kLOC [2]) applications. Program dependence
graphs are used to model information flow within methods, while the interac-
tion between methods is denoted with system dependence graphs. Each program
statement denotes a node in a PDG, while edges between nodes imply data or
control flow between statements. Joana strives to generate precise PDGs which
can then be used to argue about possible information flow from and to any
statement by computing a set of paths between corresponding PDG nodes. If
no such path exists, there is no information flow; generated PDGs may contain
too many edges due to analysis imprecisions but never too few. A connection
between Goguen/Meseguer-style noninterference (similar to that used in the for-
mal branch of the IFlow approach) and PDGs has been successfully established
in [13] by showing that statement c interferes a iff there is a path from node c
to a.

Joana allows PDG nodes to be marked with a security level from a lattice
defined by the programmer. As the PDGs of an application already define its
possible information flow, Joana is also able to infer security levels for other,
unmarked nodes using security level propagation rules along PDG edges. Joana
supports declassification from and to any security level by letting the program-
mer mark any PDG node as a declassification node. Any information with a
specified security level passing through this node will then be declassified to a
different specified level.
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4.2 Compatibility with the Requirements from 2.3

Therefore, Joana is indeed an alternative to Jif, allowing us to only generate
Java instead of both Java and Jif code and performing an automatic IF analysis
on its byte code. Joana does not currently support the integrity aspect of nonin-
terference, neither does it consider the ownership of information; however, both
are not part of our proposed list of requirements (see subsection 2.3). [7,6] argue
that IF analysis using PDGs instead of Jif-like language-based IFC is more pre-
cise and easier since the programmer only needs to mark the sources and sinks of
information (e.g., classes, class attributes or method parameters) with a security
level.

We applied Joana to our approach and tested those claims by using the secu-
rity annotations from the application UML model as Joana security levels and
providing a suitable security lattice, derived from the sets of agents. Using a sim-
ilar model to code mapping as in subsection 3.2 (cf. Listing 1.2 for the resulting
Java code for Figure 3) we implemented our case study in Java and annotated
the PDGs created from the resulting bytecode by Joana with security labels for
classes and class attributes from the UML model using Joana. Message labels,
while necessary for both Jif and the formal model, proved redundant in order to
check the noninterference property “travel agency never learns the user’s credit
card data” for our case study using Joana. They still can and will be used e.g.
for IF properties that refer to specific service or application interfaces instead
of agents as an entity. Declassification of data is done by labeling a dedicated
method which simply returns its input as a declassification node in Joana.

Listing 1.2. Excerpt from Java-code implementing the sequence diagram shown in
Figure 3

public OK bookFl ightOf f e r ( BookFl ightOf f e r inmsg )
2 {

int id = inmsg . id ;
4 CreditCardData ccd_decl = inmsg . ccd ;

6 Manual . proce ssBooking( id , ccd_decl ) ;

8 return new OK() ;
}

We successfully verified the security property, thus strengthening our assump-
tions of the applicability of Joana to check confidentiality properties for an appli-
cation (cf. subsection 2.3, requirement (d)). Notably, we only needed five security
level annotations as compared to about one hundred Jif labels in the original
Jif implementation. The only IFC imprecision that we discovered while evaluat-
ing Joana was its inability to differentiate out of the box between the security
levels of attributes of a class, if an instance of this class is passed to a method
as an argument. This imprecision can be eliminated by tweaking the default
configuration of Joana, however only at the expense of the tool performance.
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To extend the partial Java code with the implementation of application func-
tionality, the developer is free to edit manual method stubs in the static Manual
class (cf. Listing 1.2, line 6). The final code can be checked again by Joana for
newly introduced information leaks (cf. subsection 2.3, requirement (b)).

To distribute the final code and make it deployable on a smartphone or web-
service, we implement a wrapper for platform specific functionality and com-
munication. This wrapper has two interchangeable versions; a prototype version
emulates this functionality and its information flow, and is used to check the
application code with Joana. A deployment version implements this function-
ality using native platform APIs and is used to deploy a distributed version of
the application on agent hardware (cf. subsection 2.3, requirement (c) and (a)).
We noted that in unusual, special cases, the move to a distributed version of an
application could result in additional IF undetected by Joana, e.g., due to the
possibility of repeated queries of a service interface. The detection and handling
of such cases will be the subject of future investigation.

4.3 Results

We found Joana to be a more suitable IFC tool than Jif w.r.t. the requirements
outlined in subsection 2.3. Joana minimizes the modeling efforts by inferring
most of the annotations needed for specifying IF security policies, simplifies
code generation as only Java code needs to be generated and increases the ac-
curacy of IF analysis. As in Joana only sources and sinks of information are
explicitly annotated, the security levels of called methods and their return val-
ues are no longer defined prior to the type check as they were in Jif but inferred
automatically. We therefore have to take precautions when generating stubs for
manual methods by implementing explicit data dependencies between method
input parameters and their return values; otherwise, Joana would detect that
there is no information flow between inputs and outputs of manual methods in
skeleton code, which will take place in implemented, final code. Unlike Jif, the
IFC component of Joana is being actively maintained and worked on.

5 Conclusion and Related Work

Guaranteeing the privacy of user data in a real-world scenario is a challeng-
ing task. We tackle this challenge by developing a model-driven approach for
creating smartphone and web service applications. This approach, called IFlow,
utilizes automated information flow checking as well as interactive verification
to guarantee the privacy of sensitive data. It does not rely on the flawed concept
of application permissions to enforce secure information flow; it also eliminates
the possibility of malicious collaboration between several apps as all agents are
part of the abstract application model and their behavior is considered at the
source code level.

We evaluated Jif and Joana as automatic information flow checkers given
a list of requirements and found Jif to offer additional functionality compared
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to Joana. However, this additional functionality provided by Jif proved to be
irrelevant if a distributed application is considered as an entity and data integrity
is not an issue. In contrast, Joana offers a much more convenient and transparent
mechanism to check an application for information leaks. This transparency and
ease of use benefits the approach, as it simplifies the automatic model to code
transformations. Another advantage is that the application developer is able to
implement the application functionality in native Java instead of Jif.

During the course of this evaluation we determined a way to integrate Joana
with a model-driven approach for developing distributed applications. To achieve
this, we used clear separation between generated and manually implemented code
and utilized a wrapper library allowing us to consider any resulting application
as monolithic. There are ongoing efforts to allow Joana to analyze Android code
natively7; we currently rely on the wrapper to provide and encapsulate platform-
specific (Android and Java EE) functionality such as database or smartphone
sensor access.

The evaluation result of this paper is in accord with other published work
discussing Jif and Joana. [6] compares Joana to Jif favorably by examining an
example application written in Jif and analyzing its Java equivalent with Joana.
[11] evaluates Jif without considering Joana by implementing a electronic retail-
ing case study, commenting on the complexity and expressing doubts about the
practical suitability of Jif. We will continue investigating and integrating Joana
into the IFlow approach, by extending the wrapper library and integrating the
Joana check results into the interactive verification of an IFlow application.
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Abstract. This paper analyzes User Agent (UA) anomalies within mal-
ware HTTP traffic and extracts signatures for malware detection. We
observe, within a large set of malware HTTP traffic provided by a local
AV company, that almost one malware out of eight uses a suspicious
UA header in at least one HTTP request. Such anomalies include typos,
information leakage, outdated versions, and attack vectors such as XSS
and SQL injection. Nowadays UA anomalies are still manually analyzed,
whereas thousands of new malware samples are collected daily. On the
other hand, just blacklisting unusual UA strings is not viable because
malware developers may use random values or encode variable patterns.
This paper automatically classifies UA anomalies and extracts signatures
for malware detection. Our approach is implemented on top of network-
based detection systems. We extracted signatures from an overall set
of 100 thousand malware samples, and we tested these signatures on
real-world malware traffic. Experimental results show that our solution
detects unknown malware by the time of extracting our signatures.

1 Introduction

Malware constitutes by far the most prominent threat against ICT systems
worldwide. According to a recent cyber intelligence report by Symantec; malware
activity has witnessed a spectacular increase of 81% in 2011 [1]. The huge volume
of personal data shared on the internet through social media networks repre-
sent valuable resources that attract cybercriminals. Besides, mobile services and
access to business information everywhere on mobile devices add a plethora of
possibilities to break into an information system. Targeted malware attacks have
also increased recently, including examples like Stuxnet[2] and Flamer[3]. Secur-
ing ICT systems only by shielding their boundaries became totally outdated.
Interests thus shifted towards observing network activity in order to identify
and isolate malware intrusions in their early stages.

Malware developers currently implement several techniques to dissimulate
their malicious activity within the huge volume of network traffic. Malware re-
ports by AV companies only reveal the tip of the iceberg, the bulk of malware
activity remains undetected. Unfortunately, system-level signatures provided by
AV solutions usually fall short with polymorphism and malware obfuscation
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techniques [4]. On the other hand, network signatures are more attractive when
compared to system-level signatures. These are easy to implement and require no
access to the infected nodes. Furthermore, malware needs network connectivity
in order to execute its malicious activities and communicate with its command
servers. It is thus susceptible of being detected by identifying its network foot-
prints. Nowadays the most common type of malware is bots. Compared to other
malware families, bots have the ability to establish a command and control
(C&C) channel that allows an attacker to update and execute commands on the
infected nodes. Bot-infected nodes that are controlled by a single entity (known
as botmaster) constitute a so-called botnet [5, 6].

The network behavior of malware often includes anomalies that can be ac-
counted for during detection and diagnosis [7]. Crowd effects [8], unusual activ-
ity sequences [9] and mixture of both [10] are all signs of a malware activity.
Other approaches analyze malware in isolated environments in order to extract
behavior signatures [11, 12]. Such behaviors are still easily misled by malware
developers with little noticeable effort. They use techniques like delays, padding
and noise injection in order to hide malicious activities within the large set of
legitimate traffic [13].

This paper focuses on bots that use the HTTP protocol to communicate with
their control servers and to perpetrate malicious activities. As in [7], HTTP
is the most prevalent protocol implemented by malware, with up to 60% of
malware showing at least one outgoing HTTP connection. Our database also
shows that up to 82% of collected malware generate some HTTP activity. Web-
based malware control toolkits are also accessible for sale on the internet, which
makes it easier using on-the-shelf components for malware development [11].
We observe that malware HTTP traffic often includes patterns and anomalies
that can be used to define network footprints. Anomalies may include unusual
content lengths (e.g. kelihos malware [14]), inconsistent accepted languages or
non-matching encodings [15]. We analyze in this paper the anomalies in the
user agent field within malware HTTP traffic. Note that our approach does not
compete with the one presented by Perdisci et al. in [11]. Authors in [11] classify
malware HTTP traffic based on URIs and extract network signatures, but they
do not handle HTTP header anomalies.

The HTTP protocol does not designate an exact syntax for the user-agent
header field [16]. It is usually set by the HTTP toolkit implemented within the
malware source code. Certain malware families use static user agent strings,
while others hijack the browser running on the infected node. We analyze in this
paper the static user agent strings that include anomalies such as typos, unknown
or outdated values [17]. This paper proposes an automated technique to extract
user agent anomalies and infer signatures for malware detection. In fact, malware
analysis reports often observe anomalies in the user agents implemented by mal-
ware, including the recently discovered Flamer malware [3]. Unfortunately, there
is not yet a comprehensive approach to classify such anomalies and use these
for malware detection. Current user agent signatures are manually extracted
through manual analysis of malware HTTP headers. The increasing number of
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malware samples being discovered on a daily basis makes such a manual analysis
infeasible. Besides, certain malware encodes information such as malware ID or
public IP within the user agent header. Therefore, the manual analysis of user
agent fields rapidly falls short with the volume of data to be processed, thus
missing valuable detection signatures.

This paper presents a systemic approach that includes the following steps.
Using a large set of malware HTTP traffic provided by a local AV company, we
extract all user agent strings implemented by malware. We handle indifferently
C&C and noise malware traffic as they may include, both, abnormal user agent
strings. Note that we detect infected nodes within a network boundaries, but
we do not identify C&C channels in a first place. Then we filter-out benign user
agent strings by checking our list against a public user agent database1. These
are user agent strings implemented by malware, but that match known benign
agents. Malware that implements the same web toolkit and malware controlled
by the same botmaster are likely to include common user agent patterns. These
common patterns are likely to be described with the same set of signatures. We
thus proceed through a clustering step that groups user-agent strings according
to their syntactical similarities. User agent clustering is an unsupervised learning
process where user agents are grouped together with no a-priori knowledge about
the number of clusters and their structure. We further extract for each cluster
the set of signatures that match all user agents using generalized suffix trees.

The remaining of this paper is structured as follows: Section 2 describes re-
lated work. Section 3 presents our clustering and signature extraction approach.
Section 4 describes our experimentations. Section 5 discusses the limitations and
future work, and section 6 concludes.

2 Related Work

Malware clustering and the extraction of signatures for malware detection has
been extensively studied in the recent years. Techniques to classify malware
activities apply either at the system-level [18, 19], the network-level [10–12] or
mixture of both [20].

System-level malware clustering in [19] aims to regroup malware according to
sequences of system calls that characterize a specific malware class. The use of
network level information is limited to some high level features such as HTTP
methods and downloaded files. Our approach is different than the one presented
in [19]. In fact, we do not aim to classify malware behaviors, but only user
agent anomalies that characterize a common malware family or a common web
toolkit. Furthermore, we classify malware patterns in order to extract network
signatures that directly apply to network traffic, as opposed to system-level
signatures in [19].

Other techniques analyze bot traffic in order to extract useful patterns for
malware detection. In [11], authors classify malware according to similarities in
URLs extracted from malware HTTP requests. Due to the large amount of URLs

1 http://www.user-agents.org/

http://www.user-agents.org/
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in malware traffic, authors propose a two steps clustering process that includes
coarse-grained and fine-grained clustering. Our approach is less vulnerable to
noise injection because we consider only anomalous user agents, as opposed to
[11] that uses all HTTP requests during the clustering process. In fact, authors in
[11] extract all malware HTTP requests, including both command requests and
other benign operations such as connectivity checks. Therefore, the approach in
[11] is vulnerable to noise injection and malware obfuscation techniques. Another
technique presented in [12] extracts statefull signatures by observing malware
traffic during longer observation periods. It applies the change point detection
algorithm on malware traffic in order to detect responses attributable to a com-
mand issued by the botmaster. It further analyzes the traffic snippet that just
precedes the changing point in order to extract signatures of bot commands. As
in [11], this approach is vulnerable to noise injection, where a malware hides
its change points within the noise traffic so they cannot be identified. We also
refer to several previous studies that extract network signatures, as in [21–23].
However, these studies mainly focus on worm fingerprinting, as opposed to our
approach that analyzes malware communications.

Last of all, a recent study by [20] proposes a new approach to identify C&C
channels within malware traffic. It offers a new solution against noise injection
and malware obfuscation techniques. This approach uses a joint network and sys-
tem level analysis of malware behavior. It generates system-level behavior graphs
by executing a malware in a sandbox. It uses a supervised machine learning tech-
nique to identify subparts of these graphs that are associated with command and
control communications. Network connections associated with these subgraphs
are further identified as command and control channels. This approach identifies
command and control servers so they can be blacklisted at system ingress points.
Our approach is thus complementary to [20] because we detect infected nodes
within a system boundaries so they can be neutralized.

3 HTTP User Agent Signatures

This section describes the malware clustering approach and its subsequent sig-
nature generation framework. The former, malware clustering, aims to regroup
strings of user agents that have similar structures so they can be described us-
ing common patterns. The latter, signature generation, extracts HTTP-based
signatures using the already identified malware clusters. Note that the clus-
ters obtained using our approach cannot be compared against malware families
provided by AV editors. In fact, user agents characterize only web toolkits im-
plemented by malware, but not necessarily the way they communicate with their
C&C servers.

We are interested in this study only with anomalous user agent strings.
These are strings which cannot be verified against known user agent footprints.
Anomalous user agents usually include inappropriate specifications for known
web clients, or yet unknown and ambiguous user agents. A malware may also
encode its class or ID in the user agent field. The table in Fig. 1 illustrates
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User agent Malware Semantic

’Aldi Bot FTW! :D’

’MyLove’

Aldi Bot

Aurora
Unknown string

’KUKU v5.05exp =27326558776’

’Agent614139’

W32.Sality

W32.Agent
Bot ID

’gbot/R.2’

’imrabot’

backdoor.W32.gbot

W32/imrabot
Bot family

WinXP Pro Service Pack 2mj 5 mn 1 Trojan Downloader Information leak

Mozilla/4.0 (MSIE 6.0; Windoss NT) Trojan Storm Typo

Fig. 1. Encountered semantics for malware user agents

different user agent semantics from our malware database. Malware detection
by only matching raw user agent strings yields a large set of signatures. These
are also too specific when used against yet unknown variants of existing malware.
Therefore, we first cluster user agent strings based on their structural similari-
ties. Then we extract signatures that match values within the same cluster. By
clustering user agents, we obtain generic enough signatures that match not only
values in our learning set, but also unknown derivatives of those values.

3.1 Clustering of User Agents

We consider structural similarities between user agent (UA) strings during our
clustering process. We aim to regroup, within clusters, values of UA strings
that are similar enough so they can be described with a small set of signatures.
Signatures should be specific enough to match only UA strings within a given
cluster, but also generic enough to match slight variations of those strings. UA
clustering requires first to implement a similarity function that evaluates the
resemblance between two UA strings. It shall also define a process that finds
similar UA strings and builds clusters with no a-priory knowledge about their
numbers.

User Agents Distance: We observe that most anomalous UA strings include
invariant sequences that usually characterize certain malware families. They also
include variant sequences that characterize a given malware instance or identify a
single bot machine. The distance function should thus assign a higher priority to
potentially invariant characters, and a lower priority to other variant sequences.
Priorities should not be obtrusive and do not prevent the clustering of user agents
that are similar in their lower priority characters.

We rewrite twice every user agent (ualow and uahigh), replacing either letters
or numbers with the special character ’#’, as in the examples of Fig. 2. We
consider letters as high priority patterns and numbers as low ones. This heuristic
is motivated by our observations that a malware usually encodes within readable
words its invariant UA parts, and uses numbers to encode its variant parts such
as version, ID or public IP. Although this assumption cannot be generalized
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User agent Weighted variants

Agent614139
Agent######
#####614139

KUKU v5.05exp =27326558776
KUKU v#.##exp =###########
######5#05#####27326558776

User-Agent: -Agent: Host:201.74.236.85
User-Agent: -Agent: Host:###.##.###.##
#########################201#74#236#85

Fig. 2. Rewriting malware user agents

to all malware instances, it does not prevent the clustering of other types of
malware. Those malware samples would have similar distances for their low and
high priority patterns. The weighted mean of their high and low priority parts
would thus slightly modify the values of these measures. We may also dispose off
the weighted distance if we figure out new trends in malware UA patterns. We
compute the Levenshtein distance between every pair of rewritten strings and
combine both measures using a weighted mean.

Lev(ua1, ua2) =
klow.Lev(ua1low , ua2low) + khigh.Lev(ua1high

, ua2high
)

klow + khigh

We tested several values for the ratio klow

khigh
, each time obtaining a new clustering

result. We thus experimentally set this ratio to 1
3 , which provides an optimal

measure of the cluster cohesion index for the data set at our disposal, as further
explained in section 4.2.

Incremental K-means Clustering. We implement the incremental k-means
algorithm to cluster UA strings using our modified Levenshtein distance. Incre-
mental k-means creates a new malware cluster when the distance of a UA string
to all existing clusters exceeds a given threshold th ∈]0, 1[. It provides a better
solution because of the following reasons. First of all, it does not require specify-
ing, a-priory, the number of malware clusters. These are incremented throughout
the clustering process as we find new malware instances that do not fit with any
previous malware in our dataset. Second, incremental k-means does not require
keeping a distance matrix throughout the clustering process. Such matrix would
rapidly explode in size as new malware feeds our signature generation module on
a daily basis. Third, clustering new malware instances should not alter previous
malware clusters, and only new malware instances should be processed. Using
incremental k-means, we compute the distance of a new malware to all existing
clusters. The malware belongs to the closest cluster, i.e. the cluster with the
shortest distance. If no existing cluster satisfies a distance lower than th, a new
cluster is created and assigned with the new malware instance. Note that a low
value of th leads to small and homogeneous clusters while a high value leads to
large and sparce clusters. We experimentally set a threshold of 55% resemblance
between two UA strings within the same cluster, thus corresponding to a value
of th = 0.45.
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Incremental k-means usually applies to entries in Rn. Distance to a cluster is
evaluated as the distance between an entry and the cluster centröıd. The latter
is shifted inline as new values are added to the cluster. The Levenshtein distance
applies to UA strings, ruling out the possibility of building cluster centröıds. We
thus consider the distance to a cluster as the mean distance to all UA strings in
this cluster. This obviously increases complexity as we compute the distances to
all UA strings in the database each time a new malware should be added. This
is a common shortcoming to all string-based clustering methods, compared to
other vector-based classifiers [24].

The output of our clustering approach is a variable set of clusters, depending
on the initial learning set and the threshold th. As shown later in this paper,
a population of 100 thousand malware samples randomly collected yields a set
of 13,558 anomalous UA strings. Using the threshold value of th = 0.45, we
obtained a total number of 2,799 UA clusters.

3.2 Common Tokens Extraction

We build signatures of user agents using the token-subsequence algorithm de-
scribed in [23]. Token-subsequences can be easily translated into network-based
signatures implemented using Snort or Bro. Tokens extraction is the process by
which we identify common substrings that are shared between UA strings within
the same cluster. This process is implemented in [23] by iteratively applying the
best alignment to all UA strings in a given cluster. The best string alignment
finds the Longest Common Substring (LCS) for all UA strings. Finding the LCS
for a set of signatures is not a contribution for this paper; we refer readers to [23]
for more insights on this approach. Nonetheless, our experience with UA strings
shows that such an approach would provide poor signatures if implemented with
no further refinements. We illustrate the problem using the anomalous user agent
samples in Fig. 3.

As shown in Fig. 3, trying to match all UA strings in a given cluster during
LCS extraction sometimes leads to poor tokens. In fact, UA strings within the
same cluster could be distributed into subgroups with strong Intra-group re-
semblance and (relatively) poor inter-group resemblance. We propose to adapt
the LCS algorithm by trying to match not all UA strings within a cluster, but
optimal k out-of-m strings. We extract the LCS from a set of UA strings us-
ing Generalized Suffix Trees (GST) [25]. Extracting longest common substrings

Cluster LCS Optimal

’cpush updater’ ’cpush dre’
’av update’ ’ppvaupdate’

’p’ ’cpush ’ ’update’

’bar-get’ ’bart’ ’iexp-get’ ’t’ ’-get’ ’bar’

’My Sesssion’ ’Session’ ’Sesssion’ ’My Session’ ’sion’ ’Sesssion’ ’Session’

’Roadie’ ’Loading’ ’Loaris’ ’oa’ ’oadi’ ’Loaris’

’doublevaccine’ ’plusvaccine’
’doublevaccine agency’

’vaccine’
’doublevaccine’
’plusvaccine’

’ouctb’ ’oucte’ ’out’ ’ou’ ’ouct’ ’out’

Fig. 3. Common token extraction examples
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from k out-of-m strings requires slight modification to the GST algorithm. The
output of this algorithm is an ordered list of tokens, each one being shared with
at least k out-of-m UA strings that constitute a given cluster.

Algorithm 1: Token-subsequence extraction
Data: L is the list of User Agents
Result: S is the set of token-subsequences

1 begin
2 C ←− kmeans(L); %Compute UA clusters using the k-mean algorithm
3 S ←− ∅; %Start with an empty set of signatures
4 for cl ∈ C do
5 tks = GenSuffixTree(cl); %Build the list of common tokens
6 SortbyLgth(tks); %Sort the list by token length
7 for tk ∈ tks do
8 mUA = getMatchingUA(cl, tk); %Find UAs with the longest token
9 cl.pop(mUA); %Pop mathing UAs from the list of UAs to process

10 rewrite(mUA, tk); %Rewrite matching UAs as a sequence of tokens
11 S.add(bestAlign(mUA)); %Get token-subsequence by pairwise best align
12 if cl == ∅ then
13 break; %Skip if no longer UAs to process

For each cluster, we dynamically set k to the value ki = (1− th)×mi, where
mi is the number of elements in cluster i. In fact, the clustering process presented
in the previous section tolerates a maximal dissimilarity ratio th. It clusters to-
gether strings as long as their normalized distance does not exceed the ratio th.
We thus adapt our LCS algorithm by extracting the LCSs from at least k ele-
ments within a cluster, but not necessarily all elements. k is a proportion of user
agent strings within a cluster that is attributable to the maximal dissimilarity
ratio th. Note that the LCS can still be shared between more than k elements,
depending on the cluster cohesion, as shown later in this paper.

The algorithm we implemented is shown, as pseudo code, in the listing of
algorithm 1. It builds token-subsequences starting with the longest token in the
ordered list of LCSs (lines 5-6). We extract all UA strings that contain this token
(lines 8-9), and we rewrite those strings as sequences of tokens separated with the
special character ’#’ (line 10). In fact, we rewrite UA strings to avoid reaching
local minimums when applying the greedy best alignment algorithm [23], as in
line 11 of algorithm 1.

3.3 HTTP Signature Generation

Incremental k-means clustering regroups user agents with shared pattern se-
quences into the same clusters. The token-subsequence algorithm further extracts
these shared patterns and builds lists of dot-separated token sequences. These
are translated into signatures that apply either at the network or application
layer using web proxies.

Signatures extracted from our learning set cannot be used directly for mal-
ware detection in an operational environment. In fact, the learning set includes
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anomalies due to the inability to filter out all not suspicious user agents. For ex-
ample, some malware used Google Updater or Microsoft BITS as fake user
agent strings. These were not discarded from our learning set following the
whitelist check, and thus we obtained signatures for these benign agents. Fur-
thermore, certain malware designates user agent strings that are too short. They
would de-facto generate poor signatures that suffer from a high false positives
rate. We illustrate the following cluster example that we obtained after applying
the incremental k-means on our learning set: [at 2, at 5, it 2, aq 4]. We
implemented the LCS algorithm, obtaining the longest common subsequences
for k out-of-m UA strings, with k = 0.75 × m, that is k = 3. The output of
the best alignment process includes the following token-subsequences: [#t #,

a# #]. These subsequences should be discarded as they generate a large false
positives rate. We overcome these challenges by pruning our set of signatures,
testing these against a large set of benign user agents. We prune our set of sig-
natures using a public list of most used user agent families2. We thus discard all
signatures that match entries in this list, and keep the remaining signatures as
output to our framework.

4 Experimentation

4.1 Experimental Setup and Data Processing

This section describes our malware data set and the experimental testbed that
we used to test and validate our approach. Our learning set is provided by a
local AV company. It corresponds to the traffic generated by up to 100,000
malware samples executed during ten minutes in a sandbox with open internet
access. We implemented an automated script that executes a port-independent
inspection of malware HTTP traffic, using tshark, in order to extract all HTTP
user agents. We extracted up to 15,632 distinct user agents, including both
benign and anomalous values.

(a) Cluster cohesion index (b) Signature quality score

Fig. 4. Cluster validity measures

2 http://user-agent-string.info/top-ua-family

http://user-agent-string.info/top-ua-family
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We first discard benign user agents by checking these against a database of
known benign user agents. We use the public database accessible on the web-
site http://www.user-agents.org/. It provides an XML implementation that
includes a list of known user agents and their types. We discard all user agents
that match with entries in this database, and keep remaining values as input to
our signature extraction module. We obtained a set of 13,558 anomalous user
agents that we use as a learning set for signature extraction, thus discarding 2,074
benign strings. The remaining 13,558 anomalous user agents were extracted from
13,247 distinct malware traffic traces, resulting in a ratio of one malware out of
eight in our dataset that implements a suspicious user agent string.

We implement the incremental k-means clustering algorithm using our mod-
ified Levenshtein distance. We set the threshold th for the maximal accepted
distance to a cluster to the value 0.45. We made our experiments using a dual
core 2.66 GHz Intel Core-i6 machine with 2GB RAM. We obtained a resulting
set of 2,799 clusters within 1h35min process time under 100% single CPU uti-
lization. Our algorithm reached a maximal memory usage of 65%. We applied
the token extraction algorithm based on Generalized Suffix trees, and we ob-
tained an overall set of 3,700 signatures. Then we pruned our set of signatures
as described in section 3.3. We thus discarded 242 signatures, and we kept the
remaining 3,458 signatures as output to our framework.

4.2 Cluster Validity

Cluster Cohesion Index: We evaluate the cohesion of our clusters as a way to
validate our clustering process. The cluster cohesion index is the ratio between
the mean intra-cluster distance and the minimal inter-cluster distance. We set the
inter-cluster distance to the threshold th = 0.45, which is the worst case inter-
cluster distance. We measured the mean intra-cluster distance for every final
cluster. Fig. 4(a) shows the cluster cohesion index computed for every cluster
of user agents. It shows that 82% of user agent clusters have a cohesion index
which is less than 0.2. In other terms, 82% of clusters satisfies a ratio of 1
to 5 between their mean intra-cluster distance and the minimum inter-cluster
distance. Such high cluster cohesion yields higher quality signatures with longer
common subsequences and little overlapping between signatures from different
clusters. We manually checked those clusters that had a poor cohesion index
(> 0.7). They mostly include too short user agent values that were further
discarded by the signature pruning process.

Signature Quality Measure: We evaluate the quality of a signature by mea-
suring the quality of the alignment that provided this signature. We use for this
purpose the alignment score described in [23]. This score is computed as the sum
of token lengths within a signature, minus a penalty score that is proportionate to
the number of gaps ’#’ in the signature.We represent the alignment score for a sig-
nature ∫ij extracted from cluster ci as Sc(∫ij). Let cij be the subset of user agents
within cluster ci that match the signature ∫ij , and nij the number of elements in
cij . We use the following metric to evaluate the quality of a signature.

http://www.user-agents.org/
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Qij =
nij × Sc(∫ij)∑

ua∈cij
Length(ua)

The Qij score is included in the [0..1] interval, with values closer to 1 for high
quality signatures. The quality score represents the quantity of information
within each user agent string that is represented by a signature. High quality
signatures would include longer tokens, thus reducing the probability to match
non suspicious user agent strings. Meanwhile, signatures with very high quality
scores (too close to 1), would be too specific, and therefore cannot be generalized.

Fig. 4(b) illustrates the quality measures for our set of signatures. Almost 70%
of signatures have a quality score around 0.65, and another 20% of signatures
have a quality score of 0.45. It means that, for 70% of signatures, only 35%
of information in their originating user agent strings are not represented (i.e. a
ratio of 1 to 3). This ratio, combined with the 1 to 5 dissimilarity ratio between
clusters, is a good quality measure for our signatures. In other terms, the level of
abstraction within each signature does not overshadow the level of dissimilarity
between clusters.

4.3 Performance Analysis

This section evaluates the coverage of our signatures. It evaluates their ability
to detect known malware samples, but also yet unknown malware by the time of
generating these signatures. We extract a sample of 5,500 anomalous user agent
strings from our initial learning set that includes 13,558 values. This sample
includes the first 5,500 anomalous user agent strings that were collected during
the first month of our malware collection process. In fact, our initial learning
set includes malware samples collected during three months observation period,
between January and March 2011. We split this set into three parts according to
the month within which a malware was collected. We test our signatures against
each of these parts in order to evaluate both their coverage and durability.

We apply our clustering mechanism to the set of malware collected in Jan-
uary 2011, and then we execute our signature extraction process. We filter out
signatures that generate false positives by testing these against the public list of
most implemented user agent strings. We obtained a resulting set of 1.683 sig-
natures. Table 5 summarizes the detection rates that we obtained when testing
our signatures against each subset of user agents. Our experiments show that
the detection rate decreases as new malware samples are collected. However, our
signatures still satisfy a 50% detection rate even after a three months period

Jan11 Feb11 Mar11

nb of samples 5,500 3,978 4,080

nb of matches 4,703 2,373 2,015

detection rate 86% 59% 49%

Fig. 5. Malware detection rates
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since these signatures have been extracted. These measures prove that our sig-
natures are generic enough to match new variants of malware in our dataset. On
the other hand, we couldn’t reach a 100% detection rate for malware collected
in January as some of these malware used too short user agent strings. Signa-
tures created using those strings were discarded during our pruning mechanism
as they were found to match benign user agents.

5 Limitations and Future Work

The approach presented in this paper observes malware traffic and extracts de-
tection signatures. The coverage of this approach depends on the initial malware
set, and more importantly on malware samples that generate suspicious activ-
ity during observation. This is a common shortcoming for all learning-based
malware clustering techniques [11, 19]. A malware that does not generate any
suspicious activity during observation time would not contribute to signature
generation. We may refer to some existing studies, such in [26], in order to iden-
tify trigger-based events in malware and learn their behavior. However, these
approaches usually apply at the system level, and they are out of scope in this
study.

Our approach handles only user agent anomalies, whereas a significant pro-
portion of malware shows no unusual signs or just leaves empty its user agent
header. Therefore, this solution cannot be used in standalone as it only detects
malware samples that implement abnormal user agent strings. One possibility to
extend our approach is to consider behavioral user agent anomalies in addition
to syntactical anomalies. While certain malware samples hijack the user agent on
the infected node, others use empty or static but unexpected user agent strings.
As an extension to this approach, we aim to observe sequences of user agent
strings in malware traffic, and to build behavioral models that will be matched
against HTTP traffic generated by a network node.

Our approach detects a malware by analyzing the content of its HTTP head-
ers. It cannot detect a malware that uses secure HTTP connections where ac-
cess to packet content is indeed impossible. One possibility to handle this prob-
lem is by implementing our signatures on top of a web proxy that intercepts
HTTPS communications (e.g. [27]). It acts as a trusted man-in-the-middle, in-
tercepting HTTPS connections and forwarding only trusted connections to their
destinations.

Last of all, like any other malware traffic analysis approach, our technique may
be vulnerable to evasion and noise injection attacks. In fact, it generates signa-
tures for intentional or accidental (typos) anomalies left by malware developers.
Malware that injects random user agent strings would exhaust resources during
our clustering process. Furthermore, such malware does not specify the same
user agent value for every malware instance, and so it would not be detected
using our approach. These types of malware can be detected using a behavior
based analysis of user agents, and that we aim to address as a future extension
to this approach.
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6 Conclusion

This paper presented a new technique to classify malware user agent anomalies.
We observe that user agent anomalies are frequent in malware HTTP traffic. This
is mainly because malware developers often use on-the-shelf web toolkits, and
they would thus reproduce the same anomalies. Nonetheless, there is not yet a
solution that classifies such anomalies and extracts useful signatures. We admit
that our approach does not provide a comprehensive solution against HTTP-
based malware as they do not always use malformed user agents. However, our
experimental results show that this approach considerably increases the malware
detection rate in a network. The battle against malware is still on a long run,
but our solution adds a new level of defense. It constrains malware developers
to hijack user agents on infected nodes, or to constantly update their user agent
headers according to new user agent releases and to avoid obsolete ones. In
consequence, using on-the-shelf web toolkits for malware development is not
straightforward anymore. Our approach also requires no additional equipments.
Our signatures can be directly configured within detection systems either at the
network or the application layer using web proxies.
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Abstract. Researchers have been studying security challenges of database out-
sourcing for almost a decade. Privacy of outsourced data is one of the main 
challenges when the “Database As a Service” model is adopted in the service 
oriented trend of the cloud computing paradigm. This is due to the insecurity of 
the network environment or even the untrustworthiness of the service providers. 
This paper proposes a method to preserve privacy of outsourced data based on 
Shamir’s secret sharing scheme. We split attribute values into several parts and 
distribute them among untrusted servers. The problem of using secret sharing in 
data outsourcing scenario is how to search efficiently within the randomly gen-
erated pool of shares. In this paper, at first, we customize Shamir’s scheme to 
have A Searchable Secret Sharing Scheme (AS4) that enables the efficient ex-
ecution of different kinds of queries over distributed shares. Then, we extend 
our method for sharing values to A Secure Searchable Secret Sharing Scheme 
(AS5) to tolerate statistical attacks based on adversary’s knowledge about out-
sourced data distribution. In AS5 data shares are generated uniformly across a 
domain to prevent information leakage about the outsourced data.  

Keywords: Secure database outsourcing, data confidentiality, secret sharing, 
query processing. 

1 Introduction 

Nowadays cloud computing environments provide infrastructure as a service, soft-
ware as a service, and even database as a service to reduce information technology 
related burden of organizations businesses. Rapid improvements in the area of net-
work and software technology increase the motivation of companies to outsource their 
supplementary services, the supporting services of their core business, to third party 
service providers. Nevertheless, outsourcing data and its management raises security 
challenges regarding confidentiality of outsourced data due to the insecurity of net-
work environment, or even to the untrustworthiness of service providers. Security 
challenges of database outsourcing are an obstacle to the success of “Database As a 
Service” model in operation compared to infrastructure or software as a service.  
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A naïve solution for confidentiality of outsourced data is to encrypt data before its 
outsourcing [1-5]. In encryption based solutions the service provider does not have 
the decryption key. It must be able to execute submitted queries without decryption. 
The vast majority of research on secure data outsourcing has focused on query execu-
tion over encrypted outsourced data. Generally, encryption based solutions suffer 
from key management overheads and either inefficiency or vulnerability to statistical 
inferences over encrypted values [6, 7].  

Departing from encryption, fragmentation is another approach for outsourced 
data confidentiality. It tries to hide sensitive associations of values defined by a set 
of confidentiality constraints over attributes/tuples of a relation. The data owner parti-
tions a relation, vertically [8, 9] or horizontally [10, 11], into several parts and 
outsources them to different servers. In this approach, query execution is generally 
more efficient compared to encryption based solutions. However, encryption is some-
times unavoidable because fragmentation cannot preserve confidentiality of a single 
sensitive attribute [12, 13]. The vulnerability to statistical database attacks in the case 
of collusion between servers, in which different partitions are hosted, as well as serv-
ers inferences on data updates are two major disadvantages of fragmentation-based 
solutions.  

Agrawal et al. [14] use secret sharing to preserve outsourced data confidentiality. 
They utilize hash functions to reproduce distribution polynomials and data shares. 
While their solution efficiently supports different kinds of queries, it is susceptible to 
statistical inferences in the case that the untrusted servers have a priori knowledge of 
data distribution or frequency. Hadavi et al. [15, 16] use secret sharing as well to 
distribute data among untrusted servers. They use a B+ index tree on order preserving 
encrypted values of attributes to be able to search within data shares.  

Utilizing the secret sharing concept, in this paper we introduce a solution for confi-
dentiality of outsourced data. We fragment a relation into several parts, neither 
vertically nor horizontally, by splitting attribute values into randomized shares, and 
distribute each share to a server. Observing data shares, the servers cannot improve 
their knowledge about outsourced data, even if they collude. The main problem of 
sharing attribute values among servers is how to efficiently search within the pool of 
randomly generated shares. Focusing on this problem, we propose A Searchable Se-
cret Sharing Scheme (AS4) for data outsourcing that supports efficient query 
processing. Then, we extend it to A Secure Searchable Secret Sharing Scheme (AS5) 
to tolerate an intensified threat model in which servers have a priori knowledge about 
data distribution.  

This paper is organized as follows. Section 2 contains background information on 
using secret sharing in data outsourcing scenario, our problem definition, and the 
threat model. Section 3 introduces AS4 as our basic scheme for efficient search on 
distributed shares. Then, in Section 4 we introduce a security extension to AS4, name-
ly AS5, to make the secret sharing scheme secure under statistical analysis based on 
adversary’s prior knowledge about data distribution. Section 5 includes query 
processing scenarios in our proposed approach. In Section 6 we discuss some security 
issues in AS5. Finally, Section 7 concludes the paper and expresses some directions 
of future work.  
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2 Secret Sharing in Outsourcing Scenario 

A Secret sharing scheme is a method of sharing a secret s among a set of participants 
U = {u1, u2, …, un} such that only authorized subsets of U, called access structure, can 
reconstruct s. We use threshold (k, n) secret sharing scheme, proposed by Shamir 
[17], where the access structure is a subset A of 2U such that  B  A, |B| ≥ k. That is, 
every k or more participants can reconstruct s while less than k participants cannot.  

We follow a database outsourcing model in which an owner outsources his confi-
dential data to honest but curious servers. Then, the owner and authorized us-
ers/clients, given required credentials, submit their queries to the servers.  

Using threshold (k, n) secret sharing in data outsourcing scenario, the data owner 
becomes the distributor of shares among n servers, S1, S2,…, Sn, that are the partici-
pants. Each attribute value v is a secret that is split into n shares, sharei(v) (1 ≤ i ≤ n). 
To compute the share values of attribute value v, the data owner produces a poly-
nomial of order k-1, p(x) = ak-1x

k-1 + ak-2x
k-2 +…+ a1x + a0, where a0 = v and other 

coefficients are chosen randomly from GF(P). Having a secret vector X (x1, x2, …, xn), 
xi corresponds to Si, the owner computes sharei(v)= p(xi) and stores it on Si (1 ≤ i ≤ n). 
In fact, for each attribute value, there are n points (xi , p(xi)) through which the poly-
nomial p(x) passes. k distinct points are enough to uniquely reconstruct a polynomial 
of order k – 1. Therefore, when a trusted party, who knows the distribution vector X, 
receives at least k shares of the secret v, the secret can be reconstructed. On the other 
hand, the servers infer nothing about v even if they collude and pool their shares be-
cause they do not have the distribution vector X.  

Let us model a database table with m rows and l columns as a matrix Mmxl. Fig. 1 
shows outsourcing a relation, as an mxl matrix M to n servers, each of them is given 
an mxl matrix Sharei(M), where vxy as a cell of M, is mapped onto sharei(vxy) of matrix 
Sharei(M) (1 ≤ i ≤ n).  

2.1 Problem Definition 

The theoretic security of Shamir’s scheme guarantees outsourced data confidentiality, 
keeping in mind that the distribution vector X is hidden from the untrusted servers. 
This solution provides the highest level of data confidentiality because the data shares 
are produced using random coefficients and do not leak any information about the 
distribution or the frequency of original values. This is caused by generating random 
shares for values which results in different polynomials and consequently different 
shares for two equal values.  

In outsourcing scenario, authorized users are supposed to query outsourced 
data and request the servers for retrieving the appropriate shares. While the owner or 
authorized users do not store the random coefficients, data retrieval becomes a prob-
lem. Obviously it is not efficient to send back all shares in response to a query, and 
execute the query over the reconstructed values at client side. For this purpose, a me-
thod is required to identify the shares, stored on the servers, that satisfy the query 
condition.  
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Fig. 1. Sharing a database relation, as a matrix, among n servers 

To solve the above problem we propose a solution in which searching a subset of 
shares is possible, while the confidentiality of outsourced data is preserved. At first, 
we redefine Shamir’s secret sharing scheme to preserve the order of values in their 
corresponding shares and at the same time to perturbate the distribution of values in 
their shares. The obtained scheme, AS4, is still vulnerable to statistical analysis since 
the order of attribute values is preserved in their shares. We extend AS4 in terms of 
security to AS5, a solution that tolerates statistical analysis on data shares based on 
adversary’s prior knowledge about outsourced data. We also examine query 
processing support for different kinds of queries in our approach and discuss about 
security achievement considering possible attack scenarios on data confidentiality.  

2.2 Threat Model 

We have the following assumptions for our threat model: 

• Service providers are honest but curious. They execute submitted queries honestly 
on outsourced data and send complete and authenticated results. They are curious 
and try to increase their knowledge about confidential data by observing data 
shares and submitted queries 

• Service providers have a priori knowledge about outsourced data. For example, 
they might know the domain of values, the minimum or maximum values, or some 
information about the frequency of values.  

• The servers can communicate and collude with each other to extract knowledge 
about outsourced data.  

• An adversary who has compromised the servers can observe data shares and sub-
mitted queries as well as the service providers.  

Also we assume that clients, as users’ machines that mediate user requests to service 
providers, are trusted. Moreover, users are given appropriate authorities and creden-
tials to submit a query through a client and see the result.  
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3 A Searchable Secret Sharing Scheme (AS4) 

To have a searchable secret sharing scheme with threshold (k, n) we define a scheme, 
called AS4, in which the order of attribute values is preserved in their corresponding 
shares but not the frequency of values. This scheme is required to satisfy two follow-
ing properties:  

1. Order preserving: Let V be the domain of attribute values. The order of values 
must be preserved in their corresponding shares. That is:  
   v, v’  V : if  v < v’     sharei (v) < sharei(v’)  (1≤ i ≤ n) 

2. Distribution perturbation: The original data distribution must be perturbated by 
changing the frequency of attribute values in their corresponding shares. That is, 
two equal values have different shares with a high probability:  

 v, v’  V  (v and v’ are attribute values in different database tuples): 
         if   v = v’  Pr[sharei (v) = sharei(v’)] < ε   (1 ≤  i ≤ n) 

The first property is aimed at making query execution efficient. The second property 
indicates that the sharing is not deterministic. It is aimed at concealing the frequency 
of original values. This property improves the robustness against statistical analysis. 
In the above formula, ε is a small value, dependent on the domain size of shares. 

Redefining the Shamir’s threshold scheme, now we introduce AS4 as “a searchable 
secret sharing scheme” whose shares, while preserving the ordering of original values, 
substantially change the original data distribution.  

Choosing values of k and n for a threshold secret sharing (k, n) has some influences 
on the availability and fault tolerance aspects of the system that are not the focus of 
this work. In our system, choosing large k increases the communication cost while it 
does not offer more security in terms of confidentiality. Therefore, in the remaining 
parts of this paper we assume a threshold (2, 3) secret sharing scheme with the poly-
nomial of the general form p(x) = ax + v where “a” is a random coefficient of a spe-
cified domain. The domain of a searchable attribute in a relation is a set of values V = 
{v1, v2, …, vt} where v1 < v2 < … < vt. 

To obtain AS4 we follow two steps: first, we partition the coefficient domain, and 
second, we assign each attribute value to a partition from which the coefficient a is 
randomly chosen. Let us have a detailed view for these two steps.  

1. Partitioning the domain of the coefficient: The first step is to partition the 
coefficient’s domain D (of real numbers) considering the following definition 
for partitioning.  

Definition- Partitioning a domain D of values is defined as dividing D into t 
parts di (1 ≤ i ≤ t) where  

1. di  D ( 1 ≤ i ≤ t)  is a range of values in D  
2.   = D  
3.  di , dj   D (i ≠ j) :   di  j = ∅.               

A possible way of partitioning a domain D is to divide it into a sequence of an 
arbitrary number of equal partitions. With D as values in the range [ds .. de] being 
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the coefficient’s domain, we divide it into t = |V| equal consecutive partitions in-

cluding [ds .. ds+
| |

), [ds+
| |

  .. ds+2
| |

), [ds+2
| |

 .. ds+3
| |

), …, and [ds +(t-

1)
| |

 .. de]. 

2. Value-Partition Assignment. The next step is to define a function to map a val-
ue v   onto a partition d  D.  

Definition- Mapping function F is a function that maps a value v   onto a par-
tition d  D where  
  v, v’  V, F(v) = d , F(v’) = d’ (d , d’   D) : v ≠  v’   ’ = ∅    
              

For AS4, we define F as a total order function such that maps v  onto 

d = [ds+(v-v1)
| |

 .. ds+(v-v1+1) | |
. For sharing attribute value v among three 

servers, the owner choose a randomly from the above range and construct the 
polynomial p(xi) = axi + v to compute the data share of Si (1 ≤ i ≤ 3).  

Fig. 2 exemplifies sharing Age values (integer values of the range [1..100]) of Em-
ployee relation (Table 1) among three servers with a sample distribution vector  
X = {x1=9, x2=14, x3=2} and integer random coefficients of the range [1..1000]. For 
simplicity, in this example we only show sharing Age values. All searchable attributes 
should be distributed in an order preserving manner to be efficiently searchable in the 
future. 

For query processing, when a user submits her query via a client, the client trans-
lates the query into a query over data shares and sends it to the servers. In our exam-
ple of Employee relation (Table 1) and sharing Age values (Fig. 2), the query 
“SELECT Salary FROM Employee WHERE Age = 45” is translated into “SELECT 
Share1(Salary) FROM Employee WHERE (9*441 + 45) ≤ Share1(Age) ≤ 
(9*450 + 45)” and sent to S1. The client does similar translations for S2 and S3 with 
respect to the distribution vector X and the mapping function F. It is worth mentioning 
that if the mapping function F is defined in such a way, the owner or users/clients do 
not need to store F to find the association of values to partitions for query translation. 
In Section 5 we elaborate more on the query processing scenario for different kinds of 
queries. 

Now we verify the satisfaction of our two desired properties, i.e., order preserving 
and distribution perturbation, in two following lemmas. 

Table 1. The Employee relation 

ID Age Salary
1 45 100 
2 84 200 
3 78 150 
4 46 350 
5 45 200 
6 80 210 
7 45 175 
8 57 200 
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Share3(Age)  Share2(Age)  Share1(Age) 

2a45 + 45 
 441 ≤ a45 ≤ 450 

14a45 + 45 
 441 ≤ a45 ≤ 450 

9a45 + 45 
 441 ≤ a45 ≤ 450 

2a84 + 84 
831 ≤ a84 ≤ 840 

14a84 + 84 
831 ≤ a84 ≤ 840 

9a84 + 84 
831 ≤ a84 ≤ 840 

2a78 + 78 
771 ≤ a78 ≤ 780 

14a78 + 78 
771 ≤ a78 ≤ 780 

9a78 + 78 
771 ≤ a78 ≤ 780 

2a46 + 46 
451 ≤ a46 ≤ 460 

14a46 + 46 
451 ≤ a46 ≤ 460 

9a46 + 46 
451 ≤ a46 ≤ 460 

2a45 + 45 
441 ≤ a45 ≤ 450 

14a45 + 45 
441 ≤ a45 ≤ 450 

9a45 + 45 
441 ≤ a45 ≤ 450 

2a80 + 80 
791 ≤ a80 ≤ 800 

14a80 + 80 
791 ≤ a80 ≤ 800 

9a80 + 80 
791 ≤ a80 ≤ 800 

2a45 + 45 
441 ≤ a45 ≤ 450 

14a45 + 45 
441 ≤ a45 ≤ 450 

9a45 + 45 
441 ≤ a45 ≤ 450 

2a57 + 57 
561 ≤ a57 ≤ 570 

14a57 + 57 
561 ≤ a57 ≤ 570 

9a57 + 57 
561 ≤ a57 ≤ 570 

S3 S2 S1 

Fig. 2. Sharing Age values of Employee relation (Table 1) among three servers 

Lemma 1- AS4 preserves the order of attribute values in their corresponding shares.  

Proof:   v, v’  V: v < v’  

av  [ds+(v-v1)
| |

 .. ds+(v-v1+1) | |
 < av’   [ds+(v’-v1)

| |
 .. ds+(v’-v1+1) | |         avxi + v < av’xi + v’          sharei(v) < sharei(v’)    (1≤ i ≤ 3)       □ 

 
Lemma 2– AS4 perturbates the distribution of attribute values in their corresponding 
shares.  

Proof:  v, v’  V , v = v’ and v , v’ are in different database tuples:  
Pr[sharei (v) = sharei(v’)]  = Pr[avxi + v = av’xi + v’]  (1≤ i ≤ 3)   

Pr[sharei (v) = sharei(v’)] = Pr[av = av’]     

Considering that av and av’ are random numbers, independently chosen from the 
corresponding partition of v (or v’), Pr[av = av’] < ε where ε < 1 and its value is af-

fected by the size of the partition.          □ 

In the next Section, we extend our scheme in terms of security so that data shares 
reveal neither the order nor the frequency of outsourced data.  

4 A Secure Searchable Secret Sharing Scheme (AS5) 

Statistical inferences in our basic scheme (AS4) are possible since the order of 
attribute values is preserved in their shares. That is, observing data shares, the un-
trusted servers may statistically deduce some information about original values. Con-
sider an outsourced relation of employees of an organization and assume that the ad-
versary knows that the minimum and maximum ages of employment are 25 and 75, 
respectively. So, the maximum share value of Age for each server may correspond to 
the maximum possible Age value, which is 75 in our example. These kinds of infor-
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mation help the adversary to make inferences about original values that may result in 
revealing the mapping function or even the secret distribution vector X. Such infe-
rences are originated by the two following characteristics in AS4:  

1. having equal-length partitions of the coefficient’s domain and  
2. the definition of mapping function F in a way that preserves the order of val-

ues in their corresponding shares. 

A generic countermeasure solution is to introduce a weighted partitioning as well as 
an order-obfuscated mapping function to break the two above characteristics of AS4. 
Therefore, the first line of AS4 extension focuses on the partitioning method of the 
coefficient domain. It is intuitively acceptable that when data shares are uniformly 
distributed across their domain they reveal as least information as possible for an 
adversary aimed at making inferences on outsourced data. So, the first goal in AS5 is 
to generate data shares, which have been distributed uniformly across their domain, 
while query processing is still efficient. 

The second line of AS4 extension is related to the mapping function F (by which 
attribute values are mapped onto partitions) and tries to hide the ordering relation of 
values in their corresponding shares. Therefore, the goal is to define a mapping func-
tion so that the ordering relation between values is obfuscated in their corresponding 
shares.  

Given an original data distribution for a searchable attribute, the owner follows 
four following steps to generate uniformly distributed - order obfuscated data shares:  

1. partitioning the domain of shares 
2. obfuscating the ordering relation between values and their corresponding 

shares 
3. partitioning the domain of random coefficient in the distribution polynomial 
4. sharing attribute values 

Let us have a more detailed view to these steps.  
1. Partitioning the domain of shares: The owner calculates the length of each parti-

tion based on the given data distribution. Let us model the data distribution (for a 
searchable attribute value) by pairs (vi, fi) where vi  V is an attribute value and fi 

is vi’s frequency in the relation. It is clear that |V| is the required number of parti-
tions and Ntuple ∑| |  is the number of database tuples. Each v  V is asso-
ciated with d  D where the length of d, denoted by |d|, is calculated by |d| =  | |

 . We have a weighted partitioning based on the values’ frequencies in the 

relation.  
2. Defining an order-obfuscated mapping function: the owner defines the map-

ping function F such that the ordering relation between attribute values is not pre-
served in their corresponding partitions. To this end, a random permutation of dis 
(1 ≤ i ≤ |V|), among |V|! possible permutations, is chosen by the owner. Fig. 3 illu-
strates partitioning a domain of shares based on values’ frequencies and an order 
preserving (a) and an order-obfuscated (b) mapping function. 
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3. Partitioning the domain of random coefficient: Considering that the owner uses 
Sharei(v) = axi+ v to compute Si’s share of v, the next step is to partition the do-
main of coefficient a such that it generates a set of shares which have been distri-
buted uniformly across their domain. It is simply done by putting minimum and 

maximum values of Sharei(v) into a =   to find the range boundaries of 

a partition in the coefficient domain corresponding to v.  
4. Sharing attribute values: For the final step, the data owner uses the calculated 

ranges of the coefficient domain to compute data shares of each value. He chooses 
a randomly from the specified range (previous step) and put it into the equation 
Sharei (v) = axi + v. Then, the computed share Sharei (v) is outsourced to Si.    

 

Fig. 3. An order preserving partition assignment (a), and an obfuscated partition assignment (b) 
of an attribute with a domain of five values. 

Obviously, the mapping function F must be kept hidden from an adversary who 
may know some information about original data distribution. The owner informs au-
thorized users/clients about the mapping function F for further use in query translation.  

Compared to AS4, the extra imposed cost in AS5 is to store F at owner and client 
sides for query translation. To store F, the owner requires the storage cost of the order 
O(|V|). This is reasonable for a database size of order O(|N|) where N is the number of 
database tuples. For example, for the attribute Age with the domain size |V| = 100 and 
4-Byte share values, the owner needs eight bytes to specify a partition. While the size 
of a database with one million 64-Byte tuples is almost 64MB, less than 1KB (800 
Bytes) is enough to store the mapping function at owner and client sides.  

Values and their frequencies:   (v1, 4), (v2, 1), (v3, 5), (v4, 8), (v5, 2) 

            d1                     d2                        d3                  d4                 d5 

              d3                             d4           d2       d5   d1 

Partitioning the domain  
of shares based on 
values’ frequencies 

Values and their frequencies:   (v1, 4), (v2, 1), (v3, 5), (v4, 8), (v5, 2) 

(a) 
 

(b) 

Partitioning the domain  
of shares based on 
values’ frequencies 
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5 Query Processing 

In this section we examine the query execution scenario of typical equality, range, 
projection, join, aggregation, and update queries. The query processing scenarios in 
AS4 and AS5 are almost similar considering that in AS5 case, clients have the map-
ping function F to translate submitted queries into server side queries over shares. The 
only difference is that the execution of range queries in AS5 is less convenient than in 
AS4 because in AS5 the ordering relation is obfuscated in data shares.  

Equality Queries. The condition “att = v”, where att is a searchable attribute and v is 
a value, is translated by a client into “min(Sharei(v)) ≤ att ≤ max(Sharei(v))” and sent 
to Si (1 ≤ i ≤ 3). The minimum and maximum values of the query condition predicate 
are obtained by following equations  

min(Sharei(v)) = (min(a)).xi + v  , 
max(Sharei(v)) = (max(a)).xi + v  

where min(a) and max(a) are computed according to the mapping  function F, which 
is known for authorized users/clients.  

Consider a simple equality query “SELECT * FROM Employee WHERE Age = 
20”. The client translates the query into a range query of the form “SELECT * FROM 
Employee WHERE min(Sharei(20)) ≤ Age ≤ max(Sharei(20))”, and submits 
it to Si (1 ≤ i ≤ 3). Receiving shares of satisfying tuples from two servers, the client 
interpolate original values.  

This method guarantees that all tuples with Age = 20 are returned exclusively as 
query results. Let Resi = {Sharei(v) | min(Sharei(v)) ≤ Sharei(v) ≤ max(Sharei(v))} be a 
set of satisfying shares in Si (1 ≤ i ≤ 3) based on a query condition. The execution of 
equality queries in our scheme generates a sound and complete result set.  

Lemma 3- The returned result of an equality query is sound. 

Proof: The result set is not sound if there is a sharei(v’)  Resi where v’ ≠ v. Accord-
ing to the threat model that assumes honesty of servers, they send back all appropriate 
shares based on the selection predicate of a submitted query, whose condition predi-
cate has been translated.  

According to the definition of partitioning which states that partitions are disjoint 
and with respect to our mapping function in which each value v is mapped to a differ-
ent partition we have:    

v, v’  V, v’≠ v :  
[min(Sharei(v)) .. max(Sharei(v))]  [min(Sharei(v’)) .. max(Sharei(v’))] = ∅   

Sharei(v’)  [min(Sharei(v)) .. max(Sharei(v))]  sharei(v’)  Resi      (1 ≤  i ≤ 3) □ 

The Soundness of query result means that there is not any false hit in returned results 
of the servers, bringing less client side computation (for result pruning) as well as less 
communication cost.  

Lemma 4- The returned result of an equality query is complete. 
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Proof: The result set is complete if  v’ V , v’= v :   Sharei(v’)  Resi  (1 ≤  i ≤ 3).  
Suppose that there is a v’ = v for which Sharei(v’)  Resi. Then we have: 

 v, v’  V, v = v’, Sharei(v)  Resi , Sharei(v’)  Resi   

Sharei(v’)  Resi      Sharei(v’)  [min(Sharei(v)) .. max(Sharei(v))]      
Sharei(v’)  [min(Sharei(v’)) .. max(Sharei(v’))]  

which is a contradiction with respect to our secret sharing scheme.       □ 

Simply it is possible to have conjunctive or disjunctive conditions on searchable 
attributes. In such a case, the servers return a set of shares so that the whole condition, 
as the composition of conditions, is satisfied.   

Range Queries. In AS4, range queries are processed similar to equality queries ex-
cept the change in the range boundaries. That is, for the lower bound of the range the 
minimum possible value and for the upper bound of the range the maximum possible 
value are used. Consider a simple range query “SELECT * FROM Employee WHERE 
50 ≤ Age ≤ 80”. The submitted query to Si (1 ≤ i ≤ 3) is: “SELECT * FROM Em-
ployee WHERE min(Sharei(50)) ≤ Age ≤ max(Sharei(80))”.  

In AS5 the translation of range queries is not as straightforward as in AS4 caused 
by the order-obfuscated mapping function in AS5. In AS5, a range of attribute values 
is usually mapped onto several ranges of shares. Consider the sample range query 
“SELECT Salary FROM Employee WHERE 50 < Age < 55”. The query is trans-
lated into the following query and sent to Si (1 ≤ i ≤ 3): 
“SELECT Salary FROM Employee WHERE  

min(Sharei(51)) ≤ Age ≤ max(Sharei(51)) OR 
min(Sharei(52)) ≤ Age ≤ max(Sharei(52)) OR  
min(Sharei(53)) ≤ Age ≤ max(Sharei(53)) OR  
min(Sharei(54)) ≤ Age ≤ max(Sharei(54))” 

Range queries generate a complete set of results without any false hits as well as 
equality queries.  

Lemma 5- The returned result of a range query is sound and complete. 
Proof: We can consider the result set of a range query as the union of the result sets 
of a sequence of equality queries.  Each equality query, for which we have a sound 
and complete result set, is executed independently over a partition. Consequently, the 
result set of a range query is sound and complete regarding that each value is assigned 

a distinct partition and partitions are disjoint.          □ 

Projection Queries. Projection is supported in AS5 as well as AS4 without extra 
overheads, since the granularity of sharing is attribute value. For a query such as 
“SELECT Salary FROM Employee WHERE 20 ≤ Age ≤ 25”, each Si (1 ≤ i ≤ 3) 
finds satisfying share values of Age and then, returns the corresponding Salary shares 
to the client. The client can interpolate original Salary values after receiving Salary 
shares of two servers. 
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Aggregate Queries. Queries with SUM aggregation function are supported in both 
AS4 and AS5 thanks to the additive homomorphism property of the secret sharing 
scheme. Consider a query with SUM aggregation function such as “SELECT 
SUM(Salary) FROM Employee WHERE 20 ≤ Age ≤ 25”. The client translates it 
and sends the query “SELECT Salary FROM Employee WHERE 

min(Sharei(20)) ≤ Age ≤ max(Sharei(25))” to Si (1 ≤ i ≤ 3). Then, Si locally 
calculates the summation of satisfying Salary values. Thanks to the additive homo-
morphism property of Shamir’s scheme, the client can compute the total summation 
value when it receives two values from the servers.  

Queries containing CONUT function such as “SELECT COUNT(Salary) FROM 
Employee WHERE Age = 20” are executed simply by reforming as “SELECT 
COUNT(Salary) FROM Employee WHERE min(Sharei(20))≤ Age ≤ 
max(Sharei(20))” for Si (1 ≤ i ≤ 3). Since the servers are honest but curious, 
COUNT queries of the above form can be sent to only one Si instead of sending to all, 
incurring less communication overhead. 

Executing MIN/MAX queries in both AS4 and AS5 is not as straightforward as 
COUNT and SUM queries and may need several rounds of client mediation to have 
the final result. Consider a sample MIN/MAX query such as “SELECT Salary FROM 
Employee WHERE Age = MIN(Age)”. This query is translated into “SELECT Sha-
rei(Salary) FROM Employee WHERE min(Sharei(v1)) ≤ Age ≤ 
max(Sharei(v1))” and sent to Si  (1 ≤ i ≤ 3). v1 is the minimum value of the Age 
domain. If the query returns no shares, the client continues with the next possible 
minimum, e.g. v2, to reach the result finally. In our example, the client continues to 
query the servers until it sends “SELECT Sharei(Salary) FROM Employee 
WHERE min(Sharei(45))≤ Age ≤ max(Sharei(45))” to Si  (1 ≤ i ≤ 3) and rece-
ives the result shares.  

Some mechanisms such as client side storage of minimum and maximum values of 
a searchable attribute or using an auxiliary table to maintain the ordering of values 
[16] can also be used to tackle the problem of MIN/MAX queries in our approach.  

For more complex queries with aggregation functions in their selection predicates 
such as “SELECT MIN(Salary) FROM Employee where Age = 50” or “SELECT 
MAX(Salary) FROM Employee WHERE Age = MIN(Age)” the final result is 
computed at client side after receiving the satisfying values from at least two servers.  

Join Queries. Join queries are performed on two tables with an attribute in common. 
Consider two simple relations T1(ID, Dep, Salary) and T2(ID, Name, Age) and the 
sample join query “SELECT Salary FROM T1, T2 WHERE T1.ID = T2.ID”. 
This query is rewritten as a parameterized query “SELECT Salary FROM T1, T2 
WHERE (min(share(vi)) ≤ T1.ID ≤ max(share(vi))) AND 

(min(share(vi)) ≤ T2.ID ≤ max(share(vi)))” for (1 ≤ i ≤ t) where t is the 
maximum value of the attribute domain. To have a complete result, the client submits 
|V| queries to the servers and performs a union operation on the received results.   

Update Queries. While some existing solutions suffer from frequent updates in dy-
namic environment, our approach supports update queries. The execution of update 
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queries including INSERT, DELETE, and UPDATE is straightforward in AS4. A 
typical deletion query such as “DELETE FROM Employee WHERE Age = 80” is 
translated into “DELETE FROM Employee WHERE min(Sharei(80)) ≤ Age ≤ 
max(Sharei(80))” and sent to Si (1 ≤ i ≤ 3). Since equality and range queries return 
a complete result set without false hits, Si removes exclusively a complete set of satis-
fying tuples from the target relation. To insert a new tuple, shares of attribute values 
in the tuple are computed and inserted into Si (1 ≤ i ≤ 3). For an update query, satisfy-
ing tuples based on the condition predicate of the query are selected and sent to the 
owner. The owner constructs a new polynomial and computes the values in SET 
predicate of the update query to substitute new shares with the old ones.  

One can say that database update is a challenge in AS5. Because update queries 
change the distribution of a searchable attribute and consequently, the uniform distri-
bution of shares is disorganized. In such a case it is required to repartition, redefine 
the mapping function, and redistribute data which is considerably costly for outsourc-
ing scenario. To let AS5 be adopted in dynamic environments, a practical suggestion 
is to use standard distributions of attribute values instead of real distributions. Using 
such standard distributions, data updates do not deteriorate the distribution of attribute 
values when sharing the values of a new tuple. In other words, we will have almost 
the same distribution in different snapshots of the system. From a practical point of 
view, it may be acceptable to refer to an expected distribution of Age values stored in 
an organizational database. We plan to quantify the possible performance degradation 
of AS5 due to using standard data distribution instead of real ones.  

6 Security Discussion 

In this section we discuss about the security of our approach, focusing on AS5 as it 
provides more security guarantees. As an obvious assumption, the distribution vector 
X must be kept hidden from the untrusted servers. Therefore, even if the servers col-
lude with each other and pool their shares, they cannot reconstruct the original values. 
Attribute values can be reconstructed by the trusted parties who know the distribution 
vector X. Moreover, the mapping function F in AS5 must be kept secret from the 
untrusted parties to prevent them from inferring the ordering relation between values.  

Arithmetic calculations for sharing and reconstructing secrets in Shamir’s scheme in 
defined over GF(P) where P is a prime number. In AS5, Instead of modular arithmetic 
calculations, we uniformly distribute share values across a domain using random coef-
ficients that belong to partitions of a specified domain. Having a uniform distribution 
of shares minimizes the information leakage for the adversary who observes the out-
sourced data shares. The imposed overhead is to have the share size bigger than the 
secret size. Theoretically, we need the domain D of share values with the size of |D| ≥ 
Ntuple to uniformly distribute Ntuple distinct shares across D. Ntuple is the maximum num-
ber of tuples in the relation (total frequency of values). In practice, having 4-Byte 
shares provides the possibility of more than four billion distinct values for shares 
which is enough for many applications. If the server side storage is an important con-
cern, choosing an appropriate domain size for data shares is a trade-off between securi-
ty and storage cost of the scheme. We plan to investigate more on the size of domain to 
have a minimum storage cost in addition to achieve desired level of security. 
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Although the original data distribution is perturbated in AS4, it is vulnerable to sta-
tistical analysis as it preserves the ordering relation of attribute values in their corres-
ponding shares. We proposed AS5 as a security extension to AS4 where we change 
any given distribution of original values to a uniform distribution of shares across a 
domain. From the information theory viewpoint, uniform distribution has the highest 
entropy and reveals at least information as possible for the untrusted servers. Howev-
er, there is an inference possibility in AS5 for the untrusted servers while executing 
queries. They are able to make inferences about frequency of attribute values using 
the interval width of satisfying shares. In other words, a group of shares for which the 
query condition is satisfied, form a partition in the domain of shares that can be 
mapped onto an attribute value. The untrusted servers can gradually find out the parti-
tions and use their knowledge about outsourced data to find the hidden mapping func-
tion. To prevent this kind of inference, the client must frequently submit fake queries 
without taking care of their results. These queries target invalid intervals of shares 
(with respect to the mapping function) to mislead the servers of making valid infe-
rences about associating requested partitions of shares to original values. Submitting 
fake queries together with the order obfuscated mapping function is a countermeasure 
against share alignment, which is an attack described in [18] as a security limitation of 
using secret sharing for outsourcing scenario.  

There is another attack scenario considering the knowledge of system’s query 
workload. While AS5 defends the confidentiality of outsourced data against adversa-
ries powered by a priori knowledge of data distribution, it is susceptible to statistical 
inferences if we assume that adversaries are powered by a priori knowledge of sys-
tem’s query workload. Although the aforementioned fake queries can be considered 
as a countermeasure for this attack, it requires more investigation on the way of gene-
rating queries and their submission frequencies. To have a secure solution under the 
assumption of adversaries with prior knowledge about submitted queries, we should 
extend our approach to a solution with private information retrieval in which access 
confidentiality is preserved.  

7 Conclusion 

In this paper we proposed an approach for outsourcing confidential data to honest but 
curious servers. We used the idea of secret sharing to split a database relation into 
several parts, in the granularity of attribute values, and outsource each part to an hon-
est but curious server. 

We proposed a searchable secret sharing scheme in which the ordering relation be-
tween values is preserved in their corresponding shares, while the distribution of 
shares is different from the original data distribution. However, the order preserving 
property makes the scheme vulnerable to statistical analysis. We extended our search-
able secret sharing scheme to be secure against adversaries powered by a priori 
knowledge of outsourced data to tolerate statistical analysis on data shares.  

Our approach is promising in terms of provided security, as it uses secret sharing 
with strong theoretic background, and supporting different kinds of queries. Less 
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computation time of secret sharing and reconstruction compared to encryption and 
decryption operations in encryption-based approaches, the additive homomorphism 
property of Shamir secret sharing scheme, and not to having false hits in returned 
results of the servers are of the main reasons for its efficient query processing support. 
Nevertheless, we should extend our solution to support character data considering 
pattern matching queries over string attributes.  

While our approach targets data confidentiality with honest but curious servers, 
dealing with the correctness of query results is another issue for active adversaries 
who can manipulate outsourced data shares. We plan to investigate on share integrity 
and query result correctness using redundant shares in our threshold scheme for data 
outsourcing scenario.   

References 

[1] Hacigümüş, H., Iyer, B., Li, C., Mehrotra, S.: Executing SQL over Encrypted Data in the 
Database-Service-Provider Model. In: ACM SIGMOD International Conference on Man-
agement of Data, SIGMOD 2002, New York, USA, pp. 216–227 (2002) 

[2] Agrawal, R., Kiernan, G.G.: System and method for fast querying of encrypted databases. 
US Patent 7,395,437: Google Patents (2008) 

[3] Canim, M., Kantarcioglu, M.: Design and analysis of querying encrypted data in relation-
al databases. In: The 21st Annual IFIP WG 11.3 working Conference on Data and Appli-
cations Security, pp. 177–194 (2007) 

[4] Zhang, Y., Li, W.-X., Niu, X.-M.: Secure cipher index over encrypted character data in 
database. In: 2008 International Conference on Machine Learning and Cybernetics, pp. 
1111–1116 (2008) 

[5] Zhu, H., Cheng, J., Jin, R., Lu, K.: Executing Query over Encrypted Character Strings in 
Databases. In: 2007 Japan-China Joint Workshop on Frontier of Computer Science and 
Technology (FCST 2007), pp. 90–97 (2007) 

[6] Damiani, E., Vimercati, S.D.C., Jajodia, S., Paraboschi, S., Samarati, P.: Balancing Con-
fidentiality and Efficiency in Untrusted Relational DBMSs. In: Proceedings of the 10th 
ACM Conference on Computer and Communication Security, CCS 2003, New York, 
USA, pp. 93–102 (2003) 

[7] Li, J., Omiecinski, E.R.: Efficiency and security trade-off in supporting range queries on 
encrypted databases. In: 19th Annual IFIP WG 11.3 Working Conference on Database 
and Applications Security, pp. 69–83 (2005) 

[8] Aggarwal, G., Bawa, M., Ganesan, P., Garcia-Molina, H., Kenthapadi, K., Motwani, R., 
Srivastava, U., Thomas, D., Xu, Y.: Two Can Keep a Secret: A Distributed Architecture 
for Secure Database Services. In: 2nd Biennial Conference on Innovative Data Systems 
Research (2005) 

[9] Samarati, P., Ciriani, V., Foresti, S.: Keep a Few: Outsourcing Data While Maintaining 
Confidentiality. In: 14th European Conference on Research in Computer Security, pp. 
440–455 (2009) 

[10] Wiese, L.: Horizontal Fragmentation for Data Outsourcing with Formula-Based Confi-
dentiality Constraints. In: Echizen, I., Kunihiro, N., Sasaki, R. (eds.) IWSEC 2010. 
LNCS, vol. 6434, pp. 101–116. Springer, Heidelberg (2010) 
 



216 M.A. Hadavi et al. 

[11] Soodejani, A.T., Hadavi, M.A., Jalili, R.: k-Anonymity-Based Horizontal Fragmentation 
to Preserve Privacy in Data Outsourcing. In: Cuppens-Boulahia, N., Cuppens, F.,  
Garcia-Alfaro, J. (eds.) DBSec 2012. LNCS, vol. 7371, pp. 263–273. Springer,  
Heidelberg (2012) 

[12] Ciriani, V., Vimercati, S.D., Foresti, S., Jajodia, S.: Combining Fragmentation and En-
cryption to Protect Privacy in Data Storage. ACM Transactions on Information and  
System Security (TISSEC) 13, 1094–9224 (2010) 

[13] Ciriani, V., Vimercati, S.D.C.D., Foresti, S., Jajodia, S., Paraboschi, S., Samarati, P.: 
Fragmentation and Encryption to Enforce Privacy in Data Storage. In: 12th European 
Symposium on Research in Computer Security, pp. 171–186 (2007) 

[14] Agrawal, D., Abbadi, A.E., Emekci, F., Metwally, A.: Database Management as a Ser-
vice: Challenges and Opportunities. In: 2009 IEEE 25th International Conference on Data 
Engineering, pp. 1709–1716 (2009) 

[15] Hadavi, M.A., Jalili, R.: Secure Data Outsourcing Based on Threshold Secret Sharing: 
Towards a More Practical Solution. In: VLDB 2010 PhD Workshop, Singapore, pp.  
54–59 (2010) 

[16] Hadavi, M.A., Noferesti, M., Jalili, R., Damiani, E.: Database as a Service: Towards a 
Unified Solution for Security Requirements. In: 36th International Conference on Com-
puter Software and Applications, The 4th IEEE International Workshop on Security  
Aspects in Processes and Services Engineering, Izmir, Turkey, pp. 415–420 (2012) 

[17] Shamir, A.: How to Share a Secret. Communications of the ACM 22, 612–613 (1979) 
[18] Dautrich, J.L., Ravishankar, C.V.: Security Limitations of Using Secret Sharing for Data 

Outsourcing. In: Cuppens-Boulahia, N., Cuppens, F., Garcia-Alfaro, J. (eds.)  
DBSec 2012. LNCS, vol. 7371, pp. 145–160. Springer, Heidelberg (2012) 
 



Configuration Assessment as a Service�

Matteo Maria Casalino, Henrik Plate, and Serena Elisa Ponta

SAP Research Sophia-Antipolis, 805 Avenue Dr M. Donat, 06250 Mougins, France
{matteo.maria.casalino,henrik.plate,serena.ponta}@sap.com

Abstract. Security of systems is most often compromised by misconfig-
uration rather than a lack of security mechanisms. As a result, configu-
ration validation is of utmost importance within organizations. However,
security policies, best-practices, and documentation of vulnerabilities are
usually available in natual language and thus configuration validation is
usually a manual and error-prone activity. Initiatives such as the Secu-
rity Content Automation Protocol foster the automation of configuration
validation and the exchange of configuration information by providing a
standard language. However they only focus on single systems and are
not flexible with respect to the creation of new security content. This
paper proposes a tool for configuration validation as a service able to
assess check and checklists defined over configurations of both generic
and specific distributed systems.

1 Introduction

Configuration validation is a common denominator of several critical tasks or-
ganizations have to face, such as ensuring compliance with regulatory policies,
fulfilling service level agreements, or protecting internal assets from possible at-
tacks. As a consequence, different stakeholders within an organization share the
need of checking software’s configuration. At the same time this is difficult to
achieve as shown by data breach reports such as [1], [2] and projects such as the
OWASP Top 10 [3]. Public databases of vulnerabilities, such as NVD [4], and
initiatives like the Security Content Automation Protocol (SCAP) [5] already
aim at standardizing and automating the configuration validation process, by
defining (i) languages to describe configuration checks and to-be-checked sys-
tems, (ii) algorithms to execute the checks and (iii) means to share and re-use
them across organizations. However, the existing standards and tools lack flex-
ibility. In particular, SCAP and other proprietary solutions focus on the gran-
ularity of hosts and operating systems, and as such cannot be easily applied to
fine-granular and distributed systems independent from their environment, e.g.,
Java Web Applications. Furthermore, SCAP does not leverage standards and
technologies in the area of system and configuration management, in order to
separate check logic and information about configuration retrieval and reducing
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the impact on the performances of productive systems. Such limitations hinder
their implementation in many interesting practical use cases.

In this paper we propose a tool for performing configuration validation: (i)
implementing a SCAP-based language (proposed in [6]), (ii) able to check config-
uration settings of distributed systems, (iii) able to execute checks and checklists
assessing the status of an IT landscape, (iv) available as a service to be invoked
manually, periodically or at run-time.

This paper is structured as follows. Section 2 overviews the SCAP languages
used within the tool we propose, Section 3 introduces scenarios of practical
interest and identifies the challenges for the implementation of a configuration
validation service. Section 4 and 5 describe the solution we propose and its
evaluation respectively. We conclude in Section 6 with some final remarks.

2 Security Content Automation Protocol

The Security Content Automation Protocol (SCAP) is a suite of specifications
that support automated configuration, vulnerability and patch checking, as well
as security measurement. SCAP is provided by the National Institute of Stan-
dards and Technologies [7], [5]. Among other specifications, SCAP comprises a
language for the definition of checklists (XCCDF), a language that allows the
specification of security checks to detect misconfiguration (OVAL), and a lan-
guage for defining classes of platforms (CPE).

The Extensible Configuration Checklist Description Format (XCCDF) is an
XML-based language to represent a structured collection of checks. An XCCDF
document consists of Rules, each of which corresponds to a recommendation
in a piece of guidance. The other structures in XCCDF, e.g., Groups, organize
and refine Rules. In addition to supporting the structuring of guidance, XCCDF
Rules also contain a check supporting automated processing, e.g., referencing an
OVAL definition. An XCCDF interpreter is expected to read the checks and call
some external tool that performs the automated check and returns a result value.
XCCDF returns Pass if the recommendation has been followed and Fail if it has
not. Thus, XCCDF serves not only as a source for document generation (using
XML style-sheets or other tools) but can control a checking tool in evaluating a
system against some piece of security guidance.

The Open Vulnerability Assessment Language (OVAL) is an XML-based com-
munity standard to promote open and publicly available security content. OVAL
checks for the presence of vulnerabilities or desired configuration on a computer
system. It provides three XML schemas for (i) representing configuration infor-
mation of systems for testing; (ii) analyzing the system for the presence of the
specified machine state (vulnerability, configuration, patch state, etc.); and (iii)
reporting the results of the assessment. OVAL allows to define how to check for
configurations by means of: definitions, tests, objects, and states. Each definition
defines a boolean combination of tests. Each test defines an evaluation over an
object and (optionally) a state. The object represents the configuration infor-
mation that has to be collected from a system and then evaluated against the
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expected values defined within the state. The OVAL test can require to assess if
the object exists in the system under analysis and/or how many of the collected
objects satisfy the state.

The Common Platform Enumeration (CPE) is an XML-based standard to
define names representing classes of platforms that can be compared in order
to establish if two names are equal, if one of the names represents a subset of
the systems represented by the other, or if the names represent disjoint sets
of systems. Moreover a CPE Dictionary associates checks, e.g., OVAL defini-
tions, to CPE Names. By running such checks on a system it is thus possible
to establish if the system is part of the class represented by the corresponding
CPE Name. Finally a CPE language allows to define more complex platforms
as logical combinations of CPE Names.

3 Challenges

In this section, we describe two examples of such scenarios that pose challenges
to the automatic validation of configurations in distributed environments. We
then drive requirements for implementing a configuration validation tool.

Reporting on Holistic Systems Security (S1). This scenario captures the problem
of assessing if a particular, possibly distributed, system environment is subject
to vulnerabilities and is compliant with respect to policies or best practices.

Upon disclosure of a new security vulnerability, the susceptibility of systems
has to be investigated. The conditions for a successful exploitation often concern
specific configuration settings of the affected software, as well as the specific us-
age context and system environment. The formalization of both these aspects
within machine-readable vulnerability checks would decrease time and effort re-
quired to discover a system vulnerability, and at the same time increase the
accuracy with which the presence of vulnerabilities can be detected. It is impor-
tant to check whether system configurations follow best-practices. Today, these
are often described in prose and evolve over time, thus requiring continuous hu-
man intervention. Examples are the Tomcat security guide from OWASP [8], the
SANS recommendations for securing Java deployment descriptors [9], and the
United States Government Configuration Baseline (USGCB) for IT products. To
foster the re-use of security knowledge, such best-practice checks as well as the
aforementioned vulnerability checks should be specifiable in a generic standard-
ized fashion and should support the flexible adoption to a specific environment.
This means that the conditions for checks to be applicable to certain generic
classes of software components need to come along with the checks.

Another case where compliance needs to be checked, is when configurations
enforce a given security policy. In fact, in many cases, the security policies of
an organization are enforced by the means of specific software configuration.
The latter specifies a set of mandated settings that an organization expects to
be active in its system. For instance an access control list is a piece of config-
uration which implements a designed access control policy. Any deviation from
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the mandated settings may reflect a violation of the policies, hence it must be
detected. As such, policy compliance checks strongly reflect a particular system
and environment and are therefore authored by the end-user organization rather
than by externals. Clearly, they have to be executed on specific target instances
and not on a class of targets which satisfy a common selection condition. As a
consequence, in this case the information of the actual system where the check
have to be applied (i.e. the set of instantiated targets), has to be provided with
the check.

Described categories of checks are likely to be combined to form checklists,
which produce reports on the security status of an entire IT infrastructure.
Checklists are mainly useful to help humans understand, score and prioritize
checks results. Such checklists can be executed either manually by system ad-
ministrators or as part of the automated provisioning lifecycle of the software
components managed by a Configuration Management Systems (CMS).

Runtime Configuration Validation (S2). This scenario consider the need of appli-
cations to automatically check configurations at runtime. Applications involved
in the delivery of business services may leverage configuration validation as a
preventive security control, whereby the detection of insecure or non-compliant
system states is linked to the applications’ runtime. By using any of the above-
discussed configuration checks, it is possible to check if the entire system and
application stack comply with an expected state before allowing the execution.
In case misconfigurations are present, this information can be used to evaluate
the risks of providing or denying the service. A service provider of web services
may decide, for instance, to forbid at runtime the execution of a secure-sensitive
web application, in case its container’s configuration does not comply with the
company security standards. In this case, differently from (S1), the applications
need to execute single configuration checks rather than structured checklists.

The SCAP standards, and OVAL in particular, are not sufficient to cope
with the aforementioned scenarios as, e.g., they limit configuration validation
to the scope of a single system. The limitations of SCAP languages and propri-
etary languages and tools, e.g., Nessus, are extensively discussed in [6], where a
SCAP-based configuration validation language supporting the mentioned types
of checks is defined. However, an actual implementation of an interpreter for such
an extended language has yet several challenges to face. First, generic targets
that scope given checks must be instantiated by the interpreter, i.e. the actual
systems to be checked are to be identified (cf. vulnerability and best-practice
checks). In other cases already instantiated targets have to be provided (cf.
policy compliance checks). Second, configurations must be collected from such
potentially distributed targets, but flexibility is needed to directly provide the
tool with the configuration settings to be checked either. In the following, we
list requirements that a tool implementing the language presented in [6] has to
deal with. Notice that all requirements but partly (C5) focus on aspects which
are not supported by SCAP-enabled tools.
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(C1) The tool must identify instances of generic targets within an IT infrastruc-
ture.

(C2) The tool must be able to collect configuration settings from distributed
systems.

(C3) The tool must be able to collect configuration settings in alternative ways,
herewith reusing existing system management procedures and technologies,
e.g., WS-Management and Java Management eXtensions (JMX), as well as
from systems hosting replicated configuration settings, e.g., a Configuration
Management Databases defined by the IT Infrastructure Library.

(C4) The actual source of configuration information must be customizable for
the administrator of a given domain.

(C5) Given the configuration settings of possibly distributed software compo-
nents, the tool shall be able to compute check results according to conditions
formulated over such configuration settings.

(C6) The tool must be able to perform periodic or on-demand automated con-
figuration validation, as well as allow different stakeholders to submit checks
to be performed.

4 Configuration Validation as a Service

COAS (Configuration Assessment as a Service) is a prototype for the automated
validation of configuration settings. The tool assesses if discrepancies between
predefined and actual configuration values exist over systems within a landscape.
This is done by relying on the language and approach defined in [6].

The Configuration Validation Language (CVL) proposed therein allows for the
specification of check definitions which combine OVAL definitions with informa-
tion about the software component they apply to, i.e., the target definition. A
target definition is a generalization of CPE Names as it may use additional prop-
erties than the fields composing a CPE Name and can express relations among
distributed software components. Sets of check definitions can be processed by
a component (TD Evaluator) able to identify instances of the software com-
ponents to which they apply by querying a data source containing information
about the IT infrastructure. The resulting artifacts are system tests defining
where each OVAL test have to be performed. System tests can also be provided
in input if the instantiated check targets are known. Then, an OVAL processor
collects configuration settings, evaluates the tests and provides check results.

In this paper we further enrich the configuration validation language of [6]
with the concept of checklist. A checklist defines the set of check definitions to
be executed and allows to organize them in groups. As groups can be included
in groups themselves, a checklist allows to define an arbitrary complex hier-
archy of check definitions. This feature is supported by the XCCDF standard
(cf. Section 2). The CVL supports the vulnerability, best-practice, and policy
compliance checks described in Section 3 as it allows to define check definitions
for generic classes of software components, as well to bind a check to specific
software instances, both for single and distributed systems.
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Fig. 1. COAS Component Diagram

A component diagram of COAS is shown in Figure 1. The COAS tool can be
consumed as a Web Service or through the COAS Web User Interface (Client
and WebUI components, resp.). As such configuration validation can be automat-
ically triggered, e.g., periodically or upon activity, or manually executed. In this
way COAS copes with the challenge (C6) described in Section 3. The fact that
the tool is available as a service is a key feature as it allows the validation of con-
figurations of distributed systems within a single check or checklist. Moreover,
being application independent, it provides a unique approach for configuration
validation that can be integrated into legacy tools, hereby establishing consis-
tency among tools that are run by different people and at different application
lifecycle phases within an organization.

Both in case of automatic and manual invocation, it is possible to execute
a set of OVAL-based check definitions or an XCCDF checklist. OVAL-based
check definitions specify the logic for assessing whether a configuration in place
is compliant to best practices and application-specific policy requirements, and
subject to known vulnerabilities. XCCDF checklists define a structured collec-
tion of check definitions. In the following we refer to check definitions as checks.
The checks or checklist may be complemented by a set of system tests to uni-
vocally identify which systems to test, and the configuration files containing the
settings to be tested. If the former is not provided, the information is retrieved
by querying the CIM Server component. The latter can be obtained through
the Collector components interfacing the Configuration Providers.

The flow diagrams of COAS in different scenarios are shown in Figure 2. The
flow in Figure 2a shows how COAS addresses the scenario (S1) of Section 3. In
this scenario COAS received the request to process an XCCDF checklist either
from the WebUI or a client resource manager, e.g., a CMS. The result of the
interpretation are checks which are then passed to the OVAL interpreter. Once
the results are available, a report is shown. The flow in Figure 2b shows the usage
of COAS for (S2). In this case COAS is used to test a set of checks and thus the
OVAL interpreter is invoked directly by an application. According to the results,
the execution of the application may be aborted. In both cases, the flow diagram
of the OVAL interpreter is the same and the flow depends on which artifacts
were submitted. First the OVAL interpreter establishes if system tests are pro-
vided. This is the case for checking policy compliance checks where the target
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(a) Scenario (S1) (b) Scenario (S2)

Fig. 2. COAS workflow per scenario (invariant flow for the OVAL interpreter)

system is known. If they are not available, COAS retrieves the information of
which systems have to be validated (cf. vulnerability and best-practice checks).
This is done by querying a CIM Server, e.g., OpenPegasus [10], which maintains
a model — according to the Common Information Model [11] — of the managed
IT infrastructure under analysis. The CIM Server is a possible implementation
of the Data Source described in [6]. In particular we assume that each system
in the CIM Server has information equivalent to what is contained in a CPE
Name. Thus COAS retrieves the systems to be validated by matching the CPE
Name defined within the OVAL definition with the CPE Name of each system of
the landscape (cf. challenge (C1)). This is a simplification w.r.t. [6] carried out
to make the adoption of COAS within industrial environments smoother before
implementing the full functionalities. Once the systems are retrieved, COAS de-
termines if the configuration settings were already provided. If this is not the
case, a collector is used to retrieve configuration settings through a configuration
provider. The latter can, for instance, access the file system to retrieve a config-
uration file, call an application management API implemented by the system,
e.g., JMX, or use centralized management systems, e.g., a Configuration Man-
agement Database. By providing several collectors able to collect from different
systems, COAS addresses the challenge (C2). Moreover (C3) is also fulfilled as
a collector can rely on management software as well as retrieve from systems
hosting replicated configurations. Which collector to use is defined through a
configuration file listing all the available collectors, the OVAL objects they can
collect, and the parameters they require (e.g., the targets’ IP addresses). This
can be customized by the system administrator as required by (C4). Parame-
ters ideally are retrieved from the CIM Server, when targets are instantiated. In
case a parameter is missing, a system administrator has to insert it manually.
Upon collection, the OVAL interpreter computes the OVAL results by compar-
ing collected objects and OVAL states according to the standard specification
(cf. challenge (C5)). The result is a boolean value assessing if best practices and
specific configuration are in place and if vulnerabilities are present.
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1 <!-- From the XCCDF checklist document -->
2 <Group id=" xccdf_sans_group_2">
3 <Rule id=" xccdf_sans_rule_2"><check system ="http :// oval.mitre.org/XMLSchema/oval">
4 <check -content -ref name="oval:sans.sec:def:3" /></check ></Rule ></Group > ...
5 <!-- From the OVAL definition document -->
6 <definition class=" vulnerability" version ="1" id="oval:sans.sec:def:3"
7 platform ="cpe :2.3: jsr77_webmodule :*:*:*:*:*:*:*:*:*:*" >
8 <criteria comment =" Session configuration tests" operator ="OR">
9 <criterion test_ref ="oval:sans.sec:tst :7"

10 comment =" Transmit cookies securely" negate ="true" />
11 <criterion test_ref ="oval:sans.sec:tst :8"
12 comment ="Deny client -side scripts access to cookies" negate ="true" /> ...
13 <xmlconfiguration_object id="oval:sans.sec:obj:8">
14 <cpe >cpe :2.3: jsr77_webmodule :*:*:*:*:*:*:*:*:*:* </ cpe >
15 <conf:representation >http :// java.sun.com/xml/ns/j2ee </ representation >
16 <xpath >// session -config/cookie -config/http -only/text()</xpath >
17 </xmlconfiguration_object ></definition >

Fig. 3. Excerpts of COAS checklist and check definition

5 Evaluation

The main contribution of our work lays in the extension of several SCAP lan-
guages and a prototypical implementation to support configuration checks in
distributed systems, and to strictly separate check logic and configuration col-
lection in order to leverage existing IT service management tools and APIs. The
COAS evaluation is therefore done by comparing the artifacts and efforts related
to performing a given evaluation scenario with COAS or the current version of
the SCAP languages and tools, e.g. openSCAP (http://open-scap.org).

To evaluate COAS, we have created one XCCDF checklist comprising two
groups, the first containing three rules pointing to OVAL definitions represent-
ing the OWASP recommendations, the second containing four rules for the SANS
best practices. Each OVAL definition referenced by the XCCDF checklist covers
a set of guidelines for one or several configuration files, e.g., the server.xml con-
figuration file for Apache Tomcat, or the web.xml deployment descriptor for Java
Web applications. As an example, Figure 3 shows an excerpt of both the XCCDF
checklist and the OVAL definition checking for session-related parameters. The
OVAL definition combines several tests, whereby oval:sans.sec:tst:8, for in-
stance, looks at the HTTP-ONLY flag to prevent access to cookies via client-side
JavaScript. The corresponding OVAL object of type xmlconfiguration object

retrieves the actual configuration value with help of XPath. Lines 7 and 16 con-
tain a platform attribute to indicate that OVAL definition and object apply
to any Web module according to JSR77 (hereby extending CPE Naming, which
only distinguish 3 coarse-granular kinds of platforms). Note that both documents
do not comprise details concerning the target environment. Hence, they can be
very well shared among security practitioners and organizations to be executed
in arbitrary environments. When executing this checklist through COAS’ We-
bUI, the OVAL interpreter sends CIM-XML queries to a CIM Server to identify
all systems that match the given CPE name (cf. Figure 2). In the above case,
the CIM Server returns all JSR77 Web modules, independent from the server
they are deployed in. Then, a JMX collector is used to retrieve their deploy-
ment descriptors through MBean calls, leveraging the fact that J2EE compliant

http://open-scap.org
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1 <!-- From the XCCDF checklist document -->
2 <Group id=" xccdf_sans_group_2">
3 <Rule id=" xccdf_sans_rule_2"><check system ="http :// oval.mitre.org/XMLSchema/oval">
4 <check -export export -name="oval:sans.sec:var:1" value -id=" path1"/>
5 <check -content -ref name="oval:sans.sec:def:3" /></check ></Rule >
6 <Value id=" path1" operator =" equals" type=" string">
7 <value >/usr/local/tomcat/webapps/srm/WEB -INF </value ></Value ></Group >...
8 <!-- From the OVAL definition document -->
9 <definition class =" vulnerability" version ="1" id="oval:sans.sec:def:3">

10 <external_variable datatype =" string" id="oval:sans.sec:var:1" version ="1"/ >
11 <xmlfilecontent_object id="oval:sans.sec:obj:8">
12 <filepath var_ref ="oval:sans.sec:var:1" />
13 <xpath >// session -config/cookie -config/http -only/text()</xpath >
14 </xmlconfiguration_object ></definition >

Fig. 4. Excerpts of standard SCAP checklist and check definition

application servers offer JMX support, and avoiding the installation of dedicated
collector software on target hosts.

Considering the current version of the SCAP languages and tools, the eval-
uation scenario can be realized by writing a generic OVAL definition using the
xmlfilecontent object, where the path to a Web application’s deployment de-
scriptor is determined by an external variable. Variable values are specified at
the level of XCCDF rules, and passed as input to the OVAL processor (Figure 4
exemplifies XCCDF and OVAL content comparable to the excerpts presented
in Figure 3). Since SCAP focuses on single hosts, a XCCDF checklist must be
produced for every host of Web applications, even if such hosts logically belong
together, e.g., in the context of clustering. Their production can be achieved by
writing a custom CIM Server client that groups Web applications correspond-
ingly. Moreover, the fact that such checklists are environment-specific hamper
the sharing of checklists across organizations. The execution of several checklists
and checks on the basis of file system paths requires a dedicated infrastructure to
collect the actual configuration files on each host. Other collection methods are
not considered by the respective OVAL object. Last, the creation of an overall
compliance report requires to merge the individual checklist results, including
the computation of respective compliance scores.

The comparison shows that COAS artifacts are environment-independent,
herewith supporting the exchange and reuse of security knowledge across spe-
cific environments. The current version of SCAP requires environment-specific
checklists to realize the presented evaluation scenario. Furthermore, while COAS
is flexible with regard to the collection of configuration data, standard SCAP
objects prescribe the collection method. This inflexibility, which results from
SCAP’s focus on single hosts, hinders the use of existing tools for application
management but requires the installation of a dedicated collection infrastructure
on target hosts. Moreover, the prescribed access method may not always work,
in particular for fine-granular and container-managed objects such as Web appli-
cations, which do not necessarily reside in the file system. Also, COAS allows the
assessment of overall-compliance with a given best-practice, while SCAP only
supports the assessment per single host, one after the other.
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6 Conclusion and Future Work

Configuration validation constitutes an important task for organizations to im-
prove the security of their systems. This paper introduces practical scenarios
where this is exemplified and identifies corresponding challenges that a tool for
configuration validation should cope with, particularly in the scope of distributed
system architectures. A discussion follows on the reasons why state-of-the-art
tools do not suffice to this purpose and motivates the design and implementa-
tion of a novel architecture for Configuration Assessment as a Service (COAS).
A preliminary evaluation of the proposed approach shows that it fulfills the
envisaged requirements and can effectively improve the current practice.

Future work includes improving our evaluation methodology, e.g., by compar-
ing the execution time of COAS with the quality of work and time required when
a skilled security administrator in possession of the prose guidelines performs the
same checks. Furthermore, we plan to support more complex conditions for the
applicability of checks on targets, e.g., expressing relations over distributed tar-
gets, which is not possible with standard CPE Names.
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Abstract. Smartphones host operating systems that are on a par with
modern desktop environments. For example, Google Android is a mobile
operating system that is based upon a modified version of the Linux OS.
Notwithstanding traditional threats to mobile phones, threats to desktop
environments are also applicable to smartphones. Management of secu-
rity configurations for the end-user has, to date, been complex and error-
prone. As a consequence, misconfiguration of and/or a poor understand-
ing of a security configuration may unnecessarily expose a smartphone
to known threats. In this paper, a threat-based model for smartphone se-
curity configuration is presented. To evaluate the approach, a prototype
smartphone security agent that automatically manages security configu-
rations on behalf of the end-user is developed. A case study based on fire-
wall access control demonstrates how automated security configuration
recommendations can be made based on catalogues of countermeasures.
These countermeasures are drawn from best-practice standards such as
NIST 800-124, a guideline on cell phone and PDA security and NIST
800-41-rev1, a guideline on firewall security configuration.

1 Introduction

Modern smartphones with their processing power, operating systems and the
wide variety of applications (apps for short) are on a par with modern desktop
environments [25]. This has resulted in smartphones being used in a variety of
domains from a personal device (such as for voice, Web browsing, Email and so-
cial media) to enterprise, medical and military domains [31]. The technological
advances and the usage of smartphones in a variety of domains is not without
its security implications. In addition to traditional mobile phone threats, threats
to desktop environments are also applicable to smartphones [10, 17, 25]. For ex-
ample, Malware threats such as DroidDream [8], a Android Market trojan app
used to maliciously root Android smartphones, are on the increase [25].

Smartphones may host a variety of security mechanisms such as anti-virus,
app monitoring and firewalls. In practice, security mechanisms are either disabled
or configured with an open access policy [20]. Configuration of smartphone secu-
rity mechanisms, for example a firewall, is typically performed by non-technical
end-users. As a consequence, an effective security configuration may be ham-
pered by a poor understanding and/or management of smartphone application
requirements. Mis-configuration, may result in the failure to adequately provide
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smartphone app services. For example, an overly-restrictive firewall configura-
tion may prevent normal interaction of network-based apps. An overly-permissive
firewall configuration, while permitting normal operation of the app, may leave
the smartphone vulnerable to attack, for example, across open ports or malicious
payloads.

Smartphones operate in mobile network environments and deploying security
configuration for a global set of threats is not practical. For example, a smart-
phone may in one scenario be connected to an enterprise WiFi network, an open
access WiFi network or a 3g operator network. Thus, the deployment of smart-
phone security configurations must be dynamic in order mitigate the relevant
threats within a given scenario. That is, what may be considered a threat in one
scenario may not be a threat in another. Consider the scenario where a security
configuration that permits a set of apps (such as gaming and social media apps)
within a home network environment may not longer be permitted within an en-
terprise or teleworking environment. For example, in a teleworking scenario it is
considered best practice to permit the use of “a different brand of Web browser
for telework” and prohibit the use of the everyday Web browser [23].

The contribution of this paper is as follows. A threat-based model for smart-
phone security configuration is presented. Catalogues of best practice standards
for smartphones are encoded within this model. A case study for smartphone
firewall configuration management is considered. This research extends the work
in [13] by specialising the firewall catalogues of best practice for smartphones
and new catalogues of best practice for example NIST 800-114 [23] are devel-
oped. A prototype firewall app agent is developed for the Android platform [1]
to automatically manage firewall configurations on behalf of the non-expert end-
user.

This paper is organised as follows. Section 2 provides an introduction to Linux
iptables, the stock Android platform firewall. A threat-based security model for
smartphones is presented in Section 3. Section 4 outlines a set of best practice
standards that are encoded within the security model. The implementation of
the smartphone best practice catalogue is discussed in Section 5. A prototype au-
tomated firewall app for the Android platform is discussed in Section 6. Related
research is outlined in Section 7 and Section 8 concludes the paper.

2 Background

The Android platform is a software framework for mobile devices such as smart-
phones and tablet PC’s, and is based upon a modified version of the Linux OS.
This section provides an overview of the Linux iptables firewall.

2.1 Linux Iptables

Netfilter [14] is a framework that enables packet filtering, Network Address
Translation (NAT) and packet mangling for Linux. A front-end called iptables is
used to construct firewall rules that instruct Netfilter how to interpret packets.
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As a firewall, iptables has stateless, stateful and application-layer packet filtering
capabilities.

An iptables (firewall, NAT or mangle) rule requires the specification of a
table, a chain, the accompanying filter conditions on packet fields that must
be matched and an associated action outcome. With iptables, there are four
tables: filter, nat, mangle and raw. A table is a set of chains and it defines
the global context for common packet handling functionality. For example, the
filter table defines the set for firewall rules, while the nat table defines the set
of rules concerned with Network Address Translation. A chain is a set of rules
that define the local context within a table. Rules within a chain are applied to
the context defined both by the chain itself and the particular table. This paper
focuses on the firewalling aspects of iptables, that is, the filter table. There are
three built-in chains defined within the filter table that govern traffic being
routed to (INPUT chain), from (OUTPUT chain) and beyond the firewall itself
(FORWARD chain). Figure 1 illustrates the iptables packet traversal according
to its associated chain. The reader is referred to [14,29] for further information.

INPUT OUTPUT

FORWARDRouting Decision

Local Service

ifaceX
Outbound PacketifaceX

Inbound Packet

accept

deny

ac
ce

pt

accept

� deny

deny

Fig. 1. Linux iptables Filter Table Chain Packet Traversal

Example iptables rule syntax. The following (whitelist) iptables access-control
rule states that outbound (OUTPUT -o wifi) TCP packets (-p tcp) that have
originated from the Firefox Web browser (-m owner --uid-owner 10101) exe-
cuting on the smartphone destined to any external Web server (-d 0.0.0.0/0

--dport 80) will be permitted (-j ACCEPT).

iptables -A OUTPUT -o wifi -p tcp -d 0.0.0.0/0 --dport 80 -m

owner --uid-owner 10101 -j ACCEPT

3 Security Threat Model

The security State of a smartphone represents attributes of a phone in use that
may introduce vulnerabilities and/or influence how threats are mitigated. These
attributes may correspond to, for example, user-preferences (indicating for in-
stance, security risk appetite), or how the smartphone is currently used (for
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instance, a WiFi or 3g Internet connection). While there is potentially a large
number of such attributes, for this research we focussed on five which, in-part
based on best practice recommendations, have a direct impact on Network Ac-
cess Controls on smartphones.

Network Interface Attribute A smartphone may be configured to communicate
over WiFi and/or 3g networks. Note that a network interface configuration of
WiFi and 3g, combined, corresponds to a tethering state. Let Iface define the
set (PX denotes powerset of X ) of possible network interface configurations as

Iface =̂ P{wifi, 3g}

Network Connection Attribute Different network connections may be trusted
in different ways. For example, a WiFi connection providing WPA2-Enterprise
security may be considered trusted, while an open WiFi connection in a default
configuration may be considered untrusted. Let NetConn define the possible
network connection attribute states.

NetConn =̂ {trusted, untrusted}

Risk Appetite Attribute This user-selected attribute reflects the level of risk that
the user is willing to accept [5]. An appetite of hungry means that the user is
willing to take risks and is satisfied with minimal countermeasures necessary to
mitigate threats. An appetite of averse means that the user wishes for the most
extensive countermeasures, for example, defense in depth.

RiskAppetite =̂ {averse, hungry}

Note, future research may consider additional risk appetite granularity and in-
clude minimalist, cautious and open attributes [5].

Teleworking Attribute This attribute indicates whether the smartphone is used
in teleworking, or non-teleworking mode. We define:

Telework =̂ {true, false}

Battery Level Attribute The experimental results outlined in Section 6.1 found
that the number of firewall rules can have an impact on battery consumption.
Therefore, when battery power is low, a user with a low risk appetite may wish to
reduce the number of rules in the firewall. Thus, we include the current battery
level in the state of the smartphone.

Battery =̂ {lo, hi}

Security State The set of all possible states of the smartphone is defined as:

State =̂ Iface ×NetConn× RiskAppetite× Telework × Battery
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Threats Let the set Threat define the set of all known threats (of interest).
A threat is a potential for violation of security [27] and in this paper we are
interested in network-based threats that can be mitigated using a firewall. For
example, xmas ∈ Threat represents the threat of a TCP half scan [18]. Let
threatens define the relationship between threats and states.

threatens : Threat ↔ State

where, threatens(t , s) indicates that threat t is considered to threaten a smart-
phone in state s . For example, we would expect a smartphone in a state with
the WiFi interface enabled and an open WiFi connection to be threatened by
xmas.

Countermeasures Let the set Countermeasure define the set of known counter-
measures. For example, given firewall access-control rule:

f1 = 〈iptables -A INPUT -p tcp --tcp-flags ALL NONE -j DROP〉

then f1 ∈ Countermeasure. In this paper, we are interested in iptables-based
countermeasures, and therefore, members of this set are described in terms of
iptables command syntax. This could be generalized to the threat ontology de-
scribed in [13] in order to extend to other kinds of countermeasures. Let relation
mitigates define the threats mitigated by a countermeasure:

mitigates : Countermeasure ↔ Threat

where mitigates(c, t) indicates that countermeasure c mitigates threat t . For
example, the firewall rule f1 above mitigates the threat of a TCP half scan, that
is, mitigates(f1, xmas).

Blacklists and Whitelists as threats A blacklist is used to prevent the smart-
phone from initiating (outgoing) connections to known malicious hosts. Thus, a
blacklisted host with IP address A is represented as a threat, denoted blisto(A),
within our model. This threat is mitigated by blocking outgoing packets to A at
the smartphone firewall, that is,

mitigates(〈iptables -A OUTPUT, ... ,-d A, DROP〉, blisto(A))

A similar interpretation is used for blacklisting inbound (INPUT and FOR-
WARD chains) connections.

A networked Android app has associated port(s), and whitelists are used to
define the apps that are permitted to engage in network connections. Whitelists
are modelled in terms of threats, whereby a firewall that does not permit a
whitelisted app to access the network is treated as a threat and the counter-
measure is a corresponding ‘ACCEPT’ iptables rule. For example, a whitelisted
app that is permitted to initiate outgoing connections on port P is vulnerable
to threat denoted wlisto(P ), and we have countermeasure:

mitigates(〈iptables -A OUTPUT, ... ,--sport P, ACCEPT〉,wlisto(P))

A similar interpretation is used for whitelisting inbound IP addresses and ports.
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Countermeasure Deployment The countermeasures deployed on a smartphone
should mitigate all threats for its current state. We define a deployment operation

deploy : State → PCountermeasure

which selects a suitable set of countermeasures deploy(s) for the state s . The
next section describes our current implementation for this operation, however,
in general, it should uphold the following property.

∀ s : State; t : Threats | threatens(t , s)
⇒ ∃ c : Countermeasure | c ∈ deploy(s) ∧mitigates(c, t)

In this paper, the implementation of deploy(s) assumes the correct sequencing
of the firewall rules. Future research will consider structural analysis techniques
(for example [11] when automatically generating an anomaly-free firewall con-
figuration. For example, the removal of redundant access-control rules.

4 Catalogues of Best Practice

A best practice standard is a high-level document that defines a set of recom-
mended best practices (countermeasures) to protect sensitive and critical system
resources. The following best practice standards NIST 800-41 [30], NIST 800-
41rev1 [22], NIST 800-124 [16], NIST 800-114 [23] and NIST 800-153 [28] for
firewall access control have been encoded within our model. For example, Ta-
ble 1 and Table 2 illustrate excerpts of recommended best practice for general
firewall configuration [30] and firewall configuration whilst teleworking [23] re-
spectively. Note, the reader is referred to [13] for the systematic approach used
to identify and categorise recommended firewall best practice in terms of de-
tailed threats and mitigating countermeasures (iptables rules). Detailed threats
identified are an interpretation of the recommendation descriptions.

The advantage of developing catalogues from best practice standards is two
fold. Firstly, it provides a basis to automatically generate compliance-driven
firewall configurations. Secondly, it provides a basis with which to consider real-
world firewall access-control rules. For example, NIST 800-41rev1 recommen-
dation FBPr1-2 in Table 1 recommends that (spoofed) packets arriving on an
external interface claiming to have originated from either of the three RFC1918
reserved internal IP address ranges should be dropped. Such traffic indicates
a denial of service attack typically involving the TCP syn flag. NIST 800-114
recommendation TBP-1 in Table 2 recommends that in a teleworking scenario
a firewall should be configured with a whitelist of trusted network-based apps.

Catalogues developed as part of this work extends the catalogues in [13] spe-
cialised for mobile devices. New best practice catalogues, namely NIST 800-
124 [16], NIST 800-114 [23] and NIST 800-153 [28] have also been developed.
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The catalogue of firewall best practice for smartphones developed as part of
this research consists of one hundred and thirty five distinct threat and counter-
measure pairs. Future research will extend this catalogue to include knowledge
about other best practice standards. Note, the majority of the catalogue coun-
termeasures are templates. For example, the following firewall access-control rule
outlined in NIST 800-114 recommendation TBP-2 (Table 2)

iptables -A OUTPUT -m owner --uid-owner $appUID state --state

NEW,ESTABLISHED,RELATED -j ACCEPT

is a template countermeasure that has an UID variable $appUID which is mod-
ified each time an access-control rule is applied to a locally executing network-
based smartphone app.

Table 1. Extract of NIST-800-41-Rev1: Guidelines on Firewalls & Firewall Policy

ID Recommendation Description

FBPr1-1 “deny by default policies should be used for incoming TCP and UDP traffic.” [23].
Threat Countermeasure
No inbound default deny policy iptables -P INPUT DROP

No outbound default deny policy iptables -P OUTPUT DROP

No forward default deny policy iptables -P FORWARD DROP

ID Recommendation Description

FBPr1-2 “. . . an invalid source address for incoming traffic or destination address for outgoing traffic . . . should be
blocked” that is “An IPv4 address within the ranges in RFC 1918” and “An address that is not in an
. . . IANA . . . range” [22]
Threat Countermeasure
Inbound local 192.168.0.0/16 Src IP Pkt iptables -A INPUT -s 192.168.0.0/16 -j DROP

Outbound local 192.168.0.0/16 Dst IP Pkt iptables -A OUTPUT -d 192.168.0.0/16 -j DROP

Inbound forward 192.168.0.0/16 Src IP Pkt iptables -A FORWARD -i $iface -s 192.168.0.0/16 -j DROP

Outbound forward 192.168.0.0/16 DstIP Pkt iptables -A FORWARD -o $iface -d 192.168.0.0/16 -j DROP

Inbound local 10.0.0.0/8 Src IP Pkt iptables -A INPUT -s 10.0.0.0/8 -j DROP

Outbound local 10.0.0.0/8 Dst IP Pkt iptables -A OUTPUT -d 10.0.0.0/8 -j DROP

Inbound forward 10.0.0.0/8 Src IP Pkt iptables -A FORWARD -i $iface -s 10.0.0.0/8 -j DROP

Outbound forward 10.0.0.0/8 DstIP Pkt iptables -A FORWARD -o $iface -d 10.0.0.0/8 -j DROP

Inbound local 172.16.0.0/12 Src IP Pkt iptables -A INPUT -s 172.16.0.0/12 -j DROP

Outbound local 172.16.0.0/12 Dst IP Pkt iptables -A OUTPUT -d 172.16.0.0/12 -j DROP

Inbound forward 172.16.0.0/12 Src IP Pkt iptables -A FORWARD -i $iface -s 172.16.0.0/12 -j DROP

Outbound forward 172.16.0.0/12 Dst IP Pkt iptables -A FORWARD -o $iface -d 172.16.0.0/12 -j DROP

ID Recommendation Description

FBPr1-3 “Organizations should also block . . . IP source routing information” [22]
Threat Countermeasure
SSRR firewall bypass. iptables -A FORWARD -m ipv4options --ssrr -j DROP

LSRR firewall bypass. iptables -A FORWARD -m ipv4options --lsrr -j DROP

ID Recommendation Description

FBPr1-4 “Organizations should also block . . . directed broadcast addresses” [22]
Threat Countermeasure
Inbound Local directed broadcast iptables -A INPUT -d x.x.x.255 -j DROP

Outbound Local directed broadcast iptables -A OUTPUT -d x.x.x.255 -j DROP

Inbound forward directed broadcast iptables -A FORWARD -i $iface -d x.x.x.255 -j DROP

Outbound forward directed broadcast iptables -A FORWARD -o $iface -d x.x.x.255 -j DROP

ID Recommendation Description

FBPr1-5 To limit Denial of Service “a firewall might redirect the connections made to a particular inside address to a
slower route if the rate of connections is above a certain threshold.” [22]
Threat Countermeasure
Inbound forward DoS to tethered device iptables -A FORWARD -i $iface -d $lanIP -m limit

--limit $x/s --limit-burst $y -j ACCEPT
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Table 2. Extract of NIST-800-114: User’s Guide to Securing External Devices for
Telework and Remote Access

ID Recommendation Description

TBP-1 Construct an access control whitelist of locally hosted applications trusted for telework network access: “tele-
workers should install and use only trusted software” [23].
Threat Countermeasure
Inbound local application whitelist
traffic not permitted

iptables -A INPUT -m state --state ESTABLISHED,RELATED -j

ACCEPT

Outbound local application
whitelist traffic not permitted

iptables -A OUTPUT -m owner --uid-owner $appUID state --state

NEW,ESTABLISHED,RELATED -j ACCEPT

ID Recommendation Description

TBP-2 . . . “silently ignore unsolicited requests sent to it, which essentially hides the device from malicious par-
ties.” [23].
Threat Countermeasure
ICMP ping network scan iptables -A INPUT -p icmp -j DROP

TCP XMAS network scan iptables -A INPUT -p tcp --tcp-flags ALL ALL -j DROP

TCP Null network scan iptables -A INPUT -p tcp --tcp-flags ALL NONE -j DROP

TCP Syn Fin network scan iptables -A INPUT -p tcp --tcp-flags SYN,FIN SYN,FIN -j DROP

TCP Rst Fin network scan iptables -A INPUT -p tcp --tcp-flags FIN,RST FIN,RST -j DROP

TCP Port 0 network scan iptables -A INPUT -p tcp --dport 0 -j DROP

iptables -A INPUT -p tcp --sport 0 -j DROP

ID Recommendation Description

TBP-3 “Use a different brand of Web browser for telework” [23].
Threat Countermeasure
Regular Web browser usage iptables -A OUTPUT -p tcp --dport 80 -m owner --uid-owner

$untrustedHTTPUID -j DROP

Intended telework Web browser us-
age not permitted

iptables -A OUTPUT -p tcp --dport 80 -m owner --uid-owner

$trustedHTTPUID state --state NEW,ESTABLISHED -j ACCEPT

ID Recommendation Description

TBP-4 “Configuring primary applications to filter content and stop other activity that is likely to be malicious” [23]
Threat Countermeasure
Outbound local unfiltered traffic iptables -A OUTPUT -m -string --algo bm --string

‘$filterString’ -j DROP

ID Recommendation Description

TBP-5 “Personal firewalls should be configured to log significant events, such as blocked and allowed activity” [23]
Threat Countermeasure
No inbound local audit control iptables -A INPUT -j LOG --log-level 7

No inbound forward audit control iptables -A FORWARD -i $iface -j LOG --log-level 7

5 Firewall Catalogue Implementation and Deployment

In the smartphone implementation of the catalogue for firewall best practice, we
have:

isMemberOfCategory : Threat ↔ Category

where isMemberOfCategory(t , c) indicates that threat category c includes threat
t . Table 3 illustrates a fragment of the threat classification developed. The rela-
tionship between security states and threats is implemented as:

threatenState : Category ↔ State

where threatenState(c, s) indicates the set of threats categorised within category
c threaten the smartphone in state s . The implementation of the threatens rela-
tion from the model defined in Section 3 is given by the relational composition
isMemberOfCategory o

9 threatenState.
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Table 3. Extract of Threat Catalogue

Detailed Threats Threat Category

FBPr1-2 Threats Spoofing

FBPr1-2 Threats DoS
FBPr1-4 Threats
FBPr1-5 Threats

TBP-2 Threats Scanning

FBPr1-3 Threats Source Routing

TBP-4 Threats Malicious Content

FBPr1-1 Threats Promiscuity Level
TBP-1 Threats
TBP-3 Threats

TBP-5 Threats Non-Audit

5.1 Threat Taxonomy

Having analysed the best practice standards outlined previously, threats where
categorised in the following way: Spoofing, Denial of Service, Scanning, Source
Routing,Malicious Content, Promiscuity Level andNon-Audit. Note, other threat
categories could be chosen, for example Microsoft’s STRIDE classification [15].

Threats classified as Spoofing are those that refer to IP address spoofing.
For example, threats described by the FBPr1-2 recommendation in Table 1 are
considered spoofing threats.

Denial of Service threats are those that have the capability of flooding network
resources. For example, in Table 1 FBPr1-4 recommends IP address broadcast
mitigation and FBPr1-5 recommends threshold-limiting to mitigate connection-
based denial of service threats. Note, recommendation FBPr1-4 currently con-
siders the more common /24 network broadcast range only and does not consider
additional network broadcast ranges for example /25 or /26.

Network information disclosure threats, for example those outlined by NIST
800-114 recommendation TBP-2 in Table 2, are classified as Scanning threats.

Source Routing, for example NIST 800-41rev1 recommendation FBPr1-3 in
Table 1, is a threat classification where an attacker may specify the route the
packet takes through the network and has the potential to bypass firewalls.

From a firewall configuration perspective,Malicious Content threats are those
that contain malformed application payloads such as URL parameters, form
elements and SQL queries. Malicious Content may be mitigated in a variety
of ways for example blacklisting known TCP/UDP ports or performing Deep
Packet Inspection (DPI) on known malicious signatures. Recommendation TBP-
4 in Table 2 illustrates a template DPI firewall rule that mitigates outbound
Malicious Content threat communication.

Threats that are categorised as Promiscuity Level are those that refer to
IP address (and/or port) reachability in terms of unintended whitelisting or
backlisting. That is, an overly-promiscuous firewall configuration (unintended
whitelisting), while permitting normal operation of the smartphone app, may
expose other apps to unintended threats. Whilst, an overly-restrictive firewall
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configuration (unintended blacklisting) may prevent normal interoperation of
services with the resulting failure of the smartphone app. An example of this is
outlined by NIST 800-114 recommendation TBP-1 Table 2.

Non-Audit threats are those that do not log relevant traffic communications.
From a compliance perspective, it is considered best practice to log traffic for au-
diting purposes. For example, NIST 800-114 recommendation TBP-5 in Table 2
outlines teleworking auditing threats and their corresponding firewall mitigation.

5.2 Security States

The (5-tuple) security State space defined in Section 3 provides a total of sixty-
four states in which a smartphone may operate. However, we argue that certain
attribute combinations are not valid and therefore the security state space may
be reduced to twenty-eight. Table 4 illustrates the valid security state matrix.

In this paper, we assume that firewalls under the control of trusted network
providers such as a 3g operator are compliant with best practice standards such
as [22,30]. A user with a risk appetite of hungry, for example state-7 in Table 4,
may therefore not be concerned about threats of IP spoofing, denial of service,
port scanning and/or source routing where it is assumed the upstream trusted
network provider firewalls are mitigating these kinds of threats.

While the trusted network providers provide firewall mitigation against threats
of IP spoofing, denial of service, port scanning and source routing, it is consid-
ered best practice to also restrict access at the smartphone firewall as part of a
defense in depth strategy [22]. As a consequence, security states where the user
has risk appetite of averse such as state-1, state-3, and state-25 are said to be
also threatened by those threats (Table 4).

The number of firewall access-control rules can have an impact on battery
consumption (Section 6.1). Therefore, when battery power is lo, despite a user
having specified a risk appetite of averse, the number of access-control rules will
be reduced. Security state state-4 is an example, where there is a trade-off of
security in depth such as IP spoofing to conserve battery power. Effectively a
smartphone with a lo battery where a user has specified a risk appetite of averse
will default to a state where the user is not concerned as much about his/her
smartphone’s security configuration (risk appetite of hungry). For example secu-
rity states state-15 and state-16.

In contrast, if the smartphone is operating in a state that involves teleworking,
for example security states state-1, state-5 and state-10, then a defense in depth
strategy will be applied to mitigate all threat categories regardless of the network
connection, the risk appetite or the battery level. This is in keeping with NIST
800-114 [23] best practice recommendations.

5.3 Automatic Generation of Firewall Configurations

Suitable firewall configurations are automatically generated for each smartphone
security state using the information contained in Table 4 and the threat cata-
logues (for example Table 2). Consider security states state-1 and state-3 where
teleworking and non-teleworking occurs. The firewall configuration generated for
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security state state-1 will in addition to mitigating threat categories that simi-
larly threaten security state state-3, include audit-based access-control rules in
compliance with NIST 800-114 recommendation TBP-5 in Table 2.

While various security states may have been related to the same threat cat-
egories, the firewall configuration generated for each security state may be dif-
ferent. Consider security states state-3 and state-25 in Table 4. Both security
states are threatened by threats within the category IP spoofing. However, the
specific/individual IP spoofing threats such as those described by NIST 800-
41rev1 recommendation FBPr1-2 in Table 1 will differ for both security states.
Because security state state-25 is concerned with tethering, it must consider ad-
ditional firewall access-control rules that mitigate IP spoofing threats along its
iptables FORWARD chain to protect smartphone tethered devices [16]. Note, in
a tethering scenario, the smartphone is an internet gateway for tethered devices.

There are also scenarios where permitted (trusted) network apps in one se-
curity state may no longer be permitted in another security state. For example,
trusted networked apps such as telnet, FTP or games for example in security
state-3 may alternate between whitelists and blacklists in a security state that
involves teleworking, for example security state-1. This is ensures compliance
with NIST 800-114 recommendation TPB-1 in Table 2. That is, only trusted
apps defined in accordance with the enterprise-level teleworking security policy
may be permitted. Note, while it may be advantageous to deny access to telnet
in an enterprise network for a risk appetite of averse (for example state-3), it
may also be acceptable to restrict access to telnet for trusted clients (IP address
whitelist) while in a home network environment.

In a teleworking scenario, access control is not just defined at the level of IP ad-
dresses or TCP/UDP ports, for example prohibiting port 23 (Telnet) or port 80
(HTTP). Access control is also applied at the application level such as UID and
Layer-7 filtering. For example, NIST 800-114 recommendation TBP-3 in Table 2
recommends that differentWeb browsers such Firefox andGoogle Chrome, should
be used in teleworking and non-teleworking scenario. This is to minimise the Web
browser used for for general use, which may have become compromised with ma-
licious plugins, from communicating in a teleworking scenario. A set of suitable
iptables countermeasures that filter using the owner-match extensionare defined.

6 Prototype Android Firewall Agent App

A prototype automated agent app is developed that manages the smartphone
firewall configuration on behalf of the non-expert end-user. The test-bed used
for the prototype was an Android 2.1, Revision 1 platform on a HTC hero
smartphone with an ARMv6 528MHz processor and a lithium-ion battery with
a capacity of 1350 mAh. Note, a rooted and customised Android ROM image that
includes additional iptables extensions such as string match and recent match.
Figure 2 illustrates examples of the Graphical User Interface developed as part
of the prototype. The user settings interface is illustrated in Figure 2a where a
user may specify his/her risk appetite and whether or not the smartphone will



Automated Smartphone Security Configuration 239

(a) User Settings (b) Current System Settings (c) Promiscuity Settings

Fig. 2. Example Screenshots of Firewall Agent App Graphical User Interface

operate as a tether or in telework environment. Figure 2b, illustrates an example
of the current security state. The interface with which a user may define his/her
whitelist and blacklist for (un-) trusted apps is illustrated in Figure 2c.

6.1 Firewall Configuration and Battery Consumption Correlation

A number of preliminary experiments where carried out to evaluate the impact of
firewall configuration size with respect to battery consumption. The experimen-
tal set-up was as follows. Firewall configurations of 0, 500 and 1000 access-control
rules where deployed on the smartphone for each of the three experiments. The
battery capacity for each experiment was 100% (fully charged). A 2GB TCP
data-stream was transmitted to the smartphone (from an external machine)
where packets are not matched until the last access-control rule in the firewall
configuration. Each experiment was repeated 5 times to get the average battery
depletion rate. Table 5 illustrates the preliminary findings. The first column re-
flects the firewall configuration size. The second column reflects the remaining
(average) battery level after each experiment. The results indicate that during
periods of network communication, the firewall configuration size does have an
impact on battery consumption. For example, to filter a 2GB data-stream, a fire-
wall with a 1000 access-control rules consumed 36% more battery charge than a
firewall with 0 access-control rules.

While in practice, smartphones do not tend to process large data-streams
and/or be configured with a large number of access-control rules, these ex-
periments were intended to stress test the smartphone. Note, in future work,
an additional set of experiments that may reflect a more real world scenario
will be considered. For example, a 20MB-90MB data-stream range (from Web
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Table 5. Correlation between Firewall Configuration and Battery Level

# of Access-Control Rules Battery Level

0 88%

500 70%

1000 52%

browsing to video streaming [2]) tested against firewall configurations consisting
of 0, 100 and 250 access-control rules. In addition, experiments where the initial
battery capacity is set to 50% and 25% rather than 100% should be considered.
As the battery nears a capacity of minimal charge, we conjecture that even a
modest sized rule-set consisting a few hundred access-control rules will have a
significant impact on battery consumption [7,9,21]. Therefore, the battery level
is considered within the security model presented in Section 3.

7 Related Research

There are a number of existing techniques for smartphone Malware and intrusion
detection [25]. For example, the authors in [24] adopt a static analysis approach
to detect Malware. A machine learning approach is taken in [26] to detect appli-
cation anomalies. There are a number of Android apps for firewall configuration
management, for example DroidWall [3] and WhipserMonitor [4]. However, the
level of access control granularity provided is limited. For example, only egress
access control (iptables OUTPUT chain) to whitelist or blacklist apps is consid-
ered. The model presented in this paper considers fine-grained ingress (iptables
INPUT and FORWARD chains) and egress (iptables OUTPUT and FORWARD
chains) access control. In existing works, Android firewall configuration is per-
formed on an ad-hoc basis. For example, there are no recommended guidelines
for whitelisting or blacklisting apps in a given security context. In contrast, the
automatic generation of smartphone firewall configurations in this research is
guided by best practice recommendations.

There are a number of existing techniques that can be used by enterprise se-
curity administrators to generate [12, 13], query [13, 19] and perform structural
analysis [6, 11] on network access control configurations. In this research, we
do not consider these approaches and assume that smartphone firewall config-
urations are conflict free. Future research will explore the effectiveness of the
approach for firewall configuration management outlined in [13] with respect to
the Android platform.

8 Conclusion

This paper presented a formal model for smartphone security configuration. Cat-
alogues developed as part of this work extends the catalogues in [13] specialised
for mobile devices and provided a basis with which to evaluate the security
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model. The prototype firewall app agent may be used by non-expert end-users
to automatically generate suitable firewall configurations that are compliant with
best practice.

Future research will extend the current modelled smartphone firewall cata-
logues and consider for example catalogues related to smartphone Malware and
intrusion detection mitigation. In addition, a future iteration of our (preliminary)
security model may consider additional attributes. For example, the physical lo-
cation of a smartphone where it may be advantageous to prevent a smartphone
operating in a teleworking scenario for example when it is located in a certain
(untrusted) country or region of the world.
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Foundation Ireland grant 08/SRC/11403.
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Firewall Misconfiguration. In: IASTED International Conference on Communica-
tion, Network and Information Security (CNIS) (November 2005)

12. Cuppens, F., Cuppens-Boulahia, N., Sans, T., Miège, A.: A Formal Approach to
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Abstract. Anomaly detection can be used to detect malicious attacks in
wireless sensor networks. Because of the autonomous nature of many sen-
sor network scenarios, it is desirable to use an auto-configuring anomaly
detector. To accomodate the indeterministic wireless environment, the
anomaly detection must also be able to adapt to changing conditions.
This work presents a dynamic learning extension for a pre-exisiting, auto-
configuring anomaly detection system for WSNs. Adaptability always
results in possibilities for an attacker to exploit the adapting system;
however, no quantitative analysis of this has been yet performed in a
WSN scenario. This paper explores the trade-off between adaptability
and exploitability of the system. The paper also shows that adaptability
does not guarantee better false positive error rates for all attacks.

Keywords: wireless sensor networks, traffic anomaly detection, Markov
chains.

1 Introduction

Wireless sensor networks (WSNs) are prone to fall victim to malicious attacks
for several reasons: first, the communication medium can be easily accessed even
by an external attacker with no need to access or compromise the sensor nodes
themselves. Second, the resource constraints typical for WSNs leave them par-
ticularly vulnerable to brute force attacks, the most prominent of which are
Denial of Service (DoS) attacks. While many attacks can be thwarted by cryp-
tographically protecting the network’s communication, DoS attacks cannot be
prevented by such means; however, detecting Denial of Service attacks while
they are occurring can provide valuable information to the network operator.
For this reason, the problem of detecting malicious attacks in wireless sensor
networks has been studied in a number of works up to date.

Out of the two principal categories of attack detection systems – i.e., signa-
ture based and anomaly based systems – anomaly based detection is the viable
option in sensor networks. This is due to the fact that signature based systems
require heavy maintenance in terms of signature databases, which a WSN might
not be able to provide; more importantly, however, signature based systems are
not capable of detecting previously unknown attacks. Many attacks, and DoS

R. Di Pietro et al. (Eds.): DPM 2012 and SETOP 2012, LNCS 7731, pp. 243–257, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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attacks in particular, do not by definition contain strings that can be used as
signatures. If such signatures occur, they are a by-product of wide-spread attack
tools; to date, there are no such tools specifically designed for sensor networks.
In contrast to signature systems, anomaly based systems define normal commu-
nication traffic by means of a traffic model; deviations from that norm are then
identified as traffic anomalies. DoS attacks are accompanied by traffic anoma-
lies. The choice of traffic modeling defines what anomalies can be detected, and
consequently how well an attack detection system performs.

One major issue in anomaly based attack detection is trading off adaptabil-
ity and exploitability. Adaptability is defined as the capability of the system to
adapt the traffic model to changes in the observed communication traffic. In gen-
eral, adaptability enables an attack detection system to autonomously improve
its configuration during runtime. In the case of WSNs, adaptability is especially
desirable due to the indeterministic properties of the communication medium.
Exploitability, on the other hand, describes to what degree an attacker in pos-
session of knowledge of the detection system can use its functionality in order
to launch undetectable attacks. Adaptability always introduces exploitability,
since by definition it does not exclude changes in the communication traffic that
accompany attacks. A subtle enough attack can always go “under the radar” of
an adaptable anomaly based attack detection system.

To the best of the author’s knowledge, a quantitative analysis of adaptability
versus exploitability has not been performed in a WSN scenario yet. This paper
provides such an analysis. For this purpose, the lightweight Markov chain based
attack detection scheme presented in [1,2] is extended by a dynamic learning
subsystem that enables adaptability.

The remainder of this paper is organised as follows: in section 2 the basic
attack detection system is introduced and briefly compared to existing work.
Section 3 explains the dynamic learning extension to the original system and
introduces the relevant parameters. Section 4 describes the scenario setup and
attacker model used to evaluate the system. Evaluation results are presented in
section 5. A conclusion is given in section 6.

2 Markov Chain Based Anomaly Detection

This section describes the Markov chain anomaly detection system. It gives an
overview of its basic structure and principles as well as briefly compares this
anomaly detection approach with existing schemes.

2.1 Principles of Functionality

A Markov chain C can be described as C = {I, P}, where I is a set of k states
and P is a k-dimensional stochastical transition matrix, i.e., all its coefficients
pij are non-negative and

∑k
j=1 pij = 1, for all i. A Markov chain describes a

time-discrete process that transitions between states at every t ∈ N0.
For anomaly detection, time is divided into equal-length observation intervals,

and communication traffic is perceived as a sequence of states. Each observed
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state is an abstract description of the traffic at time t of its observation. One way
to describe traffic is by measuring a certain set of traffic features as a time series
X . The feature space is potentially multi-dimensional. In the following, d denotes
the dimensionality of the feature space, that is, each x ∈ X is a d-dimensional
vector of observed feature values. Examples for features describing traffic include
the number of messages received during an interval at various layers of the
communication stack, messages sent, number of clear channel assessments, etc.

As described in [2], a state in the Markov chain is defined as a set of similar
observations. To determine states, the nodes observe the traffic features during
a learning phase. It is assumed that during the learning phase, no attack occurs,
and that therefore the learning phase is representative of the normal traffic that
can be expected from the WSN application. At the end of the learning phase,
each node possesses a time series X of such observations. This time series is then
partitioned into k clusters that each correspond to a state of the Markov chain.
In order to avoid state space explosion and in order to ensure a certain accuracy
of the transition matrix, k should be configured depending on the length of the
learning phase n in such a way that it scales in O(

√
n) only.

Once the states are defined, the observations in X can be classified as belong-
ing to some state in I. The classification results, combined with the chronological
ordering of X can be used to determine the transition matrix P of the Markov
chain. The calculation of the transition matrix concludes the creation of the
traffic profile describing the normal traffic.

To account for observations far outside the normal range, the traffic profile is
extended by so-called bolster states. Bolster states are states that are assumed
whenever an observation cannot reasonably be classified as belonging to one of
the states in I. To determine this, each state in I needs to define state boundaries.
Out of several options of doing so, this proposal defines the state boundary as
a spheroid around the state centroid – i.e., around the average value of the
observations in the according cluster. The spheroid’s radius r is determined by
the average distance ς of those observations from the centroid as r = 3ς . The
rationale behind this is that if the distance is normally distributed around 0, then
over 99% of the observations belonging to the cluster fall into this spheroid. With
that in mind, if an observation is made that does not lie within the boundaries
of any state in I, it is assigned to a bolster state.

The transition matrix is modified to account for bolster states such that the
probability pbolster of transitioning into a bolster state from any given regular state
satisfies pbolster << min (pij) , i, j ≤ k. This way the distortion introduced to the
traffic profile by including bolster states is small. It is also ensured that the tran-
sition probability is comparably low, which is important for the following reason:

Let W be a time window of w consecutively observed states. That is, w defines
a sequence of transition probabilities. The more likely the state sequence in
W is, the less unlikely transitions occurred during W . This property can be
exploited for anomaly detection: any two consecutive states i, j define a transition
probability pij . Let scoret at time t be defined as
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scoret = Πt
k=t−wpij . (1)

It is evident that the more unlikely transitions occur, the smaller the score value
becomes. The time windows of length W during the learning phase provide an
idea of what score values can be expected in the application scenario. They can
thus be used to define a threshold value, below which a score will be considered
anomalous. This way, it is possible to detect anomalies in communication traffic
after the learning phase: the system detects an anomaly if unlikely transitions
in the Markov chain amass within a time window of specifyable length w. The
system has been evaluated with regard to false positive and false negative error
rates with very good results (c.f. [2]).

2.2 Complexity of the Basic System

This section contains observations on the complexity of the basic Markov chain
anomaly detection system as described in the previous section.

The memory complexity of the system is as follows. An observation must be
stored for each interval of the learning phase. Thus, the memory consumption for
observations is in O(n ·d), where n is the number of learning phase intervals, and
d is the dimensionality of the feature space. Each observation can be represented
in O(d) double values. After the learning phase, only the last two observations
are stored. For the Markov chain, storing the states themselves requires memory
in O(k · d); k is the number of states and is itself in O(

√
n). The matrix itself is

in O(k2), i.e., in O(n). As far as memory consumption is concerned, the learning
phase is the bottleneck of the system. Hence, it is especially useful to examine
scenarios with short learning phases to accomodate mote-class devices and their
memory constraints.

Computational complexity of the anomaly detection varies from phase to
phase. During the learning phase, each observation is simply stored; thus, the
learning phase is in O(1) computational complexity. At the end of the learning
phase, however, the traffic profile is created. The computational complexity of
that is in O((n · d)3). Note that this is a one-time effort that does not need to
be repeated. The most important aspect of computational complexity concerns
the runtime, since this is when the system must be able to operate despite an
ongoing attack. The runtime complexity itself is in O(k · d); it is caused by the
classification of the current observation to one of the k states. The complexity
itself does not depend on the actions of an attacker, hence cannot be influenced
by an attacker in any way. Computing anomaly scores is done in O(1). This
means that overall runtime complexity amounts to O(

√
n · d).

2.3 Related Work

An often-made mistake when designing anomaly detection in wireless sensor
networks is tailoring the anomaly detector to match exactly the traffic it is
supposed to monitor. WSN scenarios invite this inefficient behaviour because
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they are usually designed to serve exactly one purpose, thus defining the “shape”
of normal traffic much more succintly than other networks. For example, Internet
traffic consists of millions of flows among millions of heterogeneous hosts; any
description of normal traffic on the Internet must therefore be generic enough
to account for this. In WSNs, there is less need for a generic traffic description.
However, for all that an anomaly detector in a WSN can be highly specialised
does not mean that it ought to be: it is not a trivial task to find a meaningful
configuration for an anomaly detector according to a given WSN application,
especially because WSN traffic tends to be strongly affected by indeterministic
and unpredictable environmental influences. Rule-based frameworks like [3] do
offer generic and potentially rich engines for anomaly detection; however, the
rules that make up the traffic model are strongly application-dependent. The
authors in [3] state that manually finding a set of rules is hard; they rely on
simulation results to specify rule parameters, e.g., threshold values.

Another reason to avoid too specialised anomaly detectors is the effort it takes
to adapt an anomaly detection system to different scenarios once an application
or another aspect of a scenario changes. For instance, the scheme proposed in [4]
depends on a cluster-based topology of the network. It is unclear whether the
system can be used in other environments, but surveillance scenarios like [5], e.g.,
often use a flat grid topology. Other approaches to anomaly detection are based
on assumptions as to the protocols used on the lower layers of the communication
stack, the hardware, etc. For instance, [6] relies critically on the capability of the
network to apply asymmetric cryptography.

Markov chains provide a lightweight means to detect anomalous events in a
generic way that allows for use in many application scenarios without making
such assumptions. Unlike in [3], there is no need to devise a complex set of
rules, since anomalies are captured in terms of stochastic likelihood. The system
also does not depend on specifics as to the hardware or topology. However, if
hardware-dependent information is available, it is easy to extend the feature
space accordingly.

Markov chains have been proposed as a means of anomaly detection in com-
puter networks more than a decade ago. However, these early systems were ex-
plicitly designed to detect anomalies on Internet hosts. Consequently, a salient
feature of those systems is a large state space, for instance [7]. Wireless sen-
sor nodes however cannot provide the same performance due to their scarce
resources, and especially their memory constraints. Therefore, it is necessary to
impose boundaries on the state space when attempting to detect anomalies using
Markov chains in WSN scenarios.

Both [8] and [9] use Markov chains to detect anomalous events in a WSN sce-
nario.While acknowledging the need for a lightweight solution, they do not impose
a strict limitation on the state space size. In [8], state space size depends on the ap-
plication itself. Thus, applicability of the model depends on (implicit) assumptions
the authors make about the application. The work proposed in this paper not only
imposes a strict limit on the state space by specifying k explicitly, but it is is also
fully independent of the application with regard to state space size.
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3 Dynamic Learning

Dynamic learning is a means to improve the configuration of an anomaly detector
during the runtime, i.e., after the learning phase is over. In particular, it can be
used to improve false positive error rates in scenarios where no attack occurs.
Note that this is not always true in scenarios with attacks – as is shown in the
evaluation section of this paper.

For an attacker to exploit an adapting system, it must be predictable whether
the change in communication traffic caused by an attack will be accepted as
legitimate. In case of the anomaly detection described in the previous section,
the traffic profile is based on observations. Therefore, the attacker must be able
to estimate whether a particular observation will be drawn on to adapt the traffic
profile. Their goal will be to cause as many anomalous observations as possible to
be accepted. In contrast to this, the anomaly detection system must counteract
predictability.

The Dynamic Learning module extends the anomaly detection system as de-
scribed above by round-based adaptation functionality. It is round-based in that
each observation interval is regarded as a “learning round”, where the following
steps are taken:

1. Indeterministic initialisation: according to a random parameter, each
node decides whether to consider its current observation for adaptation of
the model. If not, the round ends.

2. Observation-dependent model adaptation: depending on where – with
respect to the regular states – the current observation lies, parameters for
the adaptation process are set. Adaptation itself consists of the following
parts:

(a) Adjustment of the state centroids and boundaries
(b) Adjustment of the transition matrix

3.1 State Centroids and Boundaries

The state centroids are defined as the average of all observations in the according
cluster. This means that adapting the centroids is equivalent to re-calculating
the average of the original observation set expanded by the current observation
o. This is best achieved by estimating the true average via calculation of an expo-
nentially weighted moving average (EWMA). To this purpose, the ith coefficient
cti of a centroid ct at time t is adjusted by applying

cti = α · oi + (1− α) · ct−1i , (2)

where α is a configurable parameter and oi is the ith coefficient of the current
observation o.

Similarly, the state boundaries are adjusted by estimating the average distance
ςt at time t of an observation in the cluster from its centroid as

ςt = β · |ct − o|+ (1− β) · ςt−1, (3)
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where | · · · | denotes a metric. The adjsted boundary is then defined as a spheroid
around ct with radius 3 · ςt, as indicated in section 2.

Both EWMA parameters α and β are set depending on the relative position
of the current observation with regard to the traffic profile state being adapted.
The greater α and β, the stronger the influence of the current observation on the
whole state. The Dynamic Learning module handles the parameters as follows:
if the current observation lies within the 3 · ς boundary of the according state,
pre-configured default values for α and β are applied. If the current observation
is between the 3 · ς and 4 · ς spheroids of the state, the EWMA parameters are
reduced by half their current value. If the current observation is not within 4 · ς ,
the EWMA parameters are reduced as before, and the observation is discarded.
No profile adaptation takes place in the according round.

3.2 Transition Matrix

The transition matrix of the traffic profile is adapted without estimating its
coefficients. This is mainly for the reason that estimation would lead to violation
of the stochastic matrix property, i.e.,

∑k
j=1 pij = 1 could not be guaranteed for

all i. Exact calculation of the transition matrix on the other hand allows to
preserve the Markov property of the traffic profile.

To this purpose, each learning round, the last transition is used for matrix
adjustment. This is achieved by considering the predecessor state to the current,
and then adapting the according row in the transition matrix. To be able to
do so, information must be carried along about how often each state has been
assumed. Let occi be the number of times state i has occurred in total. Let the
current state be k, and its predecessor l. Then, at time t the lth row of the
matrix is adjusted applying

pljt =

{
pljt−1

· occl
occl+1 where j �= k

(pljt−1
·occl+1)

occl+1 otherwise.
(4)

Note that because adaptation is done indeterministically, occi contains only a
random sample of state occurrences. Note further that some additional com-
plexity ensues since it must be made sure that each state is only accounted for
once.

After the adjustment of the traffic profile, the likelihood of transitioning into
a bolster state pbolster must be re-defined in order to guarantee that pbolster <<
min (pij).

3.3 Discussion

It is notable that the Dynamic Learning subsystem does not support creation
of new states or merging of existing states. Once the basic Markov chain has
been determined at the end of the learning phase, the state set I will remain
fixed. The reason for this is that varying I can be exploited by an attacker to
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increase the memory consumption of the system – in the case of adding states
–, or to reduce the system’s granularity – in the case of merging states. Varying
the state set therefore would constitute a DoS vulnerability in itself, which is to
be avoided.

The required additional effort for state adjustment in terms of memory and
cpu time consumption is nominal, i.e., in O(d), where d is the dimensionality
of the feature space. In particular, adaptation of the states does not depend
on the number of states k, since only one state is adjusted per learning round.
Selection of the state to adjust is a matter of classifying the current observation,
which must be done irrespective of whether or not the system is adaptable.
The additional overhead for adaptation of the transition matrix is in O(k) since
the system must count each state’s occurrences. However, since the number of
states k is small, this is not a major issue. Neither state adaptation nor matrix
adaptation change the runtime complexity class.

The indeterministic initialisation of each learning round makes it harder for
the attacker to predict whether or not attack traffic will be accepted as legitimate
(and if so, by which of the nodes); however, it also slows down the adaptation
process itself. This means that scenarios with strong trends in the application
traffic itself might cause the system to raise false alarms. This topic is not the
focus of this paper and will be explored in future work.

4 Scenario Setup

The anomaly detection system was implemented and tested using the discrete
event simulation environment OMNeT++ and the MiXiM framework in order
to support the simulation of wireless communication. The following section 4.1
describes the attacker model that was used to simulate attacks. The network
and application are described in section 4.2. Section 4.3 explains the relevant
simulation parameters.

4.1 Attacker

The attacker uses nodes within the network to launch attacks. They obtain con-
trol over those nodes by compromising them. It is a well-established assumption
in WSN scenarios that an attacker is able to gain physical access to some per-
centage of the nodes and to compromise those nodes. The node compromise,
among others, comprises reprogramming as well as acquiring all knowledge of
that node, including internal states, cryptographic keys, etc.

The attacks themselves are simple: an attack consists of periodically broad-
casting messages in a 1-hop environment of the attacking node. More complex
attacks are viable, of course, but for the purpose of this evaluation, periodic
broadcast is sufficient. Note that for the considered attacks, compromise is not
necessary if the attacker can plant their own nodes inside the network or gain
access to the channel via other means.

This paper focuses on the limits of detectability and therefore examines particu-
larlyweak attacks. None of the attacks herein actually exhaust the communication
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medium. Rather, they are just sufficiently strong to cause a strain on the sensor
nodes energy resources. While this does not constitute a Denial of Service attack
in classical networks, in sensor networks, such an attack might make a significant
difference in network lifetime. If energy harvesting is applied, the attacks discussed
hereinmight tip the energy balance so that the network no longer operates in a sus-
tainable state, i.e., it uses more energy than it can harvest. For this reason, weak
DoS attacks must be considered important in WSN scenarios.

The aspect of the attacker capturing cryptographic material and thus being
able to authenticate as a legitimate node in the network has no bearing on the
evaluation and is therefore out of scope of this paper.

4.2 Network

Each sensor node implements the IEEE 802.15.4 Narrowband MAC layer. On
the network layer, multihop communication is achieved by probabilistic flooding.

A 2-dimensional feature space was used for anomaly detection. As traffic fea-
tures, the number of messages received per observation interval by the application
layer and the network layer respectively were chosen. The traffic features were
chosen because they are expected to correlate with the presence or absence of
a Denial of Service attack. That they are also correlated to one another is a
by-product and has no bearing on the detection itself.

A protocol suite designed for a secure area surveillance scenario [5] was used
for evaluation. It consisted – among others – of a time synchronisation protocol,
a protocol to detect node failure and one for network partition detection. The
protocols generate traffic simultaneously, overlaying each other’s traffic patterns.

4.3 Simulation Parameters

This section describes the parameters used to evaluate the system proposed in
sections 2 and 3 of this paper.

The evaluation goal is to measure up adaptability against exploitability. For
this purpose, attacks of varying strength are examined. This is achieved by
varying the sending rate of the attacker, ranging between 0.5 msgs/s and 4
msgs/s. Note that none of these attacks are strong attacks: none of them are
sufficient to exhaust the communication channel. Their main benefit is that
legitimate sensor nodes are kept busy receiving messages, thus wasting energy.

The Dynamic Learning subsystem of the anomaly detection is governed by
three principal parameters: First, the adaptivity parameter defines with what
probability an observation is taken into account for adaptation of the traffic
profile. Accordingly, it ranges between 0 (no adaptation) and 1 (every interval).
Adaptation itself, apart from these two cases, is not done in regular intervals
but randomly in order to preclude the attacker knowing beforehand when (and
which) nodes accept changes in traffic as normal. Second, the estimation param-
eters α and β for the adjustment of the state centroids and boundaries define
how quickly a state is allowed to change, once the node has decided to adapt at
all. Table 1 lists the scenario parameters.
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Table 1. Scenario Parameters

Parameter Value(s)

#nodes 16
Topology regular grid, 10m distance

Observation interval [s] 5
Learning phase [intervals]([s]) 120 (600)
Runtime [intervals] ([s]) 240 (1200)

Attack duration [intervals] ([s]) 120 (600)
Attack strength [msg/s] 0.5, 1, 1.2, 1.4, 1.6, 1.8, 2, 3, 4

Adaptivity parameter 0, .1, .2, .3, .4, .5, .6, .7, .8, .9, 1.0
EWMA β default 0.2, 0.05
EWMA α default 0.1

The table shows that most of the experimentation was done concerning the
attack strength and the Dynamic Learning subsystem. Regarding the latter, a
default α value of 0.1 was chosen. The values for β were chosen to represent a
case where β < α, and a case where α < β. The adaptivity was varied within all
its possible range.

Regarding the attacker, special focus was put on attacks between 1 and 2
messages per second, because it was found that the anomaly detection behaviour
varies most with adaptivity in this region of attack strength.

As far as network size is concerned, the scenario analysed herein is a small
multihop scenario with only a limited number of nodes to avoid unnecessary
complexity; however, both [1] and [2] have shown that the anomaly detection
scales very well with network size. Increasing the network size primarily leads
to ambiguity in ground truth: as the attacker’s influence is limited, a bigger
network will contain nodes that are not, or only very weakly, influenced by the
attacker. This makes evaluation very complex.

Attacking nodes were placed deliberately in such a way that all other nodes
were affected by the attack. This was to ensure that all nodes can be evaluated
with the same underlying ground truth. As for evaluation metric, the system
was examined with regard to false negative and false positive error rates. Each
configuration – consisting of an attack strength value, an adaptivity value and
a value for the EWMA parameter β was run with 20 different random seeds to
allow for some measure of statistical relevance.

5 Results

The results with regard to the false negative error rate are shown in fig. 1 and 2
for an EWMA β parameter of 0.2 and 0.05 respectively. Attack strengths are
indicated above the plots; the plotted lines represent the error rates.

The figures show a tendency towards higher false negative rates with increas-
ing adaptivity. One of the more interesting results of this experiment is the fact



Detection of Weak DoS in WSNs 253

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.2  0.4  0.6  0.8  1

fa
ls

e
 n

e
g
a
ti
v
e
 r

a
te

adaptivity

0.5 msg/s
1 msg/s

1.2 msg/s

1.4 msg/s
1.6 msg/s
1.8 msg/s

2 msg/s
3 msg/s
4 msg/s
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that an attack with a sending rate of only 0.5 msgs/s is virtually undetectable,
with a false negative rate near 100% regardless of adaptivity and EWMA β pa-
rameter. With increasing attack strength, adaptivity shows an impact on the
false negative error rate. The impact is more evident in weaker attacks – e.g.,
with EWMA β = 0.2, false negative rates range from approx. 46% to near 90%
with attack strength of 1 msg/s, but only between 2% and 5% for an attack
strength of 3 msg/s. The same tendency can be observed for β = 0.05.

The varying impact of the adaptivity parameter is explained as follows: for
weaker attacks, the observations range more closely to what is normal accord-
ing to the traffic profile. Therefore, attack-influenced observations are generally
more easily accepted. The extent to which this happens is governed by the adap-
tivity parameter. In contrast, stronger attacks cause traffic patterns that do not
resemble the traffic profile at all. In this case, whether or not the system adapts
is widely determined by the outlier observation position; thus, the value of the
adaptivity parameter is less important in scenarios with stronger attacks.

Overall, the false negative rates are comparable for both β settings, if slightly
better for β = 0.05 regarding the stronger attacks.

The according false positive error rates are illustrated in fig. 3 and 4.
The existence of three classes of attacks in the experiment sets was confirmed

by the evaluation with regard to false positive error rates. The plot shows that
the weak attack (0.5 msgs/s) stays firmly “below the radar” of the system, both
scenarios showing no more than 1% false positive errors, regardless of EWMA
setting. At the other end of the scale, the scenarios with the strongest attacks
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show next to no variation in false positive rate, averaging at about 3% to less than
4%. It is noteworthy that the error rate is foremost the result of false positive
errors occurring directly after an attack has ended. At that time, the anomaly
score is not yet again in the normal range, as defined by the score threshold, c.f.
section 2; however, since ground truth has it that no attack is currently taking
place, the system’s output is evaluated to false positive. The error rates for the
strong attacks can be taken as a base line false positive error rate in scenarios
with an attack. It stands to reason that it is not entirely necessary to know the
exact point in time when the attack ends.

The weaker, yet still detecable attacks show the most surprising behaviour.
Up to a certain adaptivity value between 0.3 and 0.6, these scenarios are com-
parable to the base line. However, for greater adaptivity values, false positive
error rates increase rapidly. The explanation of this behaviour is as follows: dur-
ing the attack, the nodes start adapting to the traffic, including attack traffic.
As already stated in the discussion of the false negative rates, this happens the
more easily the weaker the attack is. Additionally, it is likely – due to the various
indeterministic influences of the wireless environment – that a node does not see
the full extent of the attack at first, adapting to it in several dynamic learning
rounds. Thus, the longer the attack lasts, the more the traffic profile adapts to
it. Once the attack ends, the part of the traffic caused by the attack ceases to
exist; this is an abrupt change of the traffic pattern. The nodes recognise it as
anomalous, hence causing false positive errors – note that the ground truth is



256 D. Dudek

no attack ! A re-run of the experiment with a smoother ramp-down behaviour at
the end of the attack resulted in false positive rates comparable to the base line,
thus confirming the explanation.

The figures show that again, the EWMA setting of β = 0.05 yields better
results: the tipping point for the adaptivity – i.e., the maximum adaptivity that
still produces a reasonably low amount of false positives – is higher for the
smaller β value. This means that with a smaller β value, it is possible for the
anomaly detection to run at higher adaptivity while still being able to do well
in terms of error rates.

5.1 Interpretation of Results

Detection of an attack (as opposed to an anomaly) can be formalised by defining
the percentage of all affected observation intervals that must be correctly clas-
sified as anomalous. For instance, one might say that an attack is successfully
detected if 50% of its duration the affected nodes claim an anomaly. This is
not unreasonable, since to an outside observer – such as the network operator
– it is not necessary that every single interval is correctly classified. Note with
regard to this that the base line as concerns false positive errors is less than 1%;
a scenario that causes half of the records to be recognised as anomalous can be
easily distinguished from this.

Let the detection threshold be 50% as indicated above, and the EWMA β
parameter set to 0.2. In this case, the network operator can judge from the
results presented in Fig. 1 that an adaptivity value of 0.3 results in attacks
weaker than 1.2 msgs/s will go undetected by the system, whereas attacks with
1.2 msgs/s and more will be detected. Furthermore, the operator can conclude
from Fig. 3 that the false positive error rates will be relatively low – at around
or less than 3% – for any attack.

The choice of an adaptivity parameter of 0.5 in the same scenario will still
let an operator detect a 1.2 msgs/s attack, since the according false negative
error rate is still only around 50%; however, where false positive error rates are
concerned, Fig. 3 shows that some of the weaker attacks will cause false positive
errors after they end. For instance, an 1 msgs/s attack will result in 8% false
positive errors after its end.

Interestingly, this information may still be used in a post mortem analysis.
However, it is unclear whether it is possible to distinguish between the system
behaviour correctly classifying 8% of a weak attack during the attack, and falsely
classifying them afterwards. This is topic of current research and out of the scope
of this paper.

6 Concluding Remarks

This paper has presented an auto-configuring Markov chain based approach to
anomaly detection in wireless sensor networks. The approach is lightweight and
avoids specialisation of the anomaly detector to exactly one application sce-
nario, while still being application-aware and thus applicable in many scenarios.
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Furthermore, the system was extended to be adaptable in terms of the traffic
model; this is a very useful property in indeterministic wireless environments
where outside conditions may change on the long term. The adaptivity itself is
indeterministic and avoids DoS vulnerabilities regarding memory consumption.

Perhaps the most surprising result of the experiments conducted herein is the
fact that greater adaptability of an anomaly detector does not guarantee less
false positive errors. Further research will include a more thorough exploration
of the parameter space of the adaptation module, as well as more complex attacks
and adaptivity behaviour in scenarios without attacks.
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Abstract. Secure communication in wireless sensor networks (WSNs) not only 
needs to provide the basic security but also to defend various attacks. The chal-
lenge in providing security in this network is that the securing mechanism must 
be lightweight to make it implementable in resource-constrained nodes. In this 
paper we have devised a link layer protocol for securing unicast communication 
in wireless sensor network (WSN). The protocol (μSec) is developed in TinyOS 
platform which is an event-driven operating system used in WSN for networked 
applications. Our protocol supports the basic security features such as confiden-
tiality, authentication and integrity along with defense against replay attacks. 
We have modified an existing cryptographic algorithm with a target to minim-
ize computational overhead to make it implementable in WSN. A simple,  
counter based defense mechanism is proposed to thwart replay attack. Both 
qualitative and quantitative analyses are performed to measure the efficacy of 
the protocol. The protocol is compared with some of important security proto-
cols developed around TinyOS. We claim that that μSec, in addition to basic 
security, thwarts replay attack with same overhead as in other protocols which 
have considered basic securities only. We further claim that the μSec requires 
10% (avg.) less overhead compared to its competitor which also defends replay 
attack. 

Keywords: Wireless sensor networks, Sensor Network Security, Authentica-
tion, Encryption, Unicast communication. 

1 Introduction 

The advent of efficient short range radio communication and advances in miniaturiza-
tion of computing devices have made possible the development of wireless sensor 
networks (WSNs).  The WSNs have gained popularity due to the fact that they are 
potentially low-cost solutions to a variety of real-world challenges. This network 
consists of a large number of small, battery-powered wireless sensor nodes where the 
nodes are usually equipped with hardware components such as sensing unit, 
processing unit with small memory, transceiver unit, power unit and a small piece of 
software e.g. TinyOS [1]. The TinyOS is an event-driven operating system for net-
worked applications in wireless embedded systems. The WSN also has a base station 
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which is a high-end node compared to sensor nodes and acts as the network’s inter-
face with the outside world. The sensor nodes are responsible for gathering data from 
the environment and send data to the base station. The base station further processes 
the data before transmitting to the outside world. 

WSNs are vulnerable to attacks that are more difficult from being launched in 
wired networks [2]. So, the need of ensuring security while communicating in pres-
ence of such attack is of utmost importance. An attack is defined as an attempt to gain 
unauthorized access to a service, resource, or information to compromise integrity, 
availability, or confidentiality. Replay attack is one such attack where packets are 
captured and replayed into the network by an adversary [3]. Further, one important 
difference of WSNs from other conventional wireless networks is dealing with ex-
treme constrained resources in terms of battery power, bandwidth, processing capabil-
ity and storage. Therefore, in order to consider such resource constraints it is desirable 
for providing reasonable security strength while limiting overhead. Traditional securi-
ty protocols are difficult for implementation in sensor networks as they require more 
powerful resources which a WSN cannot provide. 

Many works have been reported so far that have contributed towards securing 
communication of WSN. A few of them, however, has been developed [4-8] on Ti-
nyOS platform where the security features are added to TinyOS. Authors in [4] pro-
posed TinySec, the first link layer security protocol which actually adds security fea-
ture to the TinyOS environment that lacked the inherent security properties. It covers 
the basic security needs such as message authenticity, integrity, and confidentiality. 
TinySec supports two different security options: authenticated encryption (TinySec-
AE) and authentication only (TinySec-Auth). With authenticated encryption, TinySec 
encrypts the data and authenticates the packet with a MAC. The MAC is computed 
over the encrypted payload and the packet header. In authentication only mode, it 
authenticates the entire packet with a MAC, but the data is not encrypted. Here en-
cryption is done using CBC mode for encryption. TinySec has been implemented in 
testbed using Berkeley sensor nodes and also has been simulated in TOSSIM simula-
tor. But the drawback of the security feature of TinySec is that it is not strong enough 
as it employs a single network-wide key for all the nodes, such that every node in the 
network can impersonate as any other node. Also TinySec does not address any  
explicit attack e.g. replay attack. 

In [5] the authors have developed a security protocol SNEP (Sensor Network En-
cryption Protocol) that provides basic security features such as data confidentiality, 
two-party data authentication, integrity and data freshness. Encryption is done using 
the counter mode (CTR) encryption algorithm. SNEP uses CBC-MAC algorithm over 
the ciphered data for data authentication. It also introduces a shared counter between 
the sender and the receiver which is used as an initialization vector (IV) for the block 
cipher. The receiver and sender updates the shared counter once they have re-
ceived/sent a cipher block. However, since the counter value is not being sent with the 
packet, there might be synchronization problems caused by dropped packets. So a  
re-synchronization protocol may be needed to overcome this problem. 

Authors in [6] have proposed a link layer security framework known as SenSec  
designed for sensor networks that work on Mica2 motes. It uses a hierarchical  
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architecture where nodes are arranged in clusters at each level with the base station at 
the top of the hierarchy. It provides a resilient keying mechanism using three different 
keys such as global key (GK), cluster key (CK) and sensor key (SK) for combating 
node capture attack. Global key is generated by the base station and is present with 
each sensor node. Cluster key is generated by the cluster head that is assigned after 
the cluster formation and is used by the nodes for communication within the cluster. 
Every node shares the sensor key with the base station that is generated by the base 
station based on the id of individual sensor nodes. Although the authors have claimed 
that their scheme is capable of defending node capture attacks but they have not pro-
vided any explanation regarding how the different keys are being used in the various 
network levels for thwarting node capture attacks. Encryption has been done using a 
variant of Skipjack as the block cipher, called Skipjack-X. But using Skipjack-X  
incurs large memory usage, which is undesirable for sensor networks. 

In [7] authors have proposed another link layer security solution named as Secure-
Sense. This protocol provides security services dynamically based on runtime deci-
sions that depend on observed external environments, internal constraints and applica-
tion requirements. SecureSense is able to allocate resources optimally as it takes this 
decision during runtime. This decision is taken by a component known as the security 
broker which is inserted between the packet and radio modules. The task of the broker 
is to intercept the packets arriving from the radio level before passing them to the 
packet level and packets arriving from the packet level before passing them to the 
radio level. The service library invokes further cryptographic measures for fulfilling 
the required operations. For providing authentication SecureSense uses RC5 as the 
block cipher cryptographic algorithm. Though the authors have claimed that their 
scheme can significantly prolong network lifetime with respect to a static security 
model they have not dealt with any attacks that are prevalent in sensor networks. 

Authors in [8] have introduced a new protocol named as MiniSec that provides se-
curity in the network layer for wireless sensor networks. The objective of MiniSec is 
providing confidentiality, data authentication, replay protection and data freshness. 
Confidentiality and data authentication in MiniSec is accomplished by applying OCB 
encryption [9]. Replay protection is done using a counter where the counter value is 
stored both at the sender and receiver ends. The sender sends few bits of the counter 
value with the packet. If the counter value in the packet is greater than the counter 
value stored by the receiver, the receiver accepts the packet else it rejects the same. 
MiniSec works in two modes- MiniSec-U and MiniSec-B. MiniSec-U is used in un-
icast communication while MiniSec-B for broadcast communication. Though Mini-
Sec tries to minimize the energy overhead but it introduces high memory require-
ments in the nodes as it employs Skipjack, which requires large memory usage and 
also greater computation time for encryption and decryption. 

In this paper an attempt has been made to design a secure link layer protocol μSec 
(MicroSec) for WSN, with relatively lower overhead compared to its competitors [4-
8]. We have considered providing the basic security features such as confidentiality, 
integrity and authentication using μSec -Unicast protocol (μSec-U) as well as tried to 
achieve low energy consumptions keeping in mind the resource constraints of sensor 
nodes. The μSec-U has been developed for mica2 motes.  
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The rest of the paper is organized as follows. In section 2 the problem definition 
including the system model and the security properties considered here are described. 
The proposed securing scheme including its design and supporting algorithms is pre-
sented in section 3. Performance of the scheme is reported based on comparative qua-
litative analysis and simulation results. Concluding remarks and future scope are 
stated in section 5. 

2 Problem Definition 

2.1 System Model 

The system model in the present work considers flat architecture. In this architecture 
the mode of communication between the nodes is unicast. We have considered mote 
class attackers where the adversaries are assumed to own same resources as ordinary 
sensor nodes. Further, we have not considered providing security services to the base 
station as it is highly powerful and have large amount of resources. 

All the nodes are pre-deployed with a 128 bit key and a counter which is initialized 
to zero. Symmetric key cryptography is employed between the two nodes that com-
municate between themselves. The 128 bit key is used for encrypting/decrypting the 
message at the sender/receiver end while the counter value is used to detect the  
presence of replay attack. 

2.2 Desired Security Properties 

2.2.1 Confidentiality 
Confidentiality [10] is defined as the property where the transmitted message must 
make sense only to the intended receiver. To all others, the message is to be consi-
dered as garbage and that will prevent other parties from discovering the plaintext. 
Confidentiality is typically achieved by encrypting the plaintext and sending the ci-
pher text to the receiver. 

TinySec uses CBC-encryption [11], while SNEP employs counter with CBC-MAC 
(CCM) encryption algorithm [12]. MiniSec provides confidentiality using OCB-
encryption [9] with a non-repeating counter. We have compared several competing 
encryption schemes and selected the “Tiny Encryption Algorithm” (TEA) for opti-
mum memory and CPU cycle count requirements. The justification of selecting TEA 
as encryption algorithm is established in section 4.1 through analysis and comparison 
of the other competing schemes. 

2.2.2 Integrity and Authentication 
Message integrity [13] means that data must arrive at the receiver exactly as they 
were sent. There must not be any change during the transmission, neither accidentally 
or maliciously. However, if such change has been found then the packet must be re-
jected by the receiver. 
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Authentication is a service beyond message integrity. Here the receiver needs to be 
sure of the sender’s identity and that an imposter has not sent the message. So it em-
powers legitimate nodes for verifying whether a message indeed originated from 
another legitimate node (i.e., a node with which it shares a secret key) and was un-
changed during transmission. As a result, illegitimate nodes should not be able to 
participate in the network, either by injecting their own messages or by modifying 
legitimate messages. 

Typically, authentication and integrity are achieved by computing a message-
authentication code (MAC). The MAC is generated by applying hash function over 
the payload and it is sent as part of the packet. Upon reception, the packet is consi-
dered as valid if the receiver once again computes the MAC and it matches with the 
received MAC.  

2.2.3 Replay Protection 
It is an attack in which a valid data transmission is maliciously or fraudulently re-
peated [14]. TinySec is not resilient to such an attack. Minisec provides a counter 
based approach to prevent this attack. Our scheme improvises on a similar approach 
but it takes less memory and time requirement than that of Minisec. 

3 Proposed Securing Scheme (μSec-U) 

TinyOS [1] is an event driven operating system running on Mica2 motes. It does not 
provide any security primitives. We have developed μSec (Microsec), a protocol 
which not only gives basic security solutions but also prevents replay attack and 
enables secure, unicast communication. 

3.1 μSec-U Design 

In this section we describe the mechanism of securing unicast communication of the 
proposed scheme. Before describing the communication mechanism we present the 
protocol stack and packet format used for the scheme.  

3.1.1 Protocol Stack 
Figure 1 shows the mapping of OSI layer protocol stack with the protocol stack of 
TinyOS. The functionalities [6] provided by the physical layer of the OSI model are 
done by the Radio layer in TinyOS. The data link layer of OSI is the packet and mes-
saging layers in TinyOS. Similarly the middleware layer in TinyOS constitutes the 
network and transport layers in OSI. The work done by the session, presentation and 
application layers of OSI is done by the application layer in TinyOS. Generic com-
munication interfaces is provided to the upper AM layer by TinyOS and it also uses 
the radio interfaces. We propose μSec-U to work in between packet and messaging 
layers of the TinyOS protocol stack. To be more specific μSec-U takes input from 
messaging layer, applies security measures and sends it for packet layer. Security 
services are provided in parallel to radio communication so that no additional delay is 
incurred. 
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Fig. 1. OSI vs. TinyOS protocol stack showing μSec-U 

3.1.2 Packet Format 
The packet format for TinyOS, TinySec, MiniSec and μSec-U are shown in Figure 2.  
The size of each attribute is denoted in bytes. The μSec-U packet is built upon the 
TinyOS packet with some modifications. The attributes in packet format that are 
shared by μSec-U with TinyOS are: Destination address, type and length.  
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The attribute length is used for specifying the length of the payload. The attribute 
‘type’, however, is used for future extension of our scheme for securing broadcast 
communication. The attribute that is changed from TinyOS is the CRC field. The 
CRC field is replaced by MDC (Modification Detection Code) while an additional 1 
byte counter field is added to the μSec-U packet. The attribute counter is used for 
replay attack detection and the attribute MDC is used for checking message integrity. 

3.1.3 Encryption 
We have modified Tiny Encryption Algorithm (TEA) and proposed modified TEA 
(mTEA). The μSec-U uses mTEA algorithm as the block cipher that performs neces-
sary encryption and decryption on each of the 64 bit blocks of the payload at the 
sender/receiver end respectively.  

Brief on TEA: Tiny Encryption Algorithm (TEA) [15] has 64 rounds of simple arith-
metic and logic processes comprising of shifts, additions and XORs. It uses 128-bit 
key (K) and 64-bit block size. The 128-bit key (K) is split into four 32-bit blocks or 
sub-keys K[0], K[1], K[2], K[3]. The sub-keys K[0] & K[1] are used in one of the 
rounds (odd round) and K[2] & K[3] are used in the other round (even round).  The 
inputs to the encryption algorithm are a 2-tuple (plaintext block, key) data. Each block 
of data is divided into two halves. Encryption is performed on these two halves of 
each data block for 64 rounds by both left and right shifting of bits causing all bits of 
data as well as key to be mixed repeatedly. After the completion of 64 rounds, the 
encrypted cipher text is generated and is sent to the receiver. Similarly at the receiver 
end, decryption is performed that involves the same procedure as in encryption with 
the difference being only in the use of the sub-keys in reverse order. 

The function part of TEA algorithm that comprises of shifting, addition and xoring 
operations is denoted as- 

 f(M, K[j, k], ∂[i])=((M<<4)+K[j]) ⊕ (M+∂[i]) ⊕ ((M>>5)+K[k]) 

where M is the message, K[j, k] denotes the jth and kth sub-keys, i is the round number 
and δ is the golden number [14] defined as- ( ) 315 1 2− . 

Proposed modification of TEA (mTEA): The modification of the TEA algorithm has 
been done in the function part by including number of rounds (N) as part of the func-
tion. Further, 64 rounds involve enormous computations that are neither desirable for 
resource constrained sensor nodes nor essential for most of the WSN applications that 
require short lifetime. So security level has been made adaptable by changing N as per 
the need. The function part of mTEA is denoted as- 

 f(M, K[j, k], ∂[i])=((M<<4)+K[j]) ⊕ (M+∂[i]) ⊕ ((M>>5)+K[k])<<N 

3.1.4 Hashing 
Hashing has been done for providing authentication and integrity to the message be-
ing sent from the sender to the receiver. The process of hashing has been implemented 
in μSec-U in two steps: 
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• Use compression function to produce fixed length compressed outputs 
• Generate Modification Detection Code (MDC) or unkeyed hash function from 

Substitution box (S-box) 

Table 1. Substitution box 

I/P Range of Compression Function Hash Value 
Value : 0x00 – 0x1f Value | Value | Value | Value 

Value : 0x20 – 0x3f Value | ~Value | Value | ~Value 
Value : 0x40 – 0x5f ~Value | Value | ~Value | Value 
Value : 0x60 – 0x7f Value | Value | ~Value | ~Value 
Value : 0x80 – 0x9f ~Value | ~Value | Value | Value 
Value : 0xa0 – 0xbf Value | Value | Value | ~Value 
Value : 0xc0 – 0xdf ~Value | Value | Value | Value 
Value : 0xe0 – 0xff ~Value | ~Value | ~Value | ~Value 

The first step of hashing involves the compression operation where the inputs are 
the least significant 8 bits of the encrypted output from each block. Each of the inputs 
is compressed to produce 2 bits as output and stored in a temporary buffer. The com-
pression is done using modulo 4 operation. After all the blocks undergo compression 
operation, the results are appended to form the output comprising of 2t bits consider-
ing t data blocks. Once the compression is done, in the next step, MDC (Fig 4: μSec-
U packet format) is generated and is transmitted along with the encrypted payload. To 
generate MDC, concept of S-box [16] has been used as it obscures the relationship 
between the key and the ciphertext. The output of 2t bits obtained after compression is 
considered as inputs to the S-box (Table 1: Substitution box). The corresponding in-
put is matched with the inputs in the S-box to obtain the output consisting of 4 bytes. 

3.2 Transmission 

Once the encryption and hashing are completed, the encrypted payload and MDC are 
ready for preparing the packet for transmission except the value of counter. All nodes 
maintain individual counter values for each of its neighbouring nodes. To start with, 
the counter values maintained by all the nodes are initialized to zero. When a node 
(sender) starts transmission with another node (receiver), the sender increases its 
counter (corresponding to the receiver node) value by one. Similar to MiniSec-U, it 
also uses the concept of LB (Last Bits) optimization where instead of sending the 
entire counter bits (the size of the counter is 4 bits) only the last 8 bits of the counter 
are sent with each packet. After completion of 8 rounds the hash result of all blocks, 
encryption result and the LB bit of the counter are appended together to form the 7-
tuple packet containing destination address, type, length, source address, encrypted 
payload, counter and MDC which is to be sent to the receiver/ destination.  
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3.3 Reception 

At the receiving end, the receiver checks the destination address (μSec-U packet: 
Figure 2) of the received packet for verifying whether the packet is destined for the 
receiver.  

3.3.1 Replay Attack Detection 
The receiver compares the counter value in the 7-tuple packet with the counter value 
stored (section 3.2) by it. If both the counter values match then it can be confirmed 
that no replay attack has taken place and the packet is accepted. Once the packet is 
accepted the receiver increments the counter value by one. 

3.3.2 Confidentiality Check 
If there is no replay attack, the payload is split into blocks each of 64 bits and on each 
block mTEA algorithm is run for decrypting the data in each block for 8 rounds. If it 
is successfully decrypted, confidentiality is ensured. 

3.3.3 Integrity Check 
Once the blocks are decrypted the hash function is employed on each of the 64 bit 
decrypted blocks. The hash results of all the blocks are concatenated and if this hash 
result matches with MDC of the received packet then integrity is preserved. 

3.4 Algorithm for μSec-U 

The μSec-U algorithm for unicast communication is presented in two parts- one is run 
in a sender node and the other in a receiver node. 

3.4.1 Sender 
The following algorithm is running at sender side.  
Input: Message X to be transmitted from node s to a node r. 
Output: 7-tuple packet ready for transmission 
Begin 
1. apply unambiguous padding on X              
2. obtain X'   // formatted message- jX X ||1|| 0′ = , where j is the smallest positive integer such 

that ( )L j 1 mod64+ ≡ −   

3. split X' into t blocks each of 64 bits   // 0 1 2 t 1X x x x ...x −′ =  

4. initialize H, E(X') to φ  // H and E(X') store the hash value and encrypted m sage respectively 

5. for (i=0; i≤t-1; i++)    
6.  for (j=0; j≤7; j++)      // 8-round encryption start  

7.   run mTEA on each block j
iX′   //  for ensuring confidentiality 

8.  end for 
9.  obtain E(X'i)        // obtain encrypted ith block of  X'  
10.  compute E(X')=E(X') || E(X'i)   // form encrypted payload 
11.  compute Hi=(Extract LSB E(X'i)) mod 4 



 μSec: A Security Protocol for Unicast Communication in Wireless Sensor Networks 267 

12.  compute H=H || Hi 

13. end for 
14. search S-box to find out the matched value for H 
15. obtain search_result 
16. compute MDC=search_result 
17. generate 7-tuple packet   // attributes of the packet are destination address, type, length, 

source address, E(X'), r
scounter , MDC 

18. increase value of r
scounter  by one  

19. send 7-tuple packet to receiver 
End 

3.4.2 Receiver 
Input: 7-tuple packet from sender/transmitter node 
Output: Detection of replay attack and checking of basic securities 
Begin 
1. receive 7-tuple packet from sender 
2. check packet header i.e. destination address // verify whether the packet is for the  

intended receiver 

3. retrieve r
scounter  value from the packet 

4. if ( r
scounter value in the packet = r

scounter value stored in the receiver) // check for  

                     replay attack 
5.  accept packet 

6.  increase r
scounter  value by one 

7. else 
8.  reject packet 
9. exit 
10. obtain encrypted payload ( )E X′ from the packet 

11. split the payload ( )E X′ into t blocks each of 64 bits  // 0 1 2 t 1X x x x ...x −′ =   

12. initialize D(X') and H to φ     // H and D(X') are to store the hash value and decrypted  

           message respectively 

13. for (i=0; i≤t-1; i++)    
14.  for (j=0; j≤7; j++) 

15.   run mTEA on each block j
iX′   // for confidentiality check                                      

16.  end for                                                         
17.  obtain D(X'i)        // obtain decrypted ith block of  X'  

18.  compute Hi =( Extract LSB D(X'i)) mod 4 
19.  compute H=H || Hi 
20. end for 
21. search S-box to find out the matched value for H 
22. obtain search_result 
23. compute MDC = search_result 
24. if (computed MDC = MDC in the packet) // integrity and authenticity check 
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25.  accept packet 
26. else 
27.  reject packet 
28. end if 
End 

4 Performance Analysis 

The effectiveness of the proposed scheme for securing unicast communication re-
ported in the earlier section is evaluated both by qualitative and quantitative analyses. 

4.1 Qualitative Analysis 

In this section primarily justification of selecting mTEA over other existing algo-
rithms for encryption/ decryption is provided through qualitative analysis based on 
their memory requirements, CPU cycle count and average throughput to code size 
ratio.  

4.1.1 mTEA vs. Its Competitors 

Memory requirements 
The cryptographic algorithm mTEA used in μSec-U has been compared with other 
existing cryptographic algorithms such as modified DES (mDES) [10], Skipjack [8], 
XTEA [10]. The memory usages in Figure 3 clearly reflect that mTEA outperforms 
all the other cryptographic algorithms with respect to total memory requirements.  
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Fig. 3. Memory requirements for different ciphering schemes 

CPU cycle count 
The CPU cycle time requirement gives a measure of computational complexity and 
energy consumption. The amount of energy consumed is directly related to the CPU 
cycle time. Considering the amount of energy consumed per CPU cycle is fixed, 
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energy consumption is measured in terms of number of CPU cycles required for ex-
ecuting per data block of plaintext/ciphertext processed. The CPU cycle time required 
for encryption and decryption of various algorithms is shown in Figure 4. We observe 
from the figure that encryption and decryption cycle counts are minimum for mTEA 
thus ensuring that energy consumed is also least. 
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Fig. 5. Ratio of Average Throughput (bits/sec) to Code Size 

Average throughput to code size ratio 
We have also used the ratio of average throughput to the code size in logarithmic 
scale as a parameter for comparison. The ratio is calculated as- 

  10
AverageThroughput

10 log
CodeSize

 
×  

 
. 

As throughput is defined as the number of bits processed per second by an algorithm, 
it influences the performance of the algorithm. The ratio described above can be re-
garded as the figure of merit for the encryption/decryption algorithm. The value of 
this ratio for the different ciphering schemes is shown in Figure 5. 
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4.1.2 Overhead Comparison 
Table 2 gives a comparison of μSec-U with TinyOS, TinySec and TinySec (AE). The 
comparison table illustrates that μSec-U outperforms all the other protocols in terms 
of security overhead. As all the schemes have evolved from the basic TinyOS scheme, 
the last two columns in the table are the illustration of how much increase in overhead 
over TinyOS has taken place in all the schemes with respect to packet size and band-
width respectively. In packet overhead calculation we have used the term byte time, 
which is the time taken to transmit a single byte of data over the radio [4]. Also a 28-
byte start symbol and a 4-byte synchronization message are also introduced as an 
extra overhead. 

Table 2. Comparison of packet overhead 

Scheme Payload 
size 

(Bytes) 

Packet overhead 
(Bytes) 

Total 
Size 

(Bytes) 

Transmis-
sion time 

(ms) 

Size  
increasing 

over  
TinyOS 

(%) 

BW  
overhead 

over  
TinyOS 

(%) 

Header 
overhead 

Security
overhead

TinyOS 24 39 - 63 26.2 - - 
TinySec 24 38 2 64 26.7 1.58 1.7 

TinySec(AE) 24 40 4 68 28.8 7.9 7.3 
SenSec 24 40 4 68 28.8(e) 7.9 7.3 
Minisec 24 47 3 74 31.3(e) 17.38 16.9 
μSec-U 24 40 4 68 28.8(e) 7.9 7.3 

4.2 Quantitative Analysis 

In this section simulation results are presented. 

4.2.1 Simulation Environment 
Simulation of μSec-U is performed using TOSSIM (version 1.0), which is a discrete 
event simulator for WSN having nodes supporting TinyOS. In simulation the key has 
been randomly assigned, with every node having a unique key. We consider radio 
model as “simple” which is implemented in TOSSIM for testing single-hop algo-
rithms. TOSSIM does not provide any power/energy consumption model. We assume 
the random model of ADC [17] where whenever sampling takes place it returns a 10-
bit random value. Further, TOSSIM models EEPROM by means of a large, memory 
mapped file which is anonymous and is not available at the end of current session. 
However, we have used a name file which allows the EEPROM data to persist across 
multiple simulation invocations. 
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Table 3. Simulation Parameters and values 

Parameters Value 
Number of nodes 5 

Radio propagation speed 3×108 meters/s 
Radio speed 19.2 Kbps 
Payload size 24 bytes 

CPU clock speed 8 MHz 

 
We implemented μSec-U in nesC code [18], the programming language used for 

TinyOS. The relevant parameters used for simulation and their associated values are 
listed in Table 3. 

4.2.2 Simulation Metric 
As energy consumption by a node is greatly influenced by the time taken for crypto-
graphic computations, we have analyzed the cryptographic computation time in a 
node. The cryptographic computation time considers the time required for encryption 
/decryption at the sender/receiver. 

4.2.3 Simulation Results 
We have simulated our proposed μSec-U scheme using TOSSIM for determining the 
efficiency of the ciphering algorithm employed in the scheme as well as for evaluating 
the authentication/integrity and replay attack protection mechanism used in the same. 
For these experiments, a network consisting of 5 sensor nodes are used for accurately 
determining the details of communication. The simulation is performed at a scale of 
0.5 times the real speed in order to study the message exchange between the nodes. We 
have run the simulation 10 times and each time results are collected from one random-
ly chosen node. Finally, we have taken the average of the results and plotted. 
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Fig. 6. Cryptographic computation time 
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Time required for cryptographic computations for encryption and decryption are 
plotted in Figure 6. Our primary observation is that as the number of packets increases 
the cryptographic computation time required for both encryption and decryption in-
creases. To be more specific if number of packets is 10, cryptographic computation 
time required for encryption is 2.5 μs whereas for decryption it is 10 μs. Also if num-
ber of packet is 100, cryptographic computation time required for encryption is 21 μs 
and same for decryption is 160 μs. This is due to the fact that as the number of pack-
ets increases the time required for cryptographic computation also increases. Also it is 
observed that cryptographic computation time required for decryption is more than 
that for encryption. This is because during decryption more number of constraints are 
involved such as checking the packet header and retrieving the counter value from the 
received packet before doing the actual decryption process. 

4.2.4 Comparative Study 
Further, we compare μSec-U with TinySec based on the parameter cryptographic 
computation time for encryption and decryption. 

Figure 7(a) shows that with number of packets up to 50, time required for encryption 
of the packet in μSec-U is nearly same as that of TinySec. But when the number of pack-
ets increases beyond 50, the time required in μSec-U is lesser than TinySec by about 
18%. However, we observe that computation time required for decryption (Figure 7(b)) 
is about 11% more in case of μSec-U than TinySec. This is due to the constraints in-
volved in counter value checking at the time of reception. This small overhead is afford-
able for getting replay attack protection which is not provided by TinySec. 
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Fig. 7. Time required for cryptographic computations 

5 Conclusion and Future Works 

The proposed securing protocol μSec-U offers defense against replay attack in addi-
tion to provide fundamental security features for unicast communication. During the 
protocol design emphasis is given such that it meets both the desired requirements of 
keeping it lightweight in presence of resource-constrained nodes while achieving 
high-level security features. It uses lightweight cryptographic algorithm requiring less 
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overhead in terms of computations and energy consumption. The μSec-U has been 
simulated in TOSSIM simulator, the simulator used for simulating protocols based on 
TinyOS. A detailed comparative analysis is performed where it is shown that our 
scheme requires significantly less overhead than its competitor scheme while both the 
schemes defend replay attack in addition to providing basic securities. To make our 
solution a complete one, as a future extension, the scheme may be extended for secur-
ing broadcast communication. 
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Abstract. Content-Centric Networking (CCN) is one of the most promis-
ing research area for a future Internet. The goal is to obtain a more scal-
able, secure, collaborative Internet supporting context-aware services.
However, as a new overlay infrastructure, CCN raises the need of a new
monitoring architecture to assess security of CCN devices. In particular,
the stateful nature of CCN routers introduces new attack threats that
need to be addressed. We propose in this paper a monitoring approach
for the instrumentation of CCN enabled network nodes. The rationale of
our monitoring approach is demonstrated through real experimentations
to detect and mitigate network level attacks against CCN.

1 Introduction

Content-Centric Networking (CCN) is a new routing paradigm developed at
PARC by Van Jacobson et al [14] but also known as Named Data Networking
at a larger scale [20]. Based on the observation that today’s communications
are more oriented toward content retrieval (Web, P2P, etc.) than point-to-point
communications (VoIP, IM, etc.)[18], CCN proposes to deeply revise the In-
ternet architecture to best match its current usage. In a nutshell, contents are
addressable, routable and authenticated, while their locations do not matter any-
more. They can be replicated and stored (especially popular contents) on any
CCN node. People looking for a content can securely retrieve it from the best
locations available.

On one side, the client-server architecture needs more and more investments in
expensive content delivery networks and server farms to be scalable. Agreements
between ISPs (Internet Service Providers) and content providers tend to benefit
to big web-actors that centralize user-generated contents. On the other side, the
P2P paradigm makes an inefficient use of resources being mostly unaware of the
physical location of the peers. In this context, we think that CCN could be an
answer to the challenges that Internet will face in the near future and deserves
research efforts from the community to properly investigate the applicability of
this paradigm.

From a management point of view, Content-Centric Networking introduces
new challenges. Firstly, it is hard for a content provider to monitor and control
the diffusion of its content over the network after the initial release which leads
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to accountability issues because content can be distributed from any CCN node
without requesting the original provider. While it is an important quest from
a management point of view, we focus on the security aspects which present a
more critical drawback of early deployment of CCN. Secondly, CCN routers are
stateful as the route between a content and the requester has to be memorized.
This stateful nature can lead to new possible DoS (Denial of Service) attacks
which exploit the CCN routers limited memory size and these kind of attacks
must be detected and mitigated. In this paper, we address this second issue
because we think that security issues could highly decrease the appeal of the
technology and reduce further research efforts. To that end, we (1) model a
DoS attacks and (2) propose a Monitoring Architecture for Content-Centric
Networking which is able to detect them.

Section 2 gives a brief overview of Content Centric Networking and its pos-
sible attacks. Section 3 describes our monitoring architecture adapted to CCN
devices and our strategy to detect malicious traffic based on Support Vector
Machines (SVM). Section 4 presents the experiments assessing the detection of
real network attacks by the monitoring architecture. Finally, Section 5 presents
the related work and Section 6 concludes the paper and outlines future work.

2 CCN Background

2.1 CCN Paradigm

Themain idea behind CCN (also called NamedData Networking[3]) is a paradigm
shift towards content oriented networking and routing. Today’s Internet relies on
the well established communication paradigm in which two end-points communi-
cate over a network. However, regarding the behavior and habits of today’s users,
there is a strong shift towards content and not the location where this content is
stored. Today, Internet is becomingmore andmore a content distribution network.
Therefore some claim[11] that the best approach is to start from scratch building
a new Internet architecture. However this involves long term investments for ISPs
and CCN can thus be used over the already established architecture (for example
CCN over IPv6).

2.2 CCN Node Model

CCN has two main types of packets, Interest and Data as seen in Figure 1. A user
who wants to access a certain content sends out an Interest packet, specifying
the name of the content (as defined by CCN nomenclature ContentName) to
all its available faces. A Face can be anything which can serve as medium for
transmitting and receiving data. A node which receives this packet and that can
’satisfy’ the Interest sends out the corresponding Data packet onto the face from
which it received the Interest. By definition, CCN nodes are stateful and only
send Data if there was an Interest beforehand.

Data can only ’satisfy’ a specific Interest if the ContentName of the Inter-
est packet is a prefix of the Data packet. CCN names are defined in [14] as
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(a) Interest Packet (b) Data Packet

Fig. 1. CCN packet structures

opaque, binary objects composed of an (explicitly specified) number of compo-
nents. This structure allows a fast and efficient prefix-based lookup similar to
the IP lookup currently used. It also allows names to be context dependent
i.e. /ThisRoom/Printer references a printer in the current room. This context-
naming could make possible efficient context-aware service discovery in the future
Internet of Things.

CCN nodes are composed of three main table structures which handle the
forwarding of packets. At the arrival of an Interest packet on any given face,
the engine performs a longest-match lookup on its structures and action is taken
depending on the lookup result. The first structure to be searched is the Content
Store. It can be seen as a buffer memory of past Data packets on the current
router. IP routers also have such a buffer but it is purged once the packet is
forwarded. The Content Store however preserves the Data packet based on LRU
(Least-Recently-Used) scheme and enables therefore a fast retrieval of currently
popular demands. If there is a match, the router forwards its local copy of the
content to the face on which it received the Interest and updates its Content
Store accordingly.

If there is no match in the Content Store, the lookup is launched on the next
structure which is the PIT. The PIT stands for Pending Interest Table and keeps
record of Interests waiting to be resolved upstream by other content source(s).
If a received Interest matches an entry in the PIT, the engine compares the
faces recorded for that entry. If there is already one existing, no update is made.
Otherwise, the face from which the Interest was emitted is simply added to the
list of already waiting faces.

If no match-up is found in the PIT then the engine searches in its last struc-
ture: the FIB. The Forward Information Base keeps record of potential content
source(s) and works similarly to its IP counterpart except that it stores a list
of possible providers for a given name rather than a single one only. If a match
is found, the engine then creates a PIT entry for the given Interest and it is
forwarded to all faces specified in the FIB entry. If no match could be made, it
means that the current router has no information on the demanded content and
discards the Interest.
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CCN has also built-in strategy and security layers. The strategy layer is used
to define policies to select which face is the best for given contents. In fact,
due to its design, FIB entries contain multiple faces. CCN can send periodically
Interests to all outgoing faces without fearing of loops and thereby testing which
of the faces responds the fastest. This one will be used as preferred until another
round of this experiment yields to a different result. Criteria for experimentation
interval can be a threshold of packets sent, a time out, change of the SSID(Service
Set Identifier), etc.

The security layer ensures that the content received by a previously announced
Interest is authentic. As in CCN only the content matters but not the route it
takes, the only thing which needs to be checked for authenticity, consistency and
integrity is the content itself which reversely means that end-to-end encryption
is not needed any more. Key management is another issue often discussed. In
[14,13], several solutions are discussed which range from a PKI to PGP like
web-of-trust.

2.3 Threats Description

Content Centric Networking improves the security of Internet communications in
many ways. First of all, CCN messages can not be sent toward a node without
any prior Interest request from that node which makes the classical denial of
service scheme inefficient as the attacker would need his target to generate a lot
of Interests to enable the DoS attack. Also, CCN strongly relies on cryptography
to authenticate the contents so that users can clearly know who emitted the
content and can discard those from untrustworthy sources to avoid malware.
If CCN improves security in some points, it also raises the possibility of new
kind of attack. Unlike a terminal host which is less exposed to attacks, CCN
routers are more vulnerable than IP routers because of their stateful nature and
the management of their inner tables from which result their performance and
quality of service.

By focusing on CCN routers, new kinds of Denial of Service can be performed.
We categorize these attacks regarding the tables they target.

PIT Attack. A first attack can be focused on the Pending Interest Table. This
table is critical because of the stateful routing of CCN network. If an attacker can
manage to fill the PIT with a lot of forged Interests, legitimate Interests might
be dropped, resulting in the denial of service of the pending communications.
The attack is easy to achieve from the technical aspects. The attacker only needs
to generate a lot of Interests whatever is the requested content in order to create
entries in its PIT. Such an attack would benefit from distributed attack sources
that would make it more difficult to detect. Therefore, the monitoring of the PIT
to avoid flooding is a critical point for a safe and efficient CCN infrastructure.

FIB Attack. Unlike the IP address space, the CCN address space is not clearly
bounded as domains are defined through strings rather than a small IP prefix.
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Therefore, a possible attack consists in generating and advertising a lot of con-
tents belonging to different domains in order to fill the FIB on a face of the router.
In that way, new legitimate domains can not be routed through the CCN device
which interface is full. This DoS is critical because one of the major interest of
CCN is to allow end-users to directly diffuse their content in a peer-to-peer way
instead of relying on big Internet content providers. This attack could reduce
the diversity of routable domains and consequently the interest of CCN.

Content Store Attack. DoS can also be launched against the Content Store in
order to decrease the efficiency of the caching mechanism which is one of the main
components that provides the incentive to deploy CCN infrastructures. Accord-
ing to the caching policy, an attacker could generate a lot of download requests
for unpopular contents which would modify the distribution of the downloaded
contents and update the cache in a inefficient way. From a technical point of
view, this attack is hard to achieve for a single attacker as it would need a lot of
bandwidth to have a significant impact on the distribution of contents passing
through the router.

3 Monitoring Architecture

3.1 Requirements

The monitoring task consists of collecting information about the functioning and
the current status of the CCN nodes. The objective is to correctly select and
process the necessary information to highlight important facts. In this paper,
we focus on the detection of anomalies resulting from attacks. As CCN works
in a distributed manner with independent nodes, monitoring the network from
a global perspective is thus hard. A solution could counter this problem by
leveraging a central service interacting with a large set of CCN devices to collect
and analyse information. However, this raises serious issues about reliability and
scalability and does not fit to the CCN paradigm where each node has to be
involved in the functioning of the network including the security related aspects.

Therefore, to stick to the CCN paradigm, our architecture is implemented at
each CCN device which has to monitor itself for detecting anomalies. As pre-
sented in the previous section, a device has three main components: the FIB,
the PIT and the Content Store. Each of them plays a crucial role in the well
operation of CCN. For example, an abnormal Content Store can provide faulty
contents or make the caching inefficient; a badly populated FIB may entail erro-
neous forwarding and so, some content may not be accessible any more similar
to a bogus PIT which leads to disrupt the data content transmission over the
back path of a request. Therefore, all of these three tables have to be monitored.

The objective of our monitoring architecture is to detect attack patterns by
monitoring the recent past activity over the three tables. Since they may contain
many information which are related to many actions (lookup, updates, etc.),
monitoring and keeping track of all individual entry or action requires many
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resources that may delay the process or even affect the entire functioning of a
node up to a denial of service in the worst case. To guarantee the scalability
and the timeliness, our architecture is designed to represent the three monitored
tables by condensed metrics which values can be easily tracked along time.

Finally, devices can also share knowledge for detecting the attacks, in particu-
lar for highly distributed ones like DDoS, as well as for preventing future ones or
recovering efficiently from anomalies. This may be provided as a content where
devices can express their interest through the underlying CCN itself. However,
as the individual monitoring is already required prior, our paper focuses on it.

3.2 Instrumentation

As explained in the previous section, there are different components of a CCN
node that can be monitored for detecting malicious activities. All of them are im-
pacted and/or impacts the network activity. For example, a node may receive an
Interest (ingoing network activity) which has to be forwarded (outgoing network
activity), this will update its PIT. Therefore, monitoring the network activity
will track the global functioning of a node and its internal components without
having a particular monitoring function for each of them.

For detecting attacks, network statistics are retrieved periodically from the
CCNx implementation [2], every τ seconds. So, for each time window t, the
following metrics are considered for all active faces of the CCN devices:

– recv bytt: number of received bytes per second
– sent bytt: number of sent bytes per second
– recv datat: number of received Data packets per second
– sent datat: number of sent Data packets per second
– recv intrt: number of received Interests per second
– sent intrt: number of sent Interests per second

We also consider more synthetic values on the router status that are also provided
by the CCNx implementation:

– on Content statistics: number of accessionedt, storedt, staledt, sparset,
duplicatedt and sentt contents

– on recent Interest statistics: number of namedt, pendingt, propagatingt and
notedt Interests

– on total Interest statistics: number of acceptedt, droppedt, sentt and stuffedt
Interests

3.3 Classification Algorithm

The objective of the classification algorithm is to label each time window as
anomalous or benign. A time window ti is a tuple defined as:
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< recv bytti , sent bytti , recv datati , sent datati ,

recv intrti , sent intrti , accessionedti, storedti ,

staledti, sparseti , duplicatedti, sentti , namedti ,

pendingti, propagatingti , notedti , acceptedti,

droppedti , sentti , stuffedti >

This paper leverages Support Vector Machines (SVM) [7] which are able to effi-
ciently classify data, even if the data points are not separable linearly, while the
complexity remains low [19] allowing our solution to detect in real time attacks
affecting the monitored CCN nodes. For sake of clarity, we have considered a sin-
gle attack at a certain time which is handled by 2-class SVM. However, multiple
attacks could be detected by building a unique multi-class classifier [9].

2-class SVM is a supervised method and so requires M training samples:
Train = {(t1, l1), . . . , (tM , lM )} with li = 1 if the time window ti contains an
attack, else −1. For enhancing the data separability, these samples are mapped
into a higher dimensional space. Defining an efficient mapping function, φ, is
a difficult task because it corresponds to add an additional dimensional space
over data not given by any features. This however may be avoided by using the
kernel function defined as:

K(ti, tj) = 〈 φ(ti).φ(tj) 〉 (1)

Because our data points are vectors representing the different metrics of a time
window, the Radial Basis Function (RBF) is adapted:

K(ti, tj) = e−q||ti−tj || (2)

where q is tunable. Different values for q have been tested to choose an optimal
which provides the best result.

Once in the space, the points may be linearly separable by a hyperplane
which divides the samples of two classes with the maximum margins regarding
the hyperplane. This leads to the following optimisation problem.

max
∑

ti∈Train

αti −
1

2

∑
ti∈Train
tj∈train

αiαj liljK(ti, tj) (3)

subject to where C = 1.0 determined through initial experiments:∑
ti∈Train

αili = 0

∀ ti ∈ Train, 0 ≤ αi ≤ C

(4)

As highlighted by these equations, the problem solving leads also to determine αi

which is used afterwards for classifying a new time window. A major advantage
of SVM is that it relies on a subset of initial samples for the decision function,
i.e. the support vectors which represent the training points such that αi �= 0.
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Assuming, tx, a time window which requires a prediction about the attack, it
will be labelled by the following function:

f(tx) = sgn(
∑

(ti,li)∈Train,αi =0

αti liK(ti, tx) + b) (5)

4 Experiments

4.1 Attack Description and Test Environment

The most critical threat among the three described in Section 2.3 is clearly
the attack on the PIT table. Attacks on Content Store can just reduce the
efficiency of the cache and therefore do not present critical security issues. Also,
attacks on the FIB will become critical when large deployments of CCN will
occur, with many providers announcing contents, while PIT attacks is already
a threat for local deployments involving few CCN nodes. Therefore the main
threat we want to address when monitoring CCN nodes is the Pending Interest
Table DoS attack as described in section 2.3. To realize the detection, we first
implemented different attack strategies against the PIT in a single attack tool
based on the source code of the ccndsmoketest [1] program provided in the CCNx
implementation. The PIT stores Interests according to the faces they belong. To
fill the PIT table we have to consider two dimensions, the number of faces created
and the number of Interests requested.

– Burst attack: sending multiple Interests to multiple faces. Our first strat-
egy sends a given number of Interests on a given number of faces. In ex-
treme scenarios, we can send a lot of Interests to a single face or send a
single Interest to several faces. Both dimensions can be combined leading
to the following definition Attack1(#packets,#faces) with the aforemen-
tioned remarkable values: Attack1a(1, n), Attack1b(n, 1), Attack1c(n, 100),
Attack1d(100, n) where n defines the attack aggressiveness and may be tuned
to study the impact of the attack.

– Long duration attack: keeping alive multiples faces with periodic Interests.
Our second strategy consists into making the DoS more efficient by keeping
alive a lot of faces with a small number of Interests that we send periodically.
In this case, the attack aggressiveness, n, is the number of targeted faces. In
this paper, keep alive Interests are sent every t = 4 seconds.

Our test-bed is composed of this attack tool and of two CCN devices running
the routing daemon ccnd provided by CCNx. Both devices are on an restricted
network used for this purpose. For each step in the experiment we transfer a
366MB video file from one device to the other.

We defined the impact factor of our attack as the time overhead introduced
when transferring a content between our two CCN devices. Figure 2 shows the
impact of the number of Interest packets we inject while targeting a constant
number of faces. Firstly, we vary the Interest packet generation to inject them
over one face (Attack 1b). The later we use the same principle but we inject them
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Fig. 2. Impact of varying # of packets (attack 1b, 1c)

Fig. 3. Impact of varying # of faces (attack 1a, 1d, long duration)

on 100 faces (Attack 1c). Figure 3 is similar but we vary the number of faces while
maintaining a constant number of injected Interest packets (Attack 1a and 1d).
Logically, performances are more degraded when the number of faces or Interest
packets increase in particular if both are combined (attack 1c and 1d). Moreover,
multiplying the number of faces used has a similar effect than sending multiple
Interest packets. The second attack strategy, keeping alive many interfaces, can
also significantly degrade the performance.

4.2 Attack Detection

As previously described attack detection is based on SVM analysing metrics over
time windows. In our evaluation, the size of a window is set to one second. To
assess the detection, the following metrics are used:

– the True Positive Rate (TPR): proportion of correctly identified windows
presenting an attack,

– the False Positive Rate (FPR): proportion of windows without attack clas-
sified as attacks.

In order to strengthen our evaluation, only one third of the data is used for
the training while the remaining is considered for testing and computing the
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Fig. 4. True Positive Rate

Fig. 5. False Positive Rate

previous metrics. Each experiment is run 10 times including a shuffle of windows
for computing the average TPR and FPR. Initial experiments have been done to
configure SVM for obtaining a good trade-off between TPR and FPR by using
5000 packets respectively faces as initial data.

In Figure 4 the true positive rate is plotted regarding the attack aggressive-
ness. This corresponds to the number of Interest packets for attacks 1b and 1c.
The latter 1c is detected easier since the number of faces is multiplied meanwhile
by 100 compared to 1b. Once the attack aggressiveness reaches 10,000 Interest
packets, the TPR is higher than 95%. Similarly, the attack 1d is easier to moni-
tor than 1a as the number of sent Interest packets is 100 times higher. Finally,
the attack based on keep-alive Interests is well detected in any cases. In fact,
such an attack last a longer time and is consequently much more visible.

Figure 5 shows that FPR remains low in most of cases. For the attacks 1b
and 1c, generating a lot of Interests, they are never above 2%. The worst values
are obtained for attacks involving a lot of faces (attack 1a, 1d and long duration
attack) which seems contradictory as these attacks should be recognized easier
when the number of solicited faces increases. In fact, this is due to two biases
that we have investigated manually. First, the monitoring interface provided by
CCNx gives metrics that are smoothed regarding the time. Hence, the impact of
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an attack is still visible on the monitoring interface in several time slots once it is
finished (slow decrease of certain values over time) implying false positives. This
all the more true with the keep alive which inject Interest packets periodically.
This finding raises the need of a more accurate monitoring of inner values of CCN
nodes for security purpose. Second, attacks involving many faces are longer to
execute, which leads to have less windows without attacks. Thus, the training
becomes less efficient for normal windows resulting in more false positives.

5 Related Work

5.1 Alternative Content Oriented Approaches

There are several architecture, like CCN, which aim to shift away of today
Internet point-to-point primitives, move to a more data-oriented and content-
centric paradigm, replace the end-to-end communication network model by pub-
lish/subscribe model of a distribution network and to used cached copy of content
for faster retrieval. Main differences between the different research approaches
are the content naming scheme and how inter-domain routing is handled.

TRIAD [6] was the first to propose such an architecture. Names in TRIAD
are based on URLs and use DNS for their resolution. Furthermore directories
are used to map content to a replica server close-by. Shortly afterwards Brent
Baccala in [4] expressed a similar idea of moving a more content-centric approach.

In 2007, Koponen et al. renewed the idea of a content-oriented network at
Berkeley. DONA[15] was the name of this project. They followed another idea
which consists into replacing DNS with flat and self-certifying names avoiding
PKI for key verification.

The PSIRP[17] project introduces an architecture based on rendezvous points.
Content is publish at the source. Each pieces has two labels, a public label used
for the subscription to the content a private label used to verify the publisher.

Another research project focusing on content-centric networking is the 4WARD
NetInf[8] project. Content is published using information units called Informa-
tionObject (IO). As in general every IO needs a unique identifier by which it can
be referenced, a multi-level DHT (Distributed Hash Table) handles the name res-
olution and location lookup for a given IO.

5.2 Research Efforts on CCN

The most popular architecture for research purposes is the Content Centric Net-
working proposed by Van Jacobson et al [12] from early 2007 and later introduced
to the research community [14] in 2009. CCN current development is quite ad-
vanced thanks to the CCNx open source framework [2]. PARC pursues research
efforts of their architecture, describing and implementing advanced features and
functionalities as the capacity of CCN to transport voice [13] with the adapted
architecture. Many issues are described in [20] and still need to be addressed to
make CCN (or Named Data Networking) a viable solution, for example: the scal-
ability of routing on names, the efficiency of key management, the management
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of contents or the security of CCN nodes are critical questions deserving research
efforts. Also, the design of a complete model to better understand the working
and the benefit of a CCN architecture according to the network configuration,
as proposed by Carofiglio et al [5], is an important step forward. Privacy on the
Internet is more than ever a critical topic. DiBenedetto et al proposed in [10]
a application over CCN that enables privacy preserving communications while
introducing less relative overhead than TOR running over IP.

Among researches on CCN, a only few security issues have been investigated.
In his master thesis, Tobias Lauinger [16] identified several attacks related to
caches, in particular denial-of-service attacks against CCN routers, but he only
investigated another attack ”cache snooping” that enables attackers to efficiently
monitor which content their neighbours are retrieving.

6 Conlusion

We presented in this paper a first monitoring architecture for CCN. While this
new paradigm worth being investigated for the sake of future Internet, it also
raises new management challenges we presented in this paper. Among those,
we investigated one of the most important problem affecting CCN devices: the
possible denial of service through the flooding of the PIT table. To address this
issue, we used the monitoring features of the reference implementation coupled
with a classification algorithm based on SVM and which can efficiently detect
such attacks with a small computational cost. In fact, we implemented and
experimented different attack strategies to perform DoS and all of them can
be detected with very low error rates, which could be even lower with a more
accurate report of operating values.

Our research opens directions for a lot of future works. First of all, our de-
tection mechanism will be implemented within the CCNx libraries in order to
enable real-time detection and the usage of associated countermeasure to mit-
igate attacks. We will then extend our monitoring architecture to monitor the
other tables (FIB and Content Store tables) to detect other types of attacks.
Finally, we want to extend our test-bed and generate more realistic traces in-
cluding traffic from different applications. Attack detection was the focus point
of our approach and future work will also focus on attack prevention.
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Abstract. This paper shows how to extend RBAC sessions with dy-
namic aspects to deal with user switch. Users can authenticate using their
functions which will create a dynamic session and automatically activate
a set of privileges associated with this function. A dynamic session can
be joined, leaved, restarted and reused by authorized users. Moreover,
a user can switch the session to another user in order to continue the
task by preserving the working context. We discuss in this paper how to
manage users privileges in the dynamic session and how to deal with the
switch mechanism.

1 Introduction

The delegation of privileges (permissions, roles) and duties (obligations, respon-
sibilities) has been well studied in recent years and many RBAC extensions have
been suggested to deal with these requirements [21,5,14,16]. In this paper we
aim to introduce a new concept of dynamic session delegation which we call
switch. Unlike traditional delegation models we consider that users may be able
to “delegate” their whole activated session including their activated privileges
and duties, but also their working context which contains running applications
and files in use. Hence, the delegatee can continue to run the session exactly like
the initial user without impacting the applications or services that are connected
to this session, and without any additional authentication burden. This is very
useful in many situations such as the continuity of work, where constant online
user is required, or in the case of emergency management (e.g., in healthcare or
public safety).

We first extend the notion of session suggested in RBAC [15] by dynamic
session to enable (1) shareability: more than one user can use the same session
(collaborative work), (2) reusability: a session can be reopened while keeping the
same states and environments, (3) switchability: a user can transfer his session
to another user which can be in a different time space or location. We focus in
this paper on this last property and we consider that a session switch involves
on itself an authentication, so that the user can directly access to the session
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Fig. 1. Function authentication

without additional authentication and can have the whole privileges that are
activated in this session. To deal with this aspect we introduce a new concept
called function. A function can be seen as a job title, such as doctor on duty,
that can be used as a virtual identity for the user (see figure 1). This means
that, to be authenticated users can provide their function instead of their own
identity. Once authenticated, they act as a function and a set of privileges (e.g.,
roles) that are associated with this function are automatically activated. Hence,
if the user switches to another user, this later is authenticated through the same
function and can reuse the session with the same environment. Moreover, in the
case of collaborative work, many users can be authenticated through the same
function and then can share the same session. During the session switch the user
activity can be changed, it is what we call activity switch. This allows the user to
reuse the working context in order to fulfill another task. Moreover, the working
environment can be modified, in order to preserve the user privacy, for instance.
It is what we call context switch.

These new concepts of switch have been introduced in [8] where authors have
defined a new model called Smatch (Secure MAnagement of swiTCH) to deal
with dynamic session. The Smatch model provides means to specify expres-
sive contextual access control and authentication policies which apply to control
functional behavior of dynamic sessions. We base our work on this model and
we propose to extend the concept of switch in order to deal with the security
administration. In fact, the notion of dynamic session and function authentica-
tion have been defined in this model, but the management of the security policy,
which encompass users’ actions on the dynamic session, has not yet been ad-
dressed. We show in this paper how the security administrator can define the
security policy related to the function activation, the session joining/leaving, the
user switching, the context switching or the function delegation.

This paper is organized as follows. In section 2, we present the basics of
the smatch model that we need for our work. In section 3, we give a detailed
description of dynamic sessions and how functions are managed in our model.
In section 4, we focus on the notion of switch and how to manage the security
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policy in this context. Namely, how to manage users privileges in the dynamic
session and how to control the switch mechanism (user and context switch).
Finally, in section 5, we propose an implementation of our model using Eyeos,
an open-source web based Operating System.

2 System Description

Our work is based on the Smatch model [8] which is defined as an extension of
the Organization-Based Access Control model OrBAC [6]. This model is based
on first order logic with action. First order logic is used to represent the system
state at a given time. A system state is represented by a set of ground facts and a
set of derivation rules having the form P1∧...∧Pn → P . The derivation rules are
syntactically compatible with Datalog [18]. Negative literals are allowed if it is
possible to stratify the derivation rules. Stratifying a Datalog program consists
in ordering derivation rules so that if a rule contains a negative literal then
the rule that defines this literal is computed first. A stratified Datalog program
with negation is computable in polynomial time through the computation of
a fix point. Starting from the initial state, the system state can then change
due to the execution of actions. Actions are specified through dynamic effect
laws having the following form: A(s, o) causes P if Q1 ∧ ... ∧Qn where A(s, o)
represents the execution of action A by subject s on object o and P,Q1, ..., Qn
are negated or unnegated application-dependent predicates.

In this model there are several concepts that are necessary to specify dynamic
session and switch. Firstly, the concept of organization is central, which means
that several organizations may specify their own security policy. More precisely,
we will use the notion of dynamic organization [2] used in the smatch model
to deal with dynamic session. Secondly, the administration model proposed by
OrBAC [9] is very expressive and provides means to deal with different kinds of
delegations [4,3], which is useful to manage the function switch. Moreover, the
concept of context is explicitly introduced [6], this means that every security
rule (permission, prohibition and obligation) can be associated with a context
defined as constraints that a subject must satisfy to activate the rule. This allows
us to define dynamic security policy. We give in the following the basics of the
Smatch model that we need for our work.

The security policy is specified at the organization level that is independent of
the implementation of this policy. Thus, instead of modeling the policy by using
the concrete concepts of subject, action and object, it is specified using the roles
that subjects, actions or objects play in the organization. The role of a subject
is simply called a role, whereas the role of an action is called an activity and the
role of an object is called a view. A view is an organizational concept used to
structure the policy specification, i.e., a view groups objects to which the same
security rules apply. We consider that there are nine basic sets of entities: Org
(a set of organizations), F (a set of functions), S (a set of subjects), A (a set
of actions), O (a set of objects), R (a set of roles), A (a set of activities), V (a
set of views) and C (a set of contexts). And we consider the following built-in
predicates:
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– Assign is a predicate over domains Org × S × R. If org is an organization,
s a subject and r a role, Assign(org, s, r) means that s can activate role r in
org.

– Empower is a predicate over domains Org×S×R. If org is an organization,
s a subject and r a role, Empower(org, s, r) means that role r is activated by
subject s in org.

– Use is a predicate over domains Org ×O× V . If org is an organization, o is
an object and v is a view, then Use(org, o, v) means that org uses o in v.

– Consider is a predicate over domains Org×A×A. If org is an organization,
α is an action and a is an activity, then Consider(org, α, a) means that org
considers that action α implements activity a.

– Hold is a predicate over domains Org×S×A×O×C. If org is an organization,
s a subject, α an action, o an object and c a context, Hold(org, s, α, o, c)
means that within organization org, context c holds between s, α and o.

A security policy corresponds to a set of contextual organization privileges. Ab-
stract permissions are defined using the following predicate:

– Permission is a predicate over domains Org×R×A×V ×C. More precisely,
if auth is an organization, r is a role, v is a view, a is an activity and c is a
context, then Permission(auth, r, a, o, c) means that auth grants permission
to s to perform activity a on view v in context c.

Concrete permissions are derived from abstract permissions when the associated
context holds (prohibitions and obligations are similarly defined). Five kinds of
contexts have been defined [6]. The Temporal context that depends on the time
at which the subject is requesting for an access to the system. The Spatial context
that depends on the subject location. The User-declared context that depends
on the subject objective (or purpose). The Prerequisite context that depends
on characteristics that join the subject, the action and the object. Finally, the
Provisional context that depends on previous actions the subject has performed
in the system. We can also combine these elementary contexts to define new
composed contexts by using conjunction, disjunction and negation operators:
&, ⊕ and .̄ This means that if c1 and c2 are two contexts, then c1 & c2 is a
conjunctive context, c1 ⊕ c2 is a disjunctive context and c̄1 is a negative context.

Hierarchies [7] are defined over organizations, roles, activities, views and con-
texts using predicates sub organization, sub role, sub activity, sub view and
sub context, respectively. Privileges are inherited through these hierarchies, for
instance, permission inheritance is modeled by the following rule:

permission(org2, r, a, v, c) ∧ sub organization(org1, org2)
→ permission(org1, r, a, v, c).

The Smatch model proposes an authentication policy that activates user’s privi-
leges according to how users are authenticated: password authentication, strong
authentication, one time password or also function authentication. In our work
we focus on the function authentication that is defined as follows:
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Action function authentication(s, f, pass, org)
Causes function authenticated(org, s, f)
If password(org, f, pass)

where function authentication(s, f, pass, org) is an authentication action
and pass is the password associated with function f that subject s uses to au-
thenticate in organization org. Obviously, other kinds of function authentication
can be required, such as strong authentication using password and token.

3 Dynamic Session

Once authenticated through a function a set of privileges are automatically ac-
tivated to the user in order to fulfill the task related to this function. And,
according to the security policy, the user can switch to another user by preserv-
ing or not the activity and the working context. He/she can also allow another
user to join the session to fulfill a collaborative task. How to deal with the se-
curity policy has not been addressed in the Smatch model, only the states of
dynamic sessions and actions that users can perform on these sessions have been
described. We give in the following sections our proposition to deal with admin-
istration aspects. For this purpose, we extend the function definition proposed
in [8] and we give details on how to manage the switch in dynamic sessions.

Function 
authentication

Organization Org

U

Dynamic session Org' 

permission

role

Function F
U

Fig. 2. Dynamic session

We consider that a dynamic session is created when a function is activated
by a user, i.e., the user is authenticated through a function. This is different
from the “traditional” RBAC session where users are authenticated using their
own identity and activate or deactivate their privileges in the session according
to their needs. A dynamic session is related to a given task (i.e., a function)
so the set of privileges required to fulfill this function is automatically acti-
vated in the session. We use in our model the concept of dynamic organization
introduced in [2] to define dynamic session. This means that, as described in fig-
ure 2, the creation of dynamic session is defined as the creation of a (dynamic)
sub-organization (Org′) of the organization in which the function was activated
(Org). Privileges associated with the function (F ) will be activated for the user
(U ) in this sub-organization.
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As defined in [8] a dynamic session may have different states: active or idle, and
users can ask to fulfill different actions in the session according to its state, such
as create, join, share, asleep or awake (see figure 3). For the sake of simplicity
we only consider in the following the active state and some actions that we need
in our work.

Active Idlecreate

delete

asleep
awake

join leave

share uncshare

Fig. 3. Session states

We give in the following a description of how functions are defined in our
model and the different steps required to create dynamic sessions.

3.1 Function Definition

Each function is associated with a set of roles that will be activated when a
session related to this function is created. This is defined using the predicate
Assign as follows:

– Assign(org, f, r) means that in organization org role r is assigned to function
f .

We also consider that a function is associated with a context which holds when
it is activated. We define for this purpose the predicate function context as
follows:

– Function context(org, f, ctxF ) means that in organization org context ctxF

is associated with function f .

This context is used to activate permissions for the user in the dynamic organi-
zation, and more precisely permissions to administrate the session. Hence users
can restrict the access to some of their data in order to preserve their privacy or
to give fewer privileges to other users that join the session. More details about
this context are given in the following section.

3.2 Function Activation

We give hereafter the different steps that are needed to activate a function.
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Fig. 4. Dynamic session

Session creation. After the authentication through function f , the user can
choose to create a session as follows (see figure 4 part (1)):

Action create session(subj, ss, org)
Causes use(org, ss, session) ∧ session initiator(ss, subj)∧
session function(ss, f)
If function authenticated(org, subj, f)

where session is a special view and use(org, ss, session) means that organization
org uses object ss as a session. A session is associated with two attributes:
session initiator: the subject who creates the session and session function:
the function related to this session.

Then the created dynamic session becomes a sub-organization of the parent
organization, so that it inherits all the privileges already defined [7]. The inher-
itance also applies to the assign, use, consider and hold predicates:

use(org, ss, session) → sub organization(ss, org).

Session joining. Besides creating a new session, user subj can choose to join an
existing session ss′ related to function f that is already activated by another user
subj′ in organization org (see figure 4 part (2)). We consider for this purpose a
new attribute session member as follows:

Action join session(subj, ss, org)
Causes session member(ss, subj)

The session initiator is also considered a session member:

session initiator(ss, subj) → session member(ss, subj).
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Obviously, the user can create or join the active session only if he/she is autho-
rized to do so, according to the security policy. The security policy must also
specify which users are permitted to authenticate through a given function, and
the activation constraints that are related to functions, e.g., exclusive functions
or function cardinality. We shall give more details on how to manage the security
policy in the following section 4.

Privileges activation. Once the session is created the user will be empowered in
roles that are assigned to the activated function:

use(org, ss, session) ∧ session member(ss, subj) ∧ session function(ss, f)∧
assign(org, f, r) → empower(ss, subj, r).

Note that roles are activated for all the session members. So that when a user
joins a session he/she will be automatically empowered on the function roles,
and will lose these privileges when he/she leaves the session.

Moreover, the context related to the function is activated within the session.
This is defined as follows:

use(org, ss, session)∧ session function(ss, f)∧ function context(org, f, ctxF )
→ hold(ss, s, a, o, ctxF )∧session member(ss, s)∧consider(ss, a, )∧use(ss, o, ).

This context is used to activate a set of permissions related to the session ad-
ministration. These permissions can be defined as follows:

Permission(org, role, activity, view, ctxF ).

where activity and view are administrative activities and views, respectively,
and role can be defined as a default role including the session members.

As we said previously, the dynamic session is a sub-organization of the parent
organization then it will inherit these permissions. Moreover, the function con-
text holds within the dynamic session so that these permissions will be activated
only within the scope of this session. We give in the following more details about
how we manage these administrative privileges.

4 Switch Management

We present in this section our proposition to manage the security policy. We
specify how users can act on functions and dynamic sessions. These actions have
been defined in the Smatch model, but how to control these actions has not been
addressed. Namely, which users are allowed to authenticate through a function,
which users are allowed to join an active session, to delegate their functions or
also to switch to another user and under which conditions.

Activating a function. In our model, authenticated users are allowed to ac-
tivate a given role only if they are assigned to this role:

permission(org, authenticated user, activate, r, assigned role).
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where context assigned role is defined as follows:

assign(org, u, r) → hold(org, u, activate, r, assigned role).

Similarly, we consider that users are allowed to activate a dynamic session, i.e.,
a function, only if they are assigned to this function. This is defined as follows:

permission(org, default user, activate, f, assigned function).

where context assigned function is defined as follows:

assign(org, u, f) → hold(org, u, activate, f, assigned function).

Creating a session. Users are allowed to create a dynamic session only after
function authentication:

permission(org, authenticated user, create, session, activated function).

where context activated function is defined as follows:

function authenticated(org, subj, f) ∧ session initiator(ss, subj) ∧
session function(ss, f)
→ hold(org, subj, create, ss, activated function).

Joining a session. This permission can be specified by the security adminis-
trator in order to allow users to join an existing session:

permission(org, r, join, session, existing session).

where context existing session is defined as follows:

function authenticated(org, subj, f) ∧ use(org, ss, session) ∧
session function(ss, f) ∧ session initiator(ss, subj′)
→ hold(org, subj, join, ss, existing session).

This context means that session ss is already activated by another user subj′

and the user subj is already authenticated through function f related to this
session.

The security administrator can also specify other conditions using contexts
(temporal, spatial, user-declared, prerequisite or provisional contexts [6]). For
instance, we can specify that, in the case of an emergency, role doctor is allowed
to join an existing session related to function doctor on call:

permission(org, doctor, join, session, activated session & emergency doctor).

where context emergency doctor holds in the case of an emergency and when
the dynamic session is related to function doctor on call1:

hold(org, , , , emergency) ∧ session function(ss, doctor on call)
→ hold(org, , join, ss, emergency doctor).

We can also specify that a user is allowed to join a session only if the initiator
is not available, or if a session member is leaving the session.

1 The prolog symbol is interpreted as representing “do not care” condition.
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Other actions on sessions. Similarly to create or to join a session, we can
specify permissions to make other actions on sessions, namely to leave, to share,
to unshare, to asleep or to awake a session. For instance, in the case of functions
where continuity of work is required, a user is allowed to leave a session only if
there is other members in this session:

permission(org, r, leave, session, other session member).

where context other session member is defined as follows:

session member(ss, u) ∧ session member(ss, u′) ∧ ¬(u′ = u)
→ hold(org, u, , ss, other session member).

User switch. This permission allows a user to assign new permissions to other
users in order to join a given session, so that it is called administrative per-
mission. To deal with this kind of permissions we use the administration model
proposed by OrBAC [9,4]. This model is based on an object-oriented approach,
thus we do not manipulate privileges directly (i.e., Permission and Prohibition),
but we use objects having a specific semantic and belonging to specific views,
called administrative views. Inserting an object in these views will enable to
assign permissions, prohibitions or roles to users. Among these administrative
views, we detail in the following the License view that is used to specify and
manage the security policy. Objects belonging to this view have the following
attributes: Type: the object type can be a license, a ban or a duty, Auth: or-
ganization in which the license applies, Grantee: subject to which the license is
granted, Privilege: action permitted by the license, Target : object to which the
license grants an access and Context : specific conditions that must be satisfied
to use the license, the ban or the duty. The existence of an object in this view
is interpreted as a permission, a prohibition or an obligation according to the
object type. For instance, the existence of a valid license is interpreted as a per-
mission by the following rule:

use(org, l, license)∧ type(l, license)∧ auth(l, auth) ∧ grantee(l, r) ∧
privilege(l, act)∧ target(l, v) ∧ context(l, context)
→ permission(auth, r, act, v, context).

We consider a sub view of license view called session license as follows:

use(org, l, license)∧ target(l, ss) ∧ use(org, ss, session) ∧ privilege(l, a)∧
consider(org, a, session action) → use(org, l, session license).

where session action is an activity containing actions that users can perform on
sessions (create, join, leave, etc.).

This means that the existence of an object in this sub view is interpreted as
the existence of an object in the license view having a session as a target and
a session action as a privilege. Users that are allowed to add objects in this
sub view can create new permissions for other users related to sessions, such as
a permission to join or to leave a given session.

As previously mentioned, a user switch creates a new permission to join the
session, so we consider that a permission to switch in this view is a permission to
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add a new license with privilege join. Permissions to manage switch are defined
as follows:

permission(org, r, switch, session license, authorized switch).

where context authorized switch means that a switch is allowed only for the
session members:

use(org, l, session license) ∧ target(l, ss) ∧ session member(ss, u)
→ hold(org, u, , l, authorized switch).

We can also add other contexts in order to specify more conditions on the switch.
These conditions may concern, for instance, the user who switches the session
(according to his/her roles, attributes, etc.), the function related to the session,
the user to whom the switch is allowed, e.g., in the case of function doctor on
call the session can only be switched to a doctor:

permission(org, r, switch, session license, session switch & doctor switch).

auth(l, auth) ∧ target(l, ss) ∧ session function(ss, doctor on call) ∧
grantee(l, u) ∧ assign(auth, u, doctor)
→ hold(org, u, , l, session license, doctor switch).

As a result of the user switch a new license is added to the view session license
and the user is no longer member of this session (see figure 5):

Action user switch(subj, usr, ss)
Causes use(org, l, session license)∧auth(l, org)∧grantee(l, usr)∧privilege(l,
join)∧ target(l, ss)∧ context(l, default context)∧¬session member(ss, subj))
If sub organization(ss, org)

Hence the grantee will be allowed to join the session, using his/her own iden-
tity, without the need to perform a function authentication as it is the case
usually (see section 3.2). We can also activate an obligation for the grantee to
join the session before a given deadline, for example before the other user leaves

Dynamic session ss 

permission

role

Function F
U

Organisation Org

U'

Permission 
to join ss

(2)

U

(3) Join session

(2') ¬member(u, ss)

U'

Fig. 5. User switch
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the session (in the case of continuity of work). Due to space limitation, we do
not address the issue of how to deal with obligations in this paper (see [11] for
more details about the management of obligations with deadlines).

The joining user has the same privileges (active roles, permissions, working
environment, etc.) as the leaving one. Thus he/she can continue to run the
session exactly as before. But, as previously mentioned, the user can modify the
session context in order to limit the joining user privileges.

Context Switch. To deal with context switch, we consider that users have
administrative privileges in the session, namely they are allowed to add prohi-
bitions to other users in order to reduce their privileges. This is managed using
the function context introduced previously in section 3.1. This context is used
with administrative permissions to specify how users are allowed to administrate
dynamic sessions. As defined in section 3.1, context ctxf holds in the dynamic
session after the activation of the function, thus permissions related to it are
activated only in the scope of the session. For instance, we can specify that the
session initiator of a given function f is allowed to add prohibitions for other
users in this session:

permission(org, r, add, license view, ctxf & c prohibition).

where ctxf is a context associated with function f , and c prohibition is defined
as follows:

session initiator(ss, u) ∧ type(l, ban) → hold(ss, u, , l, c prohibition).

We can also use other contexts to specify more conditions related to the user to
whom the session initiator can give prohibitions, and what kind of prohibition
he/she can add. For instance, to preserve their privacy, users are allowed to
prohibit the access to their personal data. Context switch can also be done
automatically, according to the environment change. For instance, we can specify
that sensitive information can only be accessed in secured context, e.g., when
the user is in his/her office. If the user leaves the office then the access to this
information will be automatically prohibited by the access control policy. This
can be easily defined in our model thanks to the notion of contextual privileges
that is explicitly introduced in the security policy.

Delegating a Function. Besides switching the session, users can also dele-
gate their functions that are not activated, similarly to role delegation. This
means that the grantee will be able to authenticate through the delegated func-
tion and create a dynamic session related to this function. For this purpose, we
use the same role delegation model proposed in [4]. First, we consider the view
Function assignment as follows:

use(auth, fa, function assignment) ∧ auth(fa, org) ∧ assignee(fa, r) ∧
assignment(fa, f) → assign(org, f, r).

This means that the existence of a valid object fa in this view is interpreted
as an assignment of function f to role (or subject) r in organization org. Then, to
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deal with function delegation, we consider a sub-view of function assignment
called function delegation. Objects belonging to this view inherit the semantic
and the attributes of view function assignment, but, also have an additional
attribute called Grantor: the subject who is delegating the function. Thus in-
serting an object in this view will enable an authorized grantor to delegate a
function to a grantee. The security administrator can specify which users/roles
are allowed to delegate their functions and in which contexts as follows:

permission(org, r, delegate, function delegation, context).

The security administrator can also specify how much the function can be dele-
gated and/or re-delegated (multiple and multi-step delegation, respectively), if
the delegation is temporary or permanent, and if the grantor keeps the function
or not after the delegation (transfer). More details about delegation are given
in [4]. Hence to summarize this section, the security policy controls all the users
actions on the session such as the activation, the joining, the switch and the del-
egation of functions. Authorized actions must also satisfy the global constraints
specified by the security administrator, i.e., the separation of duty policies re-
lated to the activation/deactivation of functions, the joining/leaving of sessions,
etc. For instance, we have to deal with dynamic separation of duties in the case
of the user switch. Namely, when a user joins a session s1, his/her roles that are
activated in another session s2 can conflict with roles activated in s1. In this
case, we can choose to refuse the switch or also to activate a pre-obligation to
the user in order to leave the session s2 before allowing him/her to join session
s1 (how to manage pre-obligations is presented in [10]). Many other constraints
can be defined to deal with functions similarly to roles like cardinality, exclusive
functions, etc. This is an important issue to consider and we aim to address it
in our future work.

5 Switch Enforcement

For the implementation of our model we choose to use Eyeos [12], an efficient
open-source web-based Operating System, following the cloud computing con-
cept. It enables collaboration and communication among users. We have modi-
fied this OS to include a dedicated access control mechanism that overrides the
Eyeos access control function to provide enhanced capabilities and demonstrate
the switch concept. Access control policies are expressed using MotOrBAC [1]
a tool developed at Telecom Bretagne that implements the OrBAC model. It
provides a user-friendly interface to specify and manage the security policy.

As specified in figure 6, these policies are enforced using a specific Policy
Enforcement Point (PEP) and two Policy Decision Points (PDP), only one PDP
is active at a time. A PEP has been implemented in Eyeos as a replacement
of current access control module. Two OrBAC-based PDPs, with two kinds of
requesting methods: 1) A PDP which is queried using a standardized XACML
protocol. OrBAC policies are translated into XACML and processed by the Swid
XACML server. This PDP has the advantage of handling standard protocols.
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Fig. 6. Architecture

By contrast, XACML policies cannot express fine-grained access-control policies
with complex context processing. 2) A PDP which is queried using dedicated
Web-services. OrBAC policies are directly interpreted for each query. This PDP
leverages the power of the OrBAC model, making it possible to have advanced
security policies (through expressive context evaluation).

Swid software agents are integrated into Eyeos to handle communication (ei-
ther SAML or Web-service) between Eyeos access control mechanism and PDPs.
Using this application, users can be authenticated through a function, and get an
access to a limited set of applications, depending on their rights (privileges that
are assigned to the activated function). Several users can share the same session
once authenticated through the same function. Users can close their sessions or
perform a user switch. This second behavior is similar to the first one, but in
addition it allows another user to join the session. In these two cases, the session
can be resumed by authorized users, and all applications previously launched are
displayed. Moreover, all data written by the previous user are kept, making it
possible to append some additional information. The session context can change
after the user switch, for instance, we may consider that if the user location is
not in a secured area, then the security policy forbids the access to confiden-
tial information and applications. Note that the context can also be modified
without the user switch, for instance, when the user moves from his/her office to
another location, some applications will be prohibited or closed. Or also when an
emergency occurs, the user will have an access to additional privileges in order
to deal with urgent situations. As future work, we aim to extend this applica-
tion with more administration features that we have discussed in this paper. For
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instance, in our model users are able to perform a context switch by forbidding
the access to their personal data to the other session members. This will update
the security policy by adding prohibition rules.

6 Discussion and Conclusion

To the best of our knowledge, we have addressed in this paper new issues that
have not been previously considered by access control models. Our concept of dy-
namic session is different from traditional RBAC sessions [15] since, it supports
new features namely, shareability, reusability and switchability. In our model, a
user may create a dynamic session and starts the execution of a task, suspend
the session, reopen it, and continue the execution of this task in another context.
Also, using the switch operation, this task may be continued by another user.
Moreover, we have introduced the concept of function that involves both au-
thentication and access control mechanisms to ease the switch operation. When
function authentication is used a set of privileges that are needed to perform the
related task, are automatically activated for the user. This is different from the
concept of task defined in task based RBAC models such as [20,17,19] since, in
these models, the dynamic behavior of our approach is not addressed.

In [13] authors propose the concept of capability delegation, where a capability
represents a self-authenticating permission to access a specified object in permit-
ted operations. Our concept of function switch is different form delegation, since
the working context of the initial session will not be lost when the joining user
activates the dynamic session, which is not the case in “classical” delegation.
During the switch, the context can change according to the security policy, to
preserve user privacy or for security reasons. The user activity can also change
to fulfill another task by preserving the working environment. Another switch
issue that has not been addressed in this paper is the organization switch, when
the user hands over to another user belonging to another organization. This is
the most complex case to manage since the user, who is targeted by the switch,
will not be probably assigned to the “same” role as the original user. We aim to
further investigate this feature in future work. We also aim to study separation
of duty policies related to the activation and deactivation of dynamic sessions
especially in the case of user switch.
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Abstract. Service Providers using Service Oriented Architecture in order to 
deliver in-house services as well as on-demand and cloud services have to deal 
with two interdependent challenges: (1) to achieve, maintain and prove 
compliance with security requirements stemming from internal needs, 3rd party 
demands and international regulations and (2) to manage requirements, policies 
and security configuration in a cost-efficient manner. The deficiencies of 
current processes and tools force these service providers to trade off 
profitability against security and compliance. This paper summarizes a novel 
approach of a policy chain, which links high-level, abstract and declarative 
security policies on one side and low-level, imperative, and technical security 
configuration settings on the other side. The paper describes an architecture 
linking several applications and models via state-machines in order to provide a 
toolset supporting service providers to build such a holistic policy chain at 
design time, and to maintain and leverage it during system operation. 

Keywords: Security of Service Oriented Architecture, Security Policy 
Management and Enforcement. 

1 Introduction 

Today, service providers offer services on different levels, providing a broad diversity 
of functions from low-level infrastructure services for data storage or bandwidth up to 
high-level IT services that support common business processes such as invoicing or 
enterprise resource planning. They have the freedom to integrate 3rd party services 
for their specific offering. As such, numerous combinations of in-house and on-
demand services will be employed by future market participants, in its extremes 
ranging from service providers that operate entire service landscapes by themselves, 
to service providers that merely rebrand and resell services of suppliers. The technical 
composition of such services, typically based on service oriented architecture and 
using Web technologies, is accompanied by a multitude of contractual, binding 
agreements between service providers and consumers on security and compliance 
aspects. The PoSecCo1 project takes the perspective of a service provider managing 

                                                           
1 PoSecCo FP7 EU Project, http://posecco.eu/ 
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and operating such services, and possibly relying on one or multiple suppliers. The 
overall project goal is to increase and prove system compliance and security at 
reduced costs. It supports service providers in the design and enforcement of security 
policies, hereby involving a variety of company internal and external stakeholders. In 
order to ensure the applicability of project results in real-life environments, policy 
enforcement will not require the installation of a dedicated software infrastructure, but 
solely rely on standard security mechanisms present in a given landscape. The 
interface towards the system landscape is represented by IT service management 
solutions, e.g., Configuration Management Systems (CMS) and Databases (CMDB) 
that comprise system details and offer support for configuration provisioning.  

2 Challenges 

The challenges a typical service provider faces are related to: 
(C1) The increasing number and complexity of regulatory requirements, 

multiplied by the number of countries a service provider and its customers are active 
in. For instance, a provider of an on-demand service for invoice management must 
consider country-specific requirements for digital signatures stemming from all 
countries its customers have business partners from. Typically, high-level policies are 
formulated and maintained in prose and manually translated into lower-level, service-
specific configuration settings.  

(C2) The number of stakeholders: A multitude of organization-internal and -
external stakeholders are involved in security management and operation of a 
productive landscape. At a service provider, a wide range of stakeholders is involved 
in the process of defining the security requirements down to their enforcements: for 
instance, customer and vendor managers, both responsible to communicate with 
customers resp. suppliers, as well as operation, compliance and security managers, 
auditors and controllers also involved in the security enforcement process. In addition, 
the historic development of the IT and security domain as well as vendor or product 
specific languages and terminology often hinder the communication of stakeholders 
that work on different architectural layers. The process of breaking high-level 
requirements down to low-level settings spans across organizational boundaries and 
gains additional complexity in scenarios, where larger shares of a service 
infrastructure are outsourced or 3rd party business services are integrated by a provider 
into its own service offerings. 

(C3) The steady evolution of a service provider’s environment, business and IT 
landscape during operations time: [1, 2, 3] confirm the inefficiency of current 
processes that lead to outdated security policies not being aligned with current 
business requirements, and argues that companies have difficulties to prove the 
enforcement of their security policy at reasonable costs.  

(C4) Potential conflicts at different levels: Both the high-level policies as well as 
enforcing security configuration settings of the various application and infrastructure 
services may overlap or conflict. For instance, invoice retention time requirements 
stemming from different countries may conflict with each other, or the virus scanning 



 Policy Chain for Securing Service Oriented Architectures 305 

of PDF documents configured at a border firewall can fail due to the use of SSL/TLS 
when consumers of an invoice service exchange documents with business partners. 

To summarize, today's shortcomings with regard to policy and security 
configuration management – i.e. the creation and maintenance of consistent security 
policies and their correct and traceable enforcement through security configurations 
of all infrastructure elements – impacts the trustworthiness, compliance and 
profitability of service providers. The impact on the Total Cost of Operations (TCO) 
and as such the profitability of service offerings is apparent from recent studies [2, 3], 
which state that system management costs – which include the cost of maintaining 
security configuration – have been growing out of control. At the same time, though 
being cost-intensive, the processes are error-prone and rarely documented [4], which 
impacts the trustworthiness of IT infrastructures, widely confirmed by studies, like [5, 
6, 7]. The improvement and – where possible – automation of activities related to 
policy and configuration management can therefore be understood as one critical 
success factor of market actors. As such, we target the automation of activities where 
possible, and the assistance of responsible personnel with decision support systems 
where human intervention is required. 

3 Related Work 

Using policies to drive security management has been mentioned in [8]. The capturing 
and modeling of security requirements is an important concern. An extension of 
policy-based management and policy hierarchies is proposed in [9] to automatically 
derive configuration files for large-scale networks. As in our approach (cf. Section 
5.2), their tool Mobasec supports the modeling phase of high-level security 
requirements and provides an automated derivation of the configuration. Their 
approach focuses on the design phase of policies and configuration, but does not 
investigate the usage of these artifacts during operations time, in order to cope with 
ongoing change (cf. challenge C3). The Power prototype [10] addresses the 
configuration management from a business point of view, supporting the creation of 
policy hierarchies by means of a tool-assisted policy refinement, but the syntax used 
is a Prolog-like language, far from both business and administrators’ views. The 
framework developed in the scope of the Positif project [11] partially satisfies C2 and 
C3 by the policy-driven configuration of security services of networked systems 
within a single domain of administration. The Deserec project [12] defined a tiered 
architecture as a policy based framework to assure the dependability of critical 
systems. Both Positif and Deserec propose an abstraction of the policies close to the 
network layer, whereas PoSecCo considers all architectural layers, from network to 
application and services, as well as their related security capabilities (see Section 4). 
Moreover, Positif and Deserec aim at the full automation of configuration and change 
management processes, while we believe that human interaction is hardly evitable and 
sometimes even necessary, in particular with regard to authorization and 
responsibility related to decision-making, particularly regarding the harmonization 
and approval of high-level policies and the selection of to-be-implemented 
enforcement mechanisms among a set of alternatives.  
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Among the security enforcement tools, the authors of [13] present a policy-based 
dynamic adaptation and reconfiguration mechanisms of the deployed levels of 
security measures, hereby addressing C3 and C4, but their approach does not cover 
the design phase of the security requirements. Neither do the authors of MIRAGE 
[14], when they propose a management tool for the analysis, refinement and 
automatic deployment of configuration settings related to network layers (such as 
firewalls or VPN routers). MIRAGE does not currently address C3, but it is planned, 
as future work, to manage the update of components’ configurations, comparing the 
discrepancies between the desired and actual configurations, a feature that we do 
support. Teo and Ahn [15] propose Chameleos-x, a policy framework designed to 
enforce security policies across security-aware systems on different kinds of 
equipment. However, they do not offer support for explicit modeling of the network 
architecture, making it difficult to understand the coverage of the model and the reuse 
of the policies in different environments. SmartFrog [16] is a framework for creating 
configuration-driven systems. However, only parts of the entire landscape are 
covered, as it provides configuration and change management for low-level system 
components like servers and network devices. Burns et al. [17] also address C3 with a 
tool that, given a security policy, automatically enables network elements to be 
reconfigured without human intervention. 

With the aim to achieve, maintain and prove evidence of compliance with security 
requirements stemming from internal and external stakeholders, Ponder2 [18] tries to 
address all the challenges with a set of tools for the specification, deployment and 
management of policies, enriched with the implementation and conflict analysis of 
Ponder policies [19]. Despite the expressiveness of authorization and obligation 
policies, Ponder2 requires to install a policy-enforcement infrastructure whereas we 
rely on off-the-shelf security capabilities present in a given landscape, e.g., access 
control and channel protection as provided by J2EE containers. Hassan [20] proposed 
an interesting approach (addressing C1-C4) to refine network security policies to low-
level security mechanisms. Their framework uses a policy-based approach to 
automate the implementation of security mechanisms, assessing the equivalence of 
the high-level security policy and the related low-level one. They focus on a fully 
automated approach, but they do not provide guidance in checking ambiguities and 
resolving conflicts.  

4 Policy Chain 

To meet these challenges, PoSecCo defines the so-called policy chain, a reliable, 
sustainable and traceable link between security artifacts of three different abstraction 
levels [21]: business policies, IT security policies, and security configurations. This 
link is crucial to ensure that a system is compliant to its security requirements, but 
difficult to establish and maintain in todays’ practice.  

Business policies represent high-level security requirements imposed on service 
providers, both from external and internal stakeholders. They are declarative and 
address the business domain, e.g., the requirement to “ensure the confidentiality of 
invoice information”. They largely ignore details of the actual system used for service 



 Policy Chain for Securing Service Oriented Architectures 307 

delivery, but focus on business concepts. Though structured and linkable to various 
business concepts, a business policy as such is described in natural language and does 
not support automated reasoning, e.g., conflict analysis. 

IT security policies describe how to meet the requirements, hereby reflecting the 
service providers’ organization and system. They are still declarative as they do not 
prescribe a given enforcement mechanism, e.g., to “encrypt invoice data sent from the 
invoicing software to the archive”. A conflict-free set of such policies triggers a 
refinement process that selects the most efficient enforcement mechanisms existing in 
the current landscape, based on security capabilities offered by system components 
and associated metrics for performance and costs. Alternatives and their assessment 
will be presented to decision makers supposed to select one of the proposed 
alternatives for implementation. Continuing above example, WS-Security, SSL/TLS 
or VPN can be considered as alternative enforcement mechanisms.  

Security configurations are imperative and implement IT security policies for 
previously selected mechanisms, e.g., SSL/TLS settings of a Web server that runs the 
archiving component. For PoSecCo, they are specific to a class of enforcement 
mechanisms, e.g., firewalls, but abstract from vendor specific formats. While the so-
called abstract configuration is automatically created by PoSecCo tools, the 
translation of such an abstract configuration into a concrete, deployable configuration 
required by a given product is left to the CMS. 

The policy chain is related to the lifecycle of an organization’s security concept in 
that it is built during the design phase and leveraged at runtime to deal with on-going 
changes. 

4.1 Building the Policy Chain 

The construction of the policy chain relies on the presence of a functional system 
model, i.e., a comprehensive description of functional aspects characterizing a service 
provider’s business and IT system. Similarly structured as the policy chain, the 
functional system model distinguishes three layers (see Fig. 1), one after the other 
considered during the top-down development of the policy chain. 

The business model describes the service offering, the organizational structure of 
a service provider and relevant external institutions such as suppliers or customers. 
These concepts represent the starting point for the elicitation of above-described 
business policies in a collaborative process involving multiple security stakeholders. 
Thereby, stakeholders do not only contribute to requirement specification, but also 
declare ownership and responsibility for requirements, which in turn will be used to 
report and tackle security issues at operations time. 

The IT service interaction model describes the choreography of logical software 
components jointly providing a given business service, hereby outlining their 
interfaces as well as the exchange and processing of data. The IT service model 
together with the business policies represent the basis for the specification of IT 
policies. A policy designer is supposed to specify IT security policies that satisfy the 
business policies in the given interaction model (resp. architecture). As IT security 
policies are formally specified, they allow reasoning about dependencies and conflicts 
prior to continuing with the refinement process.  
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The infrastructure model represents the implementation of the IT service 
interaction model, hereby describing the system in much detail, e.g., its network 
topology, installed software components, physical machines, or concrete service 
endpoints. This information is mainly retrieved from a CMDB, a central concept of 
ITIL2 and commonly used for system and application management. Moreover, the 
infrastructure model comprises a description of security capabilities offered by the 
existing system elements, e.g., the capability of a given Web server to perform 
certificate-based user authentication. These capabilities will be searched and assessed 
during the policy refinement steps, in order to present human decision makers a set of 
alternative policy enforcement mechanisms. The assessment of alternatives is 
supported by mathematical optimization functions that consider cost and 
performance. Once a decision is taken, a capability-specific and abstract security 
configuration will be generated in an automated fashion. This represents the last 
element of the policy chain, and will be used as input for the generation and 
deployment of concrete configuration settings. 

4.2 Leveraging the Policy Chain 

After its construction during the design phase, the policy chain can be leveraged to 
deal with changes to high-level security requirements as well as to low-level system 
configuration. 

On the level of security requirements, it facilitates the manual analysis of new 
security requirements imposed by, for instance, new customer contracts. Looking at 
comparable requirements and related IT security policies, the latter already being 
enforced in the landscape, one can more easily determine to what extent the current 
security concept already covers the new requirements and what is missing 
respectively. 

On the level of the operational system landscape, it facilitates the impact analysis 
of configuration changes, an activity central to ITIL change management processes. 
By traversing the chain, change approvers can more easily determine the policies and 
requirements affected by a given change request. This application of the policy chain 
addresses a typical source of compliance and security issues, i.e., the ad-hoc change 
of low-level configuration settings in ignorance of security and compliance 
consequences. 

Besides generating the configuration of selected policy enforcement mechanisms, 
the policy chain can also generate structured configuration checklists to validate the 
correctness of configuration settings and to assess misconfigurations. This use case 
acknowledges that real-life system configuration will be achieved in various ways, 
possibly bypassing ITIL processes. 

The policy chain and the functional system model also serve as a comprehensive 
documentation of an organization’s security concept, useful for company internal and 
external stakeholders: Selected parts may be of interest for security-aware prospects, 
herewith acknowledging the importance of security for purchase decisions in certain 
industries. 

                                                           
2 IT Infrastructure Library, http://www.itil-officialsite.com/ 
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Last, the policy chain provides a jump-start for internal and external auditors in 
scoping an audit to the relevant system and security elements. As such, it is expected 
that the policy chain decreases the time needed to draft and to execute an audit 
program (the latter due to automated validation of configuration settings). 

4.3 Example 

Fig.1 exemplifies the functional system model as well as the security model, i.e., the 
policy chain, looking at a simplified example of a service provider (SP) that offers an 
eInvoice Business Service allowing customers (Cust) to store Invoices in a long term 
archive according to legal requirements, and to make them available to their business 
partners over the Internet. Fig. 1 sketches all abstraction layers, hereby focusing on 
functional elements and security policies related only to the submission of invoices to 
the archive. 

The eInvoice business service is implemented by an eInvoice Business Process 
comprising several activities, one of which is the invoice archiving (InvoiceArch), 
realized by the interaction of two logical software components on IT-level (ERP, 
ArchWS), and a corresponding communication link (InvoiceComm) with associated 
eInvoice Data. The logical software components are implemented in the service 
provider’s system by an ERP system for invoice management and a Web service for 
invoice storage, the former arranged in a cluster, the latter running in a service 
platform of a public cloud. 

 

 
Fig. 1. Functional System and Security models of an eInvoice service 
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A high-level Security Requirement stemming from the service contract is to ensure 
the Confidentiality of invoice information (more requirements are omitted for 
simplification). Corresponding security policies were specified by policy designers on 
IT-level, one of which asks for the Encryption of invoice data sent over the 
communication link between the two logical software components. Based on security 
capabilities found in the service provider’s system, SSL/TLS and WS-Security were 
considered as alternatives to enforce this IT security policy. The service provider’s 
security manager decided for WS-Security, due to its increased, end-to-end security 
level and despite performance metrics in favor of SSL/TLS. Accordingly, the policy 
refinement process concluded with the generation of abstract configuration settings 
(based on CIM Policy) for WS-Security, to be translated and deployed to all software 
components in an ITIL change management process. 

5 Architecture 

This section sketches the PoSecCo architecture, that embraces a number of 
infrastructure and application components. All those components, implemented in the 
course of the project by the different PoSecCo partners, will be deployed in the 
premises of the service provider. The infrastructure components mainly create and 
provide access to the functional system model outlined in Section 4.1, achieved by 
interfacing various IT service management tools (CMS, CMDB). Application 
components use the functional system model to construct and leverage the policy 
chain. The main point of convergence of the infrastructure and application 
components is a central model repository, allowing each of them to access the 
functional system and security models. Fig. 2 provides an overview about the 
interaction of PoSecCo infrastructure and application components (both depicted as 
rounded rectangles), hereby indicating which elements of the functional and security 
model (depicted as straight rectangles) are consumed and produced by the respective 
component. 

5.1 Infrastructure Components 

The three main purposes of infrastructure components are to build the functional 
system model based on various data sources and automated where possible, to provide 
access to the models stored in a model repository, and to interact with IT service 
management processes offered by a CMS, for the purpose of deploying abstract 
configuration into the landscape.  

The infrastructure modeling component [22] extracts the relevant information 
about the landscape from the service providers’ CMDB and User Management 
System (UMS), hereby using WBEM standards offered by the DMTF3. Supplier 
services are integrated by constructing a simplified infrastructure model with attached 
capabilities and dummy network elements. The infrastructure modeling component 

                                                           
3 http://dmtf.org/standards 
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has to ensure that the PoSecCo infrastructure model is always up-to-date, landscape 
changes have to be analyzed and reflected immediately in order to address challenge 
C3. Information about customers, business services and processes, linked to the roles 
of stakeholders in the involved organizations are extracted from Business Process 
Models (BPM) and Enterprise Architecture Management (EAM) tools. Last, UML 
components diagrams have been chosen as input to the construct the IT service 
interaction model. 

The infrastructure and application components of PoSecCo interact by means of 
model artifacts stored in a central model repository. This container for all functional 
system and security models provides a WS-based API for accessing and modifying 
entire models as well as single model elements by means of CRUD operations, and 
offers versioning, change propagation on the basis of defined state-machines, access 
control, as well as an Object Constraint Language (OCL) and Hibernate SQL (hSQL)-
based query interface. This repository is the central component assuring the link 
between the tools of the policy chain and providing a common access to the different 
models. The models are accompanied by an ontology used for formal reasoning.  

The configuration provisioning component represents the link to the service 
providers’ CMS. The deployment of abstract configurations at the end of the policy 
refinement process is signaled to the CMS by means of Requests For Change (RFC). 

5.2 Application Components 

The PoSecCo applications are used by the different stakeholders involved in security 
policy and configuration management. The policy chain ensures that work performed 
by any of these can be related to dependent artifacts on other levels, herewith 
guaranteeing a consistent model on all architecture layers and a holistic view of all 
security and compliance issues. One subset of applications focus on the policy chain 
construction, another set of applications leverages the chain, as described in Sections 
4.1, 4.2.  

Requirement engineering starts the construction of the policy chain with the 
capturing of security and compliance requirements stemming from internal needs, 3rd 
party demands and international regulations. This activity is embedded into a 
governance framework [23] defining organizational processes, roles as well as 
responsibilities with regard to requirements management, and which can be adapted 
to the particular needs of a given organization. Defined stakeholders use a graphical 
frontend to create and refine requirements as well as to maintain and monitor their 
fulfillment status. The security requirements, still high-level, relate to concepts 
embodied in the business layer. The business model is the result of BPM and EAM 
modeling, (cf. Fig. 2). This tool addresses the challenges C1, C2 and C4 from Section 
2, as it allows to concentrate all (business) requirements in one place and to link them 
to involved stakeholders. This is a precondition to consolidate and prioritize security 
requirements and to manage them during operations time. 

The process resulting in a conflict-free set of landscape-aware IT policies can be 
divided into IT policy specification and policy harmonization [24]. The semi-
formal model of the business policies, result of the requirement engineering, is 
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the IT service interaction model and a related policy for communication protection 
can result in a set of LAs, each LA specifying the desired security property together 
with two concrete communication endpoints, i.e., infrastructure implementations of 
the abstract components on IT level. 

In a last step, referred to as infrastructure configuration area [26], suitable 
security capabilities are identified and assessed for single LAs (local optimization 
according to cost and performance functions), and finally for sets of LAs (global 
optimization). The results of the optimization process are presented to a human 
decision maker, who choses among the presented alternatives, which then triggers the 
automated generation of abstract configuration settings for the selected devices. The 
user is also guided to resolve conflicts that may arise when refining the IT policies in 
a deployed landscape. 

During operations time, the configuration validation [27] component compares 
the actual system configuration retrieved from the CMDB or from the device itself, 
possibly changed outside of the PoSecCo scope, with the generated configuration 
resulting from the top-down refinement process. Discrepancies between the golden 
and actual configuration are identified and their relevance analyzed and reported. 
Tools for assessment and remediation support the evaluation of such discrepancies 
and can result in different remediation, e.g., the redeployment of golden 
configuration through CMS, or the acceptance of a configuration discrepancy since 
actual and golden configuration are assessed as being equivalent. Applications 
belonging to this category build on top of SCAP standards4, well-known for their 
support of security automation. As such, the Configuration Validation is means to 
detect and react on discrepancies that may result from ongoing system changes 
(addressing C3). 

PoSecCo applications integrate into well-defined ITIL processes for IT service 
management, centrally interfaced by the infrastructure components. For instance, 
the triggering of a change management process is used to provision the system with 
the generated, golden configuration resulting from the policy refinement. If, during 
runtime, a misconfiguration is detected, incident management processes are 
triggered. 

5.3 Component Interaction and Communication  

As shown in Fig. 3, the PoSecCo architecture consists of three layers [28]. The 
central model repository (see Section 5.1) provides persistency for the functional 
system and security models. The middle layer is composed of the different 
PoSecCo infrastructure and application components storing their results in the 
model repository. The upper layer is the presentation layer that provides a 
harmonized User Interface (UI) to the different applications.  

                                                           
4 http://scap.nist.gov 
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Fig. 3. PoSecCo Architecture FMC Diagram 

We foresee two different types of communication in our architecture: 

• Direct communication (solid arrows in Fig. 3) between two components 
according to an API, e.g., an application component using the CRUD 
interface of the model repository. 

• Indirect communication (dotted arrows in Fig. 3) via the event bus. 
 

Following the principles of an event-driven architecture, the components can register 
and consume events related to model changes and updates in order to react and to 
ensure the consistency of the policy chain. Thus, the model repository does not only 
store the various models, but also facilitates component interaction by the support of 
state machines and the creation of events in case of state transitions.  

In fact, the interaction of the infrastructure and application components relies on a 
system of state-machines defined for the functional system model and the security 
model. State transitions of single model elements (or entire models) result in events 
that can be consumed by interested components to take appropriate action, e.g., to 
start or continue the refinement process (cf. Section 5.2). 

The state-machines of the functional system model describe separately for each 
layer the completeness of the landscape description. When all layers are completed, 
manually confirmed by a human, the top-down policy refinement process can be 
started. While the state machines of the functional model are rather coarse-granular, 
those of the security models relate to single model elements, e.g., a single security 
requirement. This finer granularity allows tracing the definition state of single 
elements during design time, and the  operation state during operations time. 



 Policy Chain for Securing Service Oriented Architectures 315 

Definition states link the application components in a top-down manner, in order to 
start the next phase of the policy refinement when the current phase has been 
completed. The fulfillment states indicate the deployment state of a configuration, the 
enforcement state of related policy element(s), as well as the fulfillment state of 
motivating requirement(s). Here, the state machines are used in a bottom-up manner 
to evaluate and signal the impact of not correctly implemented security policies, 
resulting from, for instance, the discrepancy between the golden, mandated 
configuration and the actual configuration in place. 

5.4 Information Models and Languages 

The different layers describing functional and security aspects of the service provider 
are modeled with help of the Unified Modeling Language (UML), classes belonging 
to the infrastructure model hereby correspond to a large extend with the DMTF 
Common Information Model (CIM). 

Model instances are stored by the central model repository in a relational database. 
The Web service of the model repository, however, exchange model instances on the 
basis of XML Metadata Interchange (XMI), which can be processed with help of 
various Open Source tools. The use of XMI is also motivated by the fact that various 
tools support the editing and representation of XMI information. 

In order to support automated reasoning, model instances represented as XMI are 
furthermore transformed into an ontology representation on the basis of the Web 
Ontology Language (OWL). IT Policies, in particular, can also be transformed into 
eXtensible Access Control Markup Language (XACML). Software components that 
do not need to reason about or exchange information with PoSecCo external tools 
work solely on the basis of XMI, e.g., the application component responsible for 
requirements engineering. The translation of abstract configuration represented as 
XMI and OWL happens outside of the scope of the project, and is left to technology 
and tool specific adapters provided by configuration management systems. 

6 Conclusion 

In this paper, we describe the PoSecCo concept of a policy chain to bridge the gap 
between high level business policies and low level security mechanisms and to 
address the challenges service providers must face. The architecture connects a set 
of linked tools allowing a service provider to create, maintain and leverage this 
policy chain during the security concept’s design and operations time. Single 
prototypes, produced in the course of the PoSecCo project, implement the different 
components of that architecture. As a proof of concept, we build a demonstration 
platform, allowing to experience single services or to run pre-established scenarios 
to test PoSecCo infrastructure and application components. Although at the time of 
the publication, the assembly of the different components into a final prototype is 
yet not complete, the first results sound promising and will be subject to a  
follow-up paper. 
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Since it is hardly possible to cover requirements, policies and configurations for a 
domain as broad as IT security, the policy and tool chain only cover selected domains 
in its first version: These domains comprise (1) access control (including 
authentication, authorization and accountability) and (2) communication protection as 
a means to ensure the confidentiality and integrity of data. Additionally, we expect 
that our models allow statements about the degree of resource sharing among selected 
service consumers, herewith acknowledging that isolation is one important property in 
shared system landscapes.  

Crucial to the success of the PoSecCo approach is the automation of model 
population; we hereby strongly depend on CMDBs for bigger parts of our functional 
system model. As such, the solution’s applicability in real-life systems depends on the 
level of detail of landscape information maintained in CMDBs. This strong 
dependency was accepted due the increased adoption of IT service management 
methodologies and tools in the past decades, including, e.g., the possibility to federate 
single CMDBs. It is noteworthy that the policy refinement process identifies and 
configures standard security mechanisms being present in a system. In other words, 
the refinement process will not be able to suggest or even perform significant 
structural changes in order to enforce certain policies, e.g., the change of a service 
provider’s network topology or software stack. However, the approach has the 
potential to assess simulated landscape changes, e.g., to determine if security policies 
are still enforceable anticipating a given change.  
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Abstract. Response systems play a growing role in modern security ar-
chitectures. In order to select the most effective countermeasure, they
adopt a dynamic and situation-aware approach. However, today’s re-
sponse systems are limited to the selection procedure. In other words,
the follow-up and the deactivation phases are still performed manually.
Consequently, existing response taxonomies failed to provide an appro-
priate set of requirements that covers the deactivation feature. In this
paper, we tackle this issue by proposing a formal temporal taxonomy for
response measures. Furthermore, we present an application of our work
in the context of simultaneous attacks. This work provides a first step
towards the deactivation and the transactional management of response
measures.

Keywords: taxonomy, response, lifetime, defeasibility, deactivation,
countermeasure, simultaneous attacks.

1 Introduction

The growth of critical information systems in size and complexity has driven
the research community to find and propose intelligent and automated response
systems. Furthermore, these response models and systems must cope with the
steady progress of attacks’ number, sophistication and effectiveness. For example
[1] presents an adaptive intrusion response model that considers the intrusion’s
spread, using intrusion graphs. Moreover, [2,3,4,5,6] consider the cost (or the
impact) of detected attacks and candidate countermeasures. Similarly, [7] and
[8] consider service dependencies to calculate more accurately the impact of both
ongoing attacks and candidate countermeasure(s). Furthermore, [9,10] calculates
and considers the risk of the ongoing attack: the impact and the success likelihood
of ongoing attacks are combined to assess dynamically the risk(s) and prioritize
response measures.

Progressive advances in response models have driven the evolution of response
taxonomies. The first response taxonomies were very limited, and presented as
a part of intrusion detection taxonomies [11,12,13]. However, these taxonomies
cannot cope with modern response systems. Later, Stakhanova et al. identified
the gap between advanced response systems and the aforementioned taxonomies
[14]. Consequently, they proposed the most complete response taxonomy in the
literature to classify the most recent (and even future) response systems.
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Response measure (i.e. countermeasures) are often temporary measures that
are activated and deployed to counter a detected attack. Particularly, they can
have an intrinsic cost, or affect the function of the system. Therefore, an activated
response should be at certain time deactivated when it is no more necessary. We
believe that the deactivation phase of the response process must be considered as
importantly as the activation phase during the specification and operation. [15]
raised this issue and proposed a risk-aware framework to activate and deactivate
response policies. However, existing taxonomies do not take into account the
deactivation phase. Thus, response measures (or systems) cannot be classified
with respect to their effectiveness, lifetime, defeasibility, etc., which are relevant
properties for the deactivation phase.

In this paper, we propose a novel temporal response taxonomy. In Section 2, we
formally define this taxonomy using the set theory. It addresses the lifetime and
the deactivation aspects of response measures. This taxonomy first distinguishes
two major classes of countermeasures with respect to their lifetime: one-shot and
sustainable. Afterwards, we show in Section 3 how one-shot countermeasures can
be transformed, at the specification level, into a sustainable countermeasures. In
Section 4, we present an application which demonstrates the relevance of this
transformation, in the context of simultaneous attacks. Consequently, our work
can be relevant to advanced and automated response systems with deactivation
and transactional management feature of their countermeasures. We provide a
discussion of related work in Section 5. Finally, Section 6 concludes our work.

2 Temporal Response Taxonomy

In this section, we propose a formal definition of our temporal taxonomy. While
previous papers presented reaction and response taxonomies, none of them men-
tioned the lifetime of the countermeasures, or whether they can be deactivated.
Our taxonomy considers the temporal dimension of response measures. We may
refer to this taxonomy to classify any countermeasure. Thus, it may be also used
to classify any security rule expressed in a response policy [15], with respect to
their lifetime and the controllability of their lifetime.

We consider the set of the occurrences of all the attacks that target the mon-
itored system χ. Deemed that not all attacks are detected, the set of detected
attack occurrences χd constitutes a subset of the previous set (χd ⊆ χ). This
set can be decomposed into several subsets (i.e. χd

X , χd
Y , etc.), with respect to

the type of the attacks (X, Y, etc.). Thus, we can say that for an attack’s type
X , χd

X ⊆ χd. Finally, the set AX is the set of terminated attack occurrences of
the same type. On the other hand, the set of all the occurrences of all types of
countermeasures, can be decomposed into several subsets. Each subset contains
all the countermeasure occurrences of the same type. CMX is the subset of suc-
cessful countermeasure occurrences, which terminate successfully the associated
attacks. Moreover, we will formally define a relation fX between CMX and AX

(see Figure 1): the properties of this relation will determine the classification of
a countermeasure in the proposed taxonomy. In the remainder of this section we



320 W. Kanoun et al.

Fig. 1. Attack’s and countermeasure’s occurrences sets

will consider a single attack type. Thus, we can simply denote AX and CMX by
A and CM respectively. However, the formal definition can be generalized for
multiple attack types (X , Y , etc.) by defining for each one its associated sets and
mapping function (fX , fY , etc.) as presented in the remainder of this section.

First, considering their lifetime, countermeasures may be divided initially into
two major classes: one-shot countermeasures and sustainable countermeasures.
The latter class will be decomposed into two subclasses: defeasible and indefea-
sible countermeasures. Figure 2 depicts the proposed taxonomy.

2.1 One-Shot Countermeasures

A countermeasure has a one-shot lifetime when its effectiveness is limited to
a single attack occurrence. Once a one-shot countermeasure is launched, it is
automatically deactivated. The effective lifetime of this class of countermeasures
is null (or negligible). Consequently, future attacks may occur, considering that
this countermeasure was not re-launched. Therefore, a one-shot countermeasure
must be launched for every attack occurrence. Examples of this class include:
closing a malicious connection, restarting a server, notifying the administrator,
etc.
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Fig. 2. Temporal response taxonomy

Let us consider an ideal response system which is capable of handling and
blocking each detected attack occurrence with the associated and appropriate
countermeasure. In such system, we consider A is a set of the attack occurrences,
and CM the associated set of countermeasure occurrences. We define a relation
f : A → CM . This relation can be read as “an element from A is ended by an
element from CM”. For an ideal system, each attack must be ended, and thus
f is an application:

Hypothesis 1 ∀ a ∈ A, ∃! cm ∈ CM | cm = f(a)

For each occurrence a of the attack A, a cm is required to end the attack.
Therefore a cmi that ended the attack occurrence ai, has no effect on future
attack aj (j > i). Thus, f is injective, and one-shot countermeasure can be
defined as follows:

Definition 1. ∀ ai, aj ∈ A; cmi = f(ai) and cmi = f(aj) ⇒ ai = aj

Moreover, f is surjective, because each countermeasure cm in CM is launched
to end at least one attack occurrence:

Proposition 1. ∀ cm ∈ CM ; ∃ a ∈ A | cm = f(a)

Figure 3depicts the effectiveness of aone-shot countermeasure over time.When the
systemdetects the attackat tattack detected, the response systemdecides to launch
the associated countermeasure at tlaunch. At tactivate, the one-shot countermea-
sure is deployed and active in the system, and consequently terminates the de-
tectedattackoccurrence.Thus, in the case ofone-shot countermeasure, tactivate ≈
tdeactivate. After tdeactivate, the same attack can occur without being blocked,
given that the one-shot countermeasure’s effective lifetime expired.

2.2 Sustainable Countermeasures

A countermeasure has a sustainable lifetime when its effectiveness is not limited
to a single attack occurrence. Once a sustainable countermeasure is activated, it
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Fig. 3. One-shot countermeasure

remains active against at least one future attack occurrence. In other words, its
lifetime sustains for a period of time (which may tend to infinite). Therefore, the
activation of a sustainable countermeasure can be effective against future attack
occurrences, until this countermeasure is deactivated. Examples of this class
include: patching software, blocking a machine, deleting an account, suspending
an account, etc.

Let us define the same function f : A → CM . f is not injective because
a sustainable countermeasure cmi can block a sequence of attack occurrences
{ai, ai+1, ...} that may occur during the lifetime of cmi. In other words, we can
have several attack occurrences that are ended by the same countermeasure’s
occurrence. Thus, sustainable countermeasure can be defined as follows:

Definition 2. ∃ ai, aj ∈ A | (cmi = f(ai)) and (cmi = f(aj)) and (ai �= aj)

However, Proposition 1 (∀ cm ∈ CM ; ∃ a ∈ A | cm = f(a)) holds and f remains
surjective, because each countermeasure cm in CM is launched to end at least
one attack occurrence:

Figure 4 depicts the effectiveness of a sustainable countermeasure over time.
When the system detects the first attack occurrence at tattack detected, the
response system launches the associated countermeasure at tlaunch. At tactivate,
the countermeasure is deployed and active in the system. In this case, all attacks
that occur during [tactivate; tdeactivate] will be blocked. Finally, it is obvious
that after tdeactivate, the attack can occur without being blocked.

Moreover, sustainable class may be divided into two subclasses:

Defeasible. A defeasible countermeasure can be deactivated, and therefore its
lifetime may be controlled by the administrator or the system. Examples of this
class include: blocking a machine, suspending an account, dropping traffic, etc.

Indefeasible. An indefeasible countermeasure cannot be deactivated, or the
deactivation of such countermeasure requires exceptional effort or policy modi-
fication(s). Examples of this class include: deleting an account, patching an OS,
patching a software, etc. Thus, we can say that for indefeasible countermeasure
we have tdeactivate → ∞.
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Fig. 4. Sustainable countermeasure

3 Transforming One-Shot Countermeasures into
Sustainable Countermeasures

We can unify the one-shot and sustainable classes, or more precisely transform
one-shot countermeasure into a sustainable countermeasure at the specification
level. The advantages of this transformation are threefold:

– First, as we aim at addressing the deactivation issue of countermeasures, we
will handle only one ‘generic’ type of countermeasures instead of two. This
would make the deactivation models far more simple and effective.

– Second, when detecting bursts of the same attack, one sustainable counter-
measure launch would be required to block the whole set of attack occur-
rences, instead of launching several one-shot countermeasures. In the former
case, the response system will have a global understanding of the attacks
and launched countermeasures. In the latter case, the response system will
consider each attack occurrence (with the associated countermeasure) indi-
vidually, which is by far less efficient for the response system. Therefore, this
transformation allows the response model to have a better awareness, and a
more accurate ‘follow-up’ of the system state.

– Third, this unification will have no impact on the monitored system, be-
cause it is only performed at the specification level. Launching this ‘new’
sustainable countermeasure, for instance restarting service, does not nec-
essarily mean that the service will restart even an attack is not detected.
In fact, we propose two methods to transform one-shot countermeasures to
sustainable countermeasures: synchronous and asynchronous.

3.1 Synchronous Transformation: Check-to-Cease

The response system activates the ‘new’ sustainable countermeasure (e.g. kill pro-
cess, close connection) by launching periodically the one-shot countermeasure
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Fig. 5. Synchronous approach: Check-to-Cease

(see Figure 5). The response system is responsible of stopping this countermea-
sure when it is no more required. Concretely, the one-shot countermeasure’s se-
quence will be launched, and potentially hold even if no other attack occurrence is
detected.

3.2 Asynchronous Transformation: Check-to-Relaunch

Considering that the new sustainable countermeasure is a ‘state’, the monitored
system will only launch (or re-launch) the corresponding countermeasure when
the attack is re-detected (see Figure 6). Concretely, there will be no change in
comparison with what is present prior to this work, but at the abstract level
the monitored system is aware of the new state. The main advantage of the

Fig. 6. Asynchronous approach: Check-to-relaunch
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new sustainable countermeasure is that it would be re-launched only if the at-
tack is re-detected. No countermeasure selection procedure will be re-done, and
therefore:

Proposition 2. tilaunch = tidetected attack (i > 1)

4 Application for the One-Shot into Sustainable
Transformation in a Simultaneous Attacks Context

When attackers gain access to corporate or university networks by compromis-
ing authorized users, computers or applications, the network and its resources can
be used to perform distributed, coordinated and simultaneous attacks. Attack-
ers may have a single or several attack objective(s). This section provides one ad-
vantage of transforming one-shot countermeasures into sustainable countermea-
sures in a multi-attacks response system. Indeed, it demonstrates the relevance of
our taxonomy, by providing a scenario of simultaneous attacks and describing the
corresponding response decisions in two cases: first, a one-shot countermeasure is
considered; second,we consider that this countermeasure is transformed into a sus-
tainable one. Finally, a concrete example is presented to illustrate our proposal.

4.1 Application Description

We consider a system where multiple attacks, are executed simultaneously. The
response management system must launch different countermeasures at the same
time to block the ongoing attacks. We will consider the following:

– A1 and A2 are two types of attacks; we will use (i; j) to describe the jth

occurrence of the attack type i.
– CM1 and CM2 are respectively the appropriate countermeasures against A1

and A2.
– CM1 is a one-shot countermeasure, and CM2 is a sustainable one.
– CM1 and CM2 can not be launched at the same time because either (1)

they want to exclusively use the same asset (e.g. configuration file, server),
or (2) they induce an execution conflict (e.g. a connection must be kept open
for a countermeasure, and closed for another one). We also consider CM1

has a higher priority over CM2. For example, the total impact (or cost) of
an attack on the system [3,7] while activating CM1, is lower than the total
impact while activating CM2. Finally, we consider that CM2, once launched,
cannot be stopped or interrupted by another countermeasure.

4.2 One-Shot Countermeasure Case

Consider that (1; 1) (i.e. a first occurrence of A1) is detected at t(1;1), and the
one-shot countermeasure CM1 is activated then deactivated after blocking this
attack (see Figure 7). At t(2;1), A2 is detected, and the sustainable counter-
measure CM2 is activated. At t(1;2), the CM2 is not deactivated yet, and a
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Fig. 7. Side effect of non-transformed one-shot countermeasure

second occurrence (1; 2) of A1 is detected. As we considered, CM1 is prioritized
over CM2, but unfortunately, we are unable to interrupt the execution of CM2

and launch CM1 instead. Hence, the system will be exposed to (1; 2), which
is not desired considering its large impact on the system. This scenario reveals
the main constraint of one-shot countermeasures. The limited lifetime aspect
of the one-shot CM1 allows other countermeasures to be launched before the
next occurrence of A1. In consequence, relaunching CM1 will not be possible to
respond to future occurrences of A1, despite that A1 has a higher impact. In the
next section, we show how the transformation of a one-shot into a sustainable
countermeasure can offer an interesting solution to this problem.

4.3 Transformed (Sustainable) Countermeasure Case

We consider now that we transformed the one-shot countermeasure CM1 into
a sustainable one. Similarly, the first occurrence of the A1 is detected at t(1;1),
and CM1 is consequently launched. Since CM1 is now sustainable, it remains
activated until the system decides to deactivate it explicitly. After t(1;2), we will
have a simultaneous attacks context (A1 and A2) where the prioritized counter-
measure CM1 is activated instead of CM2. The system will remain exposed to
A2 which is less critical, because it has a lower impact.

In this simultaneous attacks scenario, we showed how transforming a one-shot
countermeasure to a sustainable one can help response systems to manage their
responses, and consequently reduce the impact on the system. We also note that
the activation lifetime of the sustainable countermeasure should be chosen with
respect to its impact on the system.

4.4 Concrete Example

We consider a server ’S’ that handles high confidential information and intellec-
tual property of a company. Any attack that leads to confidentiality compromise
(e.g. cracking an employee’s password) is not tolerated. Moreover, the employees
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of this company do not have all the same privileges. For that, roles are affected
to the employees depending on the function hierarchical level. For example, we
have the super user role affected to administrators and managers, and the nor-
mal user role affected to the other employees. Furthermore, we consider the
following attacks and associated countermeasures:

Attack A1 consists in guessing/cracking the password of a legitimate identity
discovered in the company’s network.

Attack A2 consists in flooding the server, by a group of internal machines in-
fected with a Bot. This attack leads to a partial denial of service (DoS) on
’S’.

Countermeasure CM1 consists in obligating the server ’S’ to send a change-
password request to the victim user. Consequently, the user must send a new
password to the server ’S’. Using OrBAC language [16], an obligation rule
corresponding to this response can be written as follows:

Obligation(server, change password request, user, password cracking)

Countermeasure CM2 consists in obligating the server ’S’, which suffers from
a partial DoS, to drop the traffic coming from normal users. In consequence,
the server can still handle the requests of super users (i.e. administrators and
high-level managers). The obligation rule corresponding to this response can
be written as follows:

Obligation(server, drop traffic, normal user, server dos)

A conflict, or more precisely an inability [17], occurs between obligation (s, au,
o) and obligation(s, av, o), if it is impossible to simultaneously execute both
actions au and av. Hence, when both attack A1 and A2 are simultaneously
detected together (see Figure 8), the system is unable to execute both CM1 and
CM2. Server ’S’, while dropping normal users traffic, blocks the proper execution
of CM1 because the victim user is unable to send his new password to ’S’.

Let us consider back the scenarios depicted in Sections 4.2 and 4.3.

Server ‘S’

Infected machine

Infected machine

Infected machine

Normal user 
‘User1’Infected machine

Fig. 8. Simultaneous attacks: (1) server flooding and (2) user’s password cracking
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– If CM1 is specified as a one-shot countermeasure: When a second occurrence
of A1 appears, the system will be unable to relaunch the CM1, due to the
conflict with the already activated CM2. This situation is unacceptable be-
cause the response system must handle in priority A1 which compromise the
confidentiality of the server.

– If CM1 is transformed into a sustainable countermeasure: when A2 is de-
tected after the detection of A1, the CM2 will not be launched immediately
in order to avoid the potential conflict (and due the higher priority of A1).
When the second occurrence of A1 is detected, CM1 will block this attack.

We note that at the enforcement/system level, the one-shot into sustainable
transformation is transparent. Such countermeasure will not be enforced all the
long of the chosen lifetime. However, it will remain active (idle mode) during its
lifetime: once a new attack occurrence appears, the countermeasure will be ex-
ecuted again (i.e. asynchronous transformation). On the other hand, this trans-
formation provides a decisive advantage at the response management level of
the response system. The transformation allows the administrator to prioritize
a one-shot countermeasure.

In this section, we demonstrated the relevance of our proposal. We analyzed
two classes of countermeasures: one-shot and transformed-sustainable (in the
second scenario). Such scenarios (or challenges) cannot be handled using previ-
ous taxonomies, because none of them considered the deactivation phase of a
countermeasure.

5 Related Work

Several taxonomies of response systems were proposed during the last decade
[11,12,13,14]. All of these taxonomies have similar objectives, which consists in
providing a comprehensive insight on existing response systems. Such taxonomies
classify response measures and mechanisms according to the most relevant and
exhaustive criterion. The main objectives of such taxonomies are:

– presenting a comprehensive overview of the major response systems’ issues
and giving the researchers a better understanding of theses systems.

– motivating the research community to investigate unexplored areas in the
field. Response taxonomies can provide useful insight into the requirements
of better and more effective response measures, and open new horizons of
future research.

– providing a common foundation to organize research efforts of intrusion re-
sponse. A complete and systematic taxonomy can offer a unified terminology,
criteria and properties.

Particularly, [14] reviewed previous taxonomies. The authors established after-
wards a unique vocabulary for intrusion response systems, by using the existing
and already used terms, and by finding new terms for newly described classi-
fications. Subsequently, they propose a complete taxonomy, adapted to current
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Notification 
systems 

Manual Response 
Systems 

static mapping  

dynamic mapping 

cost-sensitive 
mapping  

by degree of automaton 

static

adaptive

by ability to adjust 

by time of response 

delayed 

Passive response 

Active response 

by activity of triggered response 

by cooperation ability 

autonomous

cooperative

by response selection method 

Intrusion 
Response Systems

proactive 

Automatic 
Response systems 

Fig. 9. Stakhanova et al.’s taxonomy

and advanced response systems. They classify response systems by degree of
automation: (i) notification, (ii) manual, and (iii) automatic. The latter class
is considered as the most sophisticated and advanced. Stakhanova et al. further
develop this class in their taxonomy, by classifying advanced response systems by
four following dimensions: ability to adjust, response time (proactive or delayed),
ability to cooperate, response selection (see Figure 9).

Existing taxonomies were interested by the selection procedure of a coun-
termeasure, and did not consider the deactivation phase. Stakhanova et al.’s
taxonomy is the most comprehensive taxonomy in literature; and we believe
that our work is complementary to their taxonomy. Thus, it offers a relevant
extension for advanced response systems that handle both the activation and
the deactivation of countermeasures. Ultimately, such extension is crucial for
transactional response management, when several responses must be activated
(and deactivated) simultaneously to counter several attacks.

6 Conclusion

In this paper, we presented a temporal response taxonomy that considers the life-
time and the defeasibility of response measures and mechanisms. The proposed
taxonomy was formally specified using the set theory. We classify response mea-
sures with respect to their : (i) effective lifetime and (ii) defeasibility. In particu-
lar, we showed how one-shot countermeasures can be implemented as sustainable
countermeasures at the specification level.
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Advanced and automated response systems capable of managing several si-
multaneous responses must include the deactivation feature. Our work provides
a first insight towards a better understanding of temporal aspects of response
measures, by defining a set of appropriate temporal properties. Our taxonomy
can foster research in response deactivation, and more generally, in transactional
management of responses measures.

Future work include modeling the activation/deactivation of several coun-
termeasures against simultaneous ongoing attacks using formal languages. As
introduced briefly in Section 4, we need to describe concurrent actions, which is
crucial for modeling simultaneous attacks actions.
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Petković, Milan 146
Petrakos, Nikolaos 1
Petrocchi, Marinella 133
Plate, Henrik 217, 303
Pocs, Matthias 61
Ponta, Serena Elisa 217

Reif, Wolfgang 174

Samarji, Layal 318
Santana de Oliveira, Anderson 160
Sendor, Jakub 160
Serme, Gabriel 160
Stenzel, Kurt 174
Sur, Sanjib 258

Ta, Tuan 15

Vielhauer, Claus 61

Yu, Peng 160


	Title
	Foreword from the DPM 2012 Program Chairs
	Foreword from the SETOP 2012 Program Chairs
	7th International Workshop on Data Privacy Management – DPM 2012
	5th SETOP International Workshop on Autonomous and Spontaneous Security –SETOP 2012
	Table of Contents
	Data Privacy Management
	Fair Anonymous Authentication for Location Based Services
	Introduction
	Setup and Threat Model
	A Fair, Anonymous Authentication Scheme for LBS
	Credential Issuing
	User Access
	Anonymity Revocation and Credential Revocation
	Global Accountability / Non-frameability
	Efficiency Analysis

	Security Analysis
	Preliminaries and Notations
	Proof of Untraceability and Unlinkability
	Proof of Non-frameability
	Proof of Non-transferability

	Related Work
	Conclusions
	References

	Enhancing Privacy in LTE Paging System Using Physical Layer Identification
	Introduction
	LTE Paging System
	Privacy-Enhanced Paging Messages
	eNodeB Operations
	User Equipment Operations

	Simulations
	Conclusions
	References

	Post-hoc User Traceability Analysis in Electronic Toll Pricing Systems
	Introduction
	Preliminaries
	Formal Framework
	Adversary Model
	Traceability Sets

	An Algorithm for Computing Traceability Sets
	Reducing Traceability Sets
	Reachability and Connectivity
	Session-to-Session Similarity 

	Improving Efficiency of the Post-hoc Analysis
	Experimental Results
	Conclusion and Future Work
	References

	An Efficient and Secure Coding-Based Authenticated Encryption Scheme
	Introduction
	Coding Theory Background
	Notations
	Linear Codes
	Some Hard Problems

	Related Work
	A Code-Based Authenticated Encryption
	Formal Definitions
	The Proposed Protocol: SCAE

	Security Analysis of SCAE
	Security Notions
	Cryptographic Assumptions
	Some Properties of EK
	Security Arguments

	Performance and Comparison
	Conclusion
	References

	Proposal of Non-invasive Fingerprint Age Determination to Improve Data Privacy Management in Police Workfrom a Legal Perspective Using the Example of Germany�
	Introduction
	Current Proposals and General Possibilities of Fingerprint Age Determination
	Existing Legal Aspects of Classical Finger print Liftingand Processing
	Principles of Data Protection Laws for the Design of Systems Acquiring and Processing Personal Data
	Privacy Improvements Using Fingerprint Age Determination
	Conclusion and Future Work
	References

	Differential Privacy in Tripartite Interaction: A Case Study with Linguistic Minorities in Canada
	Introduction
	The Context
	Assumptions
	Count Queries

	First Mechanism: Tripartite Interaction
	Second Mechanism: Noisy Count Queries
	Overview of the Principle
	Detailed Principle
	Discussion

	Relaxing the Three Initial Assumptions
	Concluding Remarks
	References

	EsPRESSo: Efficient Privacy-Preserving Evaluation of Sample Set Similarity
	Introduction
	Technical Roadmap and Contributions

	Preliminaries
	Jaccard Similarity Index and MinHash Techniques
	Cryptography Background

	Privacy-Preserving Sample Set Similarity
	Private Computation of Jaccard Index
	Private Estimation of Jaccard Index Based on MinHash

	Privacy-Preserving Document Similarity
	Related Work
	Our Construction

	Conclusion
	References

	SlopPy: Slope One with Privacy
	Introduction
	Background
	Related Work
	SlopPy
	Overview of the SlopPy Architecture
	SlopPy Recommendation Algorithm

	Experimental Results
	Discussion and Future Work
	References

	A Semi-lattice Model for Multi-lateral Security
	Introduction
	Active Objects
	A Simple Language of Active Objects
	Example: Private Sorting

	The Semi-lattice Security Model for Active Objects
	Information Flow of Distributed Active Objects
	Information Flow Control
	Proof of Concept
	Type System and Properties

	Conclusion
	References

	Prioritized Execution of Privacy Policies
	Introduction
	Related Work
	Structured Privacy Policies
	Classification of Attributes

	Classification of Conflicting Policies
	Conflict Resolution Strategy
	The Analytical Hierarchy Process
	An AHP instance for Conflict Resolution
	Example

	Conclusions and Future Work
	References

	WhatWebsites Know About You
	Introduction
	Related Work
	Methodologies and Tools
	The Process
	Named Entities
	Corpus
	Extraction Rules

	Evaluation and Results
	Conclusions and Further Work
	References

	Automating Privacy Enforcement in Cloud Platforms
	Introduction
	Privacy-Aware Applications in the Cloud
	Use case
	Background: Privacy Policy Language

	Privacy Enhanced Application Programming
	Programming Model
	Implementation

	Related Works
	Conclusion and Future Works
	References

	Evaluation of Jif and Joana as Information Flow Analyzers in a Model-Driven Approach
	Introduction
	The IFlow Approach
	Overview
	Travel Planner: A Case Study
	Requirements for an IFC Tool

	Jif: Java + Information Flow
	Overview
	Compatibility with the Requirements from 2.3
	Results

	Joana: Information Flow Control in Program Dependence Graphs
	Overview
	Compatibility with the Requirements from 2.3
	Results

	Conclusion and Related Work
	References


	Autonomous and Spontaneous Security
	Analyzing HTTP User Agent Anomalies for Malware Detection
	Introduction
	Related Work
	HTTP User Agent Signatures
	Clustering of User Agents
	Common Tokens Extraction
	HTTP Signature Generation

	Experimentation
	Experimental Setup and Data Processing
	Cluster Validity
	Performance Analysis

	Limitations and Future Work
	Conclusion
	References

	AS5: A Secure Searchable Secret Sharing Scheme for Privacy Preserving Database Outsourcing
	Introduction
	Secret Sharing in Outsourcing Scenario
	Problem Definition
	Threat Model

	A Searchable Secret Sharing Scheme (AS4)
	A Secure Searchable Secret Sharing Scheme (AS5)
	Query Processing
	Security Discussion
	Conclusion
	References

	Configuration Assessment as a Service
	Introduction
	Security Content Automation Protocol
	Challenges
	Configuration Validation as a Service
	Evaluation
	Conclusion and Future Work
	References

	Automated Smartphone Security Configuration
	Introduction
	Background
	Linux Iptables

	Security Threat Model
	Catalogues of Best Practice
	Firewall Catalogue Implementation and Deployment
	Threat Taxonomy
	Security States
	Automatic Generation of Firewall Configurations

	Prototype Android Firewall Agent App
	Firewall Configuration and Battery Consumption Correlation

	Related Research
	Conclusion
	References

	On the Detectability of Weak DoS Attacks in Wireless Sensor Networks
	Introduction
	Markov Chain Based Anomaly Detection
	Principles of Functionality
	Complexity of the Basic System
	Related Work

	Dynamic Learning
	State Centroids and Boundaries
	Transition Matrix
	Discussion

	Scenario Setup
	Attacker
	Network
	Simulation Parameters

	Results
	Interpretation of Results

	Concluding Remarks
	References

	μSec: A Security Protocol for Unicast Communication in Wireless Sensor Networks
	Introduction
	Problem Definition
	System Model
	Desired Security Properties

	Proposed Securing Scheme (μSec-U)
	μSec-U Design
	Transmission
	Reception
	Algorithm for μSec-U

	Performance Analysis
	Qualitative Analysis
	Quantitative Analysis

	Conclusion and Future Works
	References

	Security Monitoring for Content-Centric Networking
	Introduction
	CCN Background
	CCN Paradigm
	CCN Node Model
	Threats Description

	Monitoring Architecture
	Requirements
	Instrumentation
	Classification Algorithm

	Experiments
	Attack Description and Test Environment
	Attack Detection

	Related Work
	Alternative Content Oriented Approaches
	Research Efforts on CCN

	Conlusion
	References

	Towards Session-Aware RBAC Delegation: Function Switch
	Introduction
	System Description
	Dynamic Session
	Function Definition
	Function Activation

	Switch Management
	Switch Enforcement
	Discussion and Conclusion
	References

	Policy Chain for Securing Service Oriented Architectures
	Introduction
	Challenges
	Related Work
	Policy Chain
	Building the Policy Chain
	Leveraging the Policy Chain
	Example

	Architecture
	Infrastructure Components
	Application Components
	Component Interaction and Communication
	Information Models and Languages

	Conclusion
	References

	Towards a Temporal Response Taxonomy
	Introduction
	Temporal Response Taxonomy
	One-Shot Countermeasures
	Sustainable Countermeasures

	Transforming One-Shot Countermeasures into Sustainable Countermeasures
	Synchronous Transformation: Check-to-Cease
	Asynchronous Transformation: Check-to-Relaunch

	Application for the One-Shot into Sustainable Transformation in a Simultaneous Attacks Context
	Application Description
	One-Shot Countermeasure Case
	Transformed (Sustainable) Countermeasure Case
	Concrete Example

	Related Work
	Conclusion
	References


	Author Index



